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This progress report sumarizes the main results of studies conducted by the Surface Science group under the sponsorship of the Department of Energy. The period covered by the report is September 1979 - October 31, 1980.

The program of studies of the group is designed as a broad, coordinated plan of investigations of certain surface phenomena. Our studies (both analytical and molecular dynamics simulation) probe structural (crystallography and phase transformations), electronic, vibronic, kinetical and dynamical aspects of surfaces in an attempt to provide a basic understanding of certain properties and interaction processes at surfaces which are of both fundamental and applied relevance.

The work done by members of the group combines the elements of basic research endeavors with training and education of young scientists as evidenced by the composition of the group which includes besides the principal investigator, post-doctoral fellows and three graduate students.

The report is organized as follows: statements of progress of the projects and manuscripts pertaining to the subjects of investigations are given in Chapter I. In Chapters II. and III. lists of publications and talks by members of the group are given. Members of the group are listed in Chapter IV.
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A. SURFACE MOLECULAR DYNAMICS STUDIES OF SURFACES AND INTERFACES

The main achievements of these studies are:

1. Development testing and implementation of a Surface Molecular Dynamics program which enables the investigation of equilibrium and non-equilibrium surface phenomena.
2. Development and implementation of an Interface Molecular Dynamics program which allows the study of equilibrium properties and non-equilibrium evolution at interfaces.
3. A detailed study of the epitaxial crystallization of a supercooled liquid film. Development of a novel picture of the process. The time evolution of a number of characteristic properties (such as particle number profiles vs. distance, positional and orientational order parameters, kinetic temperature, potential energies, pair distribution functions) has been monitored throughout the crystallization process. Stages of the phase transformation which involve cluster nucleation, layering of the fluid which preceeds intralayer ordering, and interlayer order-disorder phenomena have been identified.
4. A study of the epitaxial crystallization of a hot liquid film.
5. A study of the annealing of surface defects via liquid-phase-epitaxy; identification of the kinetic steps of surface disordering and recrystallization.
6. Studies of the surface phase transformations of a bcc material (Rubidium) with pair-wise pseudo-potentials of interaction.
7. Development of graphic routines, and accumulation of frames for a computer movie of epitaxial crystallization and surface melting.

EPITAXIAL CRYSTALIIZATION FROM A MEL'T:
a surface moteciliar mynamics siudy*
Uzi LANDMAN, Charles 1. CLEVELANis and Charles S. BROWN
Schoni of Physics. Georgia Institute of Technology, Atlanta, Georgia 30332

## ABSTRACT

A newly developed Surface Molecular Dyanmics method is described and employed to investigate the epitaxial crystallization of a supercooled melt. The procedure allows for thermal dissipation via a dynamic bulk reservoir, thus mabling the study of the approach to equilibrium. The early stages of the crystallization involve layering in the fluid, followed by intralayer ordering. The kinecics and dynamic coupling between fluid and solid regions is exhibited in particle number, temperature, potential energy, orientational and translational order-parameter profiles.

Epitaxial solidification of materials from a melt is an important scientific and technological process. The earliest theoretical models of crystalilzation at interfaces due to Wilson ${ }^{1}$ and Frenkel ${ }^{2}$ assume a continuous growth mode. Later models euploy a two-dimensional nucleation and growth process ${ }^{3}$ and an attempt at a phenomenological unification of the above approaches has been advanced by Cahn $^{4}$. In addition, kinetic models ${ }^{5}$ based on phenomenological mass transport and atomic incorporation into the crystal and studies of kinetic Ising models and the roughening transition have been reported. ${ }^{6}$

The objective of this study is to explore the kinetics, dynamics and microscopic elementary processes of epitaxial phase transformation. We employ the molecular dynamics (MD) technique, which proved to be a powerful tool for the study of liquids ${ }^{7}$, condensed matter and certain phase transformations ${ }^{8}$. In order to use the method for our study of the liquid-solid interface we must first provide an adequate description of the substrate surface. Surface Molecular Dynamics (SMD): In MD the classical equations of motions of an interacting collection of particles are integrated and the recorded phaserspace trajectories $(\vec{r}(t), \vec{v}(t))$ are then analyzed. In most MD studies periodic boundary conditions ( pbc ) are used. 3D pbc's are appropriate for the description of bulk properties. A different situation is presented for a system which contains a surface. While for a two-dimensional system the question of pbc's is simple, a semi--infinite system is a much harder problem. A schematic description of the system is shown in Fig. 1. The "bulk b1ock" (B) and "surface block" (S), consist each of 500 particles, interacting via a 6-12 Lennard-Jones potential. The $B$-system possesses 3 D pbc's and the S system possesses only $2 \mathrm{D} \mathrm{pbc}^{\prime} \mathrm{s}$ and is free in the $z$ direction. Consequently, while the dynamics of particles in the S-system js influenced by that of
particles in the $B$-system, the reverse statement does not hold, (in the spirit of a bulk bejng an infinite reservoir whose dynamics and properties should not be influenced by surface effects). To provide for Newton's third-law (or fluctuation-dissipation), the first 3 layers of the $S-B$ interface are used as a "coupling region" on which we impose (time-step by time-step) a scaling of velocities such that the average kinetic energies (kinetic temperature) in these layers is equal to the corresponding bulk ones. The integration of the equations of motions is performed using a predictor-corrector method ${ }^{7}$ with a time step $\Delta t^{*}=0.0075^{9}$ and the evolution of the $S$ and $B$ systems is synchronized at each time-step. The $S-B$ system has been equilibrated as an fcc crystal (the density of the $B$ system is adjusted to yield a vanishing average equilibrium pressure) exposing the (001) face, at a temperature $T^{*}=0.4$ (Ar melts at $T^{*}=0.7$ ). The above SMD technique has an advantage over slab configurations or calculations in which a static or a random matrix representation of the bulk are used. It allows the investigation of equilibrium and non-equilibrium surface and interface phenomena in which the dynamics of the bulk rescrvoir is included. Using our method we currently investigate: surface melting, defects, surface alloy dynamics, and transport phenomena.

Surface - Liquid System: Having equilibrated the surface described above we prepare an equilibrated liquid sample. In the following we describe the results for a supercooled L-J liquid film ${ }^{10}$ ( 2 D pbc's and free in the third direction) consisting of 500 particles, at $T^{*}=0.4$ (see block L in Fig. 1 . other liquids such as: bulk 3 D pbc's sample, and a liquid film at $\mathrm{T}^{*}=0.737$ have also been investigated by us). Once equilibrated the $L$ system is positioned at a distance chosen such that the smallest distance between a surface and a liquid particle is equal to 1.120 , (the location of minimum of the L-J
potential) and the evolution of the coupled system is followed. Sample part-icle-number versus $z$ profiles at various time steps are shown in Fig. 2. It is observed that while the layers in the solid are well defined, those in the liquid fluctuate, averaging to the density profile of a liquid film. However, as time progresses a permanent layering of the liquid occurs. In fact stratification of the liquid in the $z,(001)$, direction precedes the achievement of intralayer good crystalline order. Note also that the topmost layer distance of the surface (1ayer 10) first expands (in fact it is expanded already at $t=0$ ) and upon solidification of the liquid it contracts to the bulk spacing. In the following, layers in the liquid region are defined as regions in space whose thickness in the (001) direction is that of the next to the top-most layer of the solid surface (layer 9). Samples of the layer kinetic temperatures $T^{*}=k_{B} T / \varepsilon$, defined as the mean kinetic energy of particles in layer $\ell$, and layer potential energies versus time are shown in Figs. 3-6. Also shown are the orientational order parameters $0_{4}$ and $0_{6}$ defined as

$$
\begin{equation*}
O_{n}^{l}(t)=\left|N_{l}^{-1} \sum_{I, J \varepsilon l} N_{I, n n}^{-1} \exp \left(\operatorname{in} \theta_{I J}\right)(H)\left(R_{n n}-\left|\vec{r}_{I}-\vec{r}_{J}\right|\right)\right|^{2}, n=4,6 \tag{1}
\end{equation*}
$$

and the translational structure factors $S(\vec{k}) / N_{\ell}=\left|N_{\ell}^{-1} \sum_{I E \ell} \exp \left(i \vec{k} \cdot \vec{r}_{I}\right)\right|^{2}$. $N_{\ell}$ is the number of particles in layer $\ell$ at time $t$, (H) is the Heavyside step function, $R_{n n}$ is the neighbor distance, $N_{I, n n}$ is the number of neighbors to particle $I$ within a sphere of radius $R_{n n},{ }^{\prime}{ }_{I J}$ is the "bond" angle between $I$ and $J$ with reference to an arbitrary direction. $0_{4}$ and $0_{6}$ take the values 1 and 0 , respectively, for a perfect cubic crystal, while in the liquid state $0_{6}$ is generally larger than $0_{4}, \vec{k}$ is a bulk reciprocal vector.

Observation of the $T^{*}$ plot reveals that they undergo a maximum around $t / \Delta t=1000$ for layers $9-13$. This is also the time at which the nonotonic decrease in the layers potential energies achieve a plateau. In addytion, the structure factors for $\vec{k}=(2 \pi / a)(0,0,2)$, i.e., a reciprocal vector in the normal direction, cxhibit a noted increase at this tine. Notice that while at $t=0$ layers 9 and 10 (solid surface) were less stable, less coordinated, then a deeper layer they, along with the crystalized layers of the liquid, achieve eventually a bulk value. The time variation of the orientational order parameters reveals the dynamically coupled nature of the process. While the maximum in $\mathrm{T}^{*}$ indicates the expulsion of latent heat of ordering and is associated mainly with the "layering" of the fluid (and occurs at approximately the same time for a wide region of the liquid), the variations in $0_{4}$ and $0_{6}$ reflect intralayer ordering. Following the peak in $0_{4}$ designated by an arrow from layer to layer it is seen that it shifts to longer times for higher layers and in consequtive layers the peaking of $0_{4}$ is associated with a minimum in a neighboring layer. From the time delay of ordering in consequtive regions in the liquid the velocity of crystallization is estimated to be $\sim 100 \mathrm{~m} / \mathrm{sec}$. This systematic variation reflects the thermal coupling of the layers (there is no mass transport between laycrs at these times) and the transient order disorder transformations which they undergo during the evolution of the system. Similar behaviour is observed in $0_{6}$. Added confirmation that crystal-liquid layering precedes intralayer fcc crystalline ordering is provided via the $S(\vec{k})$ 's for an in-plane reciprocal vector $\vec{k}=(2 \pi / a)(2,0,0)$. Additionally, we observe that layer 10 (and even 9) initially partially disorder (roughened?) and eventually order (smoothed?). We have also observed that in case of a surface which contains a planar defect an annealing occurs.

Finally, it is of interest to comment upon the embryonic stage of the crystallization process. The formation of the first epitaxial layer involves a cluster of supercooled 1 iquid atoms rather than random single particle adsorption described by lattice-gas models. This cautions against the direct extrapolation of theories of gas-solid epitaxial crystallization to liquid phase epitaxy.

We gratcfully acknowledge most valuable help and advise by Aneesur Rahman. The assistance and services of the GIT computer center, Rand Childs and Jerry Segers in particular, proved invaluable to this work.
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## FIGURE CAPTIONS

Figure 1. Schematic description of the buik (B) - surfoce (S) -- liguld
(L) system. The bulk block posscoses 3D pbc's, the $S$ and L possesses 2D pbc's. The coupiing region is hatched. A1so included is the particle number versus $z$ profile of the system at $t=0$, consisting of an equilibrated surface and supercooled liquid film at $\mathrm{T}^{*}=0.4$. Distance in units of $7.94 \sigma$.

Figure 2. Particle number versus $z$ at 4 different times during the evolution of the system. Note the layering in the liquid region. The smal. peak of $\mathrm{z} \simeq 1.1$, at the 250 th time step corresponds to the embryonic cluster (see text).

Fizures 3-6. Time evolution of the kinetic temperature $T^{*}=k T / \varepsilon$, potential energy (PE), orientational order parameters, $0_{4}$ and $0_{6}$, and structure factor $S(\vec{k})$, for layers $9-12$, respectively. Note peaking of $T^{*}$, plato in PE and increase in $S(0,0,2)$ at $t / \Delta t=1000$, associated with layering in the solid. Order-disorder transformations in the layers are indicated by the behaviour of $0_{4}$ and $0_{6}$. Compare positions of the arrowed paks in $0_{4}$ and $S(2,0,0)$ which indicatc intralayer ordering and dynamic coupling between layers. Layers 11 and 12 are regions of crystallizing fluid.
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B. SURFACE CRYSTALLOGRAPHY

The main achievements of these studies are:

1. Development and evaluation of an electrostatic model for surface relaxation of metals. The model combines the contribution to the force on ions in surface layers due to the delocalized valence electron distribution with that due to the interaction with positive ionic charges.
2. Analysis of surface relaxation yielding adequate agreement with experimental observations for the low-index faces of $\mathrm{Al}, \mathrm{Li} \mathrm{Na}$ and Cu .
3. Comparative study of the effect of the surface electronic density on the relaxation.
4. Demonstration of the importance of multi-layer relaxation mechanisms, and their face-dependence.
5. Analysis of the effects of pseudo-potential descriptions of the ion-cores.
6. Computation of the density of vibrational states at stepped Pt(111) surfaces and demonstration of high-frequency modes for edge and ledge atoms.
7. Initiation of modifications to the real-space recursion method for the calculation of the vibrational spectra of reconstructed Silicon surfaces, and adsorption systems.
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#### Abstract

Surface relaxation in metals is investigated via an electrostatic model, using an iterative scheme allowing for the participation of many layers in the relaxation process. Comparative studies of surface relaxation are performed for the low-index faces of $\mathrm{Al}, \mathrm{Li}, \mathrm{Na}$, and Cu , using three models for the electronic density: (a) step function, (b) exponential, (c) Lang-Kohn. The results demonstrate the importance of multilayer relaxation mechanisms, and the sensititivy of the results to the model of the surface electronic density. For the exponential density profile, simple pseudopotential corrections are also included and shown to have significant effects. The relaxation trends predicted are consistent with available results obtained by analyses of low-energy-electron-diffraction data.


## I. INTRODUCTION

Knowledge of the atomic arrangement in the surface region of metals is basic for the understanding of a large number of surface phenomena and anteraction processes. This recognition has led to major efforts in the development of experimental and theoretical methods for the determination of surfacestructures. ${ }^{1,2}$ The termination of a solid by a surface modifies both the atomic coordination and the conduction-electron distribution. In response, normal surface relaxation (deviations of distances between atomic planes from their bulk values) and surface reconstruction (lateral structural modifications) may occur. Surface relaxation has been observed ${ }^{1}$ for a number of fcc, bcc, and hcp low-index clean metal surfaces and is the subject of the present investigation.
To elucidate the nature of the underlying forces which govern the surface crystallography, it is of interest to investigate surface structure theories of a predictive nature, which apart from their fundamental value could provide a source of model structures to employ in the analysis of experimental data. The first-principles determination of ionic positions at surfaces is hindered by difficulties in carrying out a self-consistent energy minimization for the coupled system of ions and conduction electrons. Semiempirical methods, on the other hand, which were developed originally mainly for the study of bulk defect configurations (pseudopotential pairwise interactions, empirically fitted pair potentials, and lattice statics methods) have usually predicted outward relaxations for lowindex faces. ${ }^{3-7}$ These results are in contradiction with experimental evidence indicating that contraction of the top interlayer spacing occurs in many if not most cases.
The inadequacies of surface relaxation models
based on bulk-derived pair-potential interactions only have been emphasized by Finnis and Heine (FH). ${ }^{8}$ Following the conclusion of Smoluchowski ${ }^{9}$ (made in the context of a study of the work function) concerning the lateral smoothing of the electronic charge density at surfaces to lower the kinetic energy, FH presented a heuristic model of surface relaxation in $s p$-bonded materials. In this model the asymmetrical electron density at the cleaved surface is redistributed in surface WignerSeitz cells with a sharp cutoff at the solid-vacuum interface. As a result the ions at their first layer, truncated bulk positions experience a net electrostatic force to which they react via an inward relaxation. The original application of the model to the low-index faces of Al yielded results in qualitative agreement with experimental observations. Subsequent investigations have emphasized the importance of crystalline effects, as well as the influence of the inhomogeneous charge density distribution at the surface. ${ }^{10}$ Most recently, a model which combined $a d$ hoc short-range empirical pair interactions with forces on the first few layers arising from a step-function $s p$-electron density at the surface was employed to study the (100) face of $\alpha$ - Fe and $\mathrm{Cu} .{ }^{11}$
To complement the above studies we describe here a simple electrostatic model for surface relaxation. The method combines the contribution to the force on ions in surface layers due to the delocalized valence electron distribution with that due to the interaction with the positive ionic charges in the planar nets. Three models for the electronic density in the surface region are studied and compared: (a) an abrupt terminated step density profile, (b) an exponential variational form (Smith), ${ }^{12}$ and (c) a self-consistent distribution derived from the jellium model (Lang-Kohn). ${ }^{13}$ For the exponential density profile, pseudopotential
corrections are also incorporated in a simple way. Under the influence of the forces acting on them, ions in an arbitrary number of surface planes are allowed to relax from their bulk positions, and the coupled set of equations governing the planar displacements are solved by a fast-converging iterative technique. The method is material dependent, in contrast to the original FH method. It is easy to apply and yields correct trends when compared with experimentally determined relaxation values for several materials. Following the derivation of the basic relations given in Sec. $\Pi$, results obtained by the method are discussed in Sec. III.

## iI. Evaluation of the surface electrostatic FORCES

In this section we derive expressions for the electrostatic interactions between ions in surface planes. For the sake of brevity we discuss first the case of a step-terminating electron density which is then generalized to the other density profiles considered. The arrangement of ions in the bulk terminated lattice is shown in Fig. 1(a): For simplicity, we consider only surfaces characterized by a single interlayer spacing $d$ before relaxation. Ionic layers located at $-n d$ are embedded in slabs of thickness $d$ and of uniform negative charge density $-(Z e / A d)$, where $Z$ is the valency of the material and $A$ is the area of the unit cell of the surface net. The system after relaxation occurs is shown in Fig. 1 (b).

The force on an ion in layer $m$ due to the charge in a different layer $n$ is evaluated by using a layer summation method. ${ }^{11,14}$ The quantity of interest is the electrostatic potential at point $r$ due to the charge in slab $n$ :

$$
\begin{equation*}
\phi_{n}(\overrightarrow{\mathbf{r}})=\int \frac{\rho_{n}\left(\overrightarrow{\mathbf{r}}^{\prime}\right)}{\left|\overrightarrow{\mathbf{r}}-\overrightarrow{\mathbf{r}}^{\prime}\right|} d^{3} r^{\prime} . \tag{1}
\end{equation*}
$$



FIG. 1. Schematic picture of the layer arrangement in the terminated bulk crystal prior to (a) and after (b) relaxation. The bulk spacing is denoted by $d$ and the displacement of ions in layer $n$ from their bulk position by $\Delta(n)$.

Using the identity

$$
\begin{equation*}
\frac{1}{\left|\overrightarrow{\mathrm{r}}-\overrightarrow{\mathrm{r}}^{\prime}\right|}=\frac{1}{2 \pi} \int d^{2} K \frac{e^{-K\left|z-\varepsilon^{\prime}\right|}}{K} e^{i \overrightarrow{\mathrm{~K}} \cdot\left(\overrightarrow{\mathrm{R}}-\overrightarrow{\mathrm{R}}^{\prime}\right)}, \tag{2}
\end{equation*}
$$

where $\vec{K}$ and $\vec{R}$ denote the projections of the vectors $\vec{k}$ and $\vec{r}$ onto the plane parallel to the surface plane, Eq. (1) can be written as

$$
\begin{align*}
\phi_{n}(\overrightarrow{\mathrm{r}})=\frac{1}{2 \pi} \int & d^{2} K \frac{e^{\mp K z}}{K} e^{i \overrightarrow{\mathrm{~K}} \cdot \overrightarrow{\mathrm{R}}} \\
& \times \int d^{3} r^{\prime} \rho_{n}\left(r^{\prime}\right) e^{ \pm K z^{\prime}} e^{i \overrightarrow{\mathrm{~K}} \cdot \overrightarrow{\mathrm{R}}} ; z \gtrless z^{\prime} . \tag{3}
\end{align*}
$$

Owing to the translational periodicity in the $2 D$ net, the second integral in Eq. (3) can be written as

$$
\begin{equation*}
I=\frac{4 \pi^{2}}{A} \sum_{\overrightarrow{\mathrm{G}}} \delta(\overrightarrow{\mathrm{~K}}-\overrightarrow{\mathrm{G}}) \int_{\mathrm{uc}} d^{3} \gamma^{\prime} \rho_{\boldsymbol{n}}(\overrightarrow{\mathrm{r}}) e^{\star \mathrm{G} \boldsymbol{z}^{\prime}} e^{-i \overrightarrow{\mathrm{G}} \cdot \overrightarrow{\mathrm{R}}} \tag{4}
\end{equation*}
$$

where $\overrightarrow{\mathrm{G}}$ is a reciprocal vector of the $2 D$ net, and the integral remaining is over a neutral unit cell in slab $n$.
We now allow the ions in layer $n$ to relax from their bulk position to a new location $z^{\prime}=-[n d$ $+\Delta(n)]$. Next we need to specify the layer-shift vectors defining the origins for the unit cells in the various layers. For the fcc (100) and (110) faces and the bcc (100) face, the layer shift vectors are

$$
\overrightarrow{\mathrm{R}}_{n}=\left\{\begin{array}{l}
(0,0), n \text { even }  \tag{5}\\
\left(a_{1} / 2, a_{2} / 2\right), \quad n \text { odd }
\end{array}\right.
$$

where $a_{1}, a_{2}$ are the magnitudes of the sides of the $2 D$ unit cell; other cases are treated in Appendices $A$ and $B$. Expressing the reciprocal lattice vector as $\overrightarrow{\mathrm{G}}=\mu \overrightarrow{\mathrm{b}}_{1}+\nu \overrightarrow{\mathrm{b}}_{2}(\mu, \nu$ integers $)$, and introducing the function $P_{\mathrm{G}}(n)$ defined as

$$
P_{\mathrm{G}}(n)\left\{\begin{array}{l}
1, n \text { even }  \tag{6}\\
(-1)^{u+\nu}, \quad n \text { odd }
\end{array}\right.
$$

we obtain

$$
\begin{equation*}
I=\frac{4 \pi^{2}}{A}(Z e) \sum_{\overrightarrow{\mathrm{G}}}^{\prime} \delta(\overrightarrow{\mathrm{K}}-\overrightarrow{\mathrm{G}}) P_{\overrightarrow{\mathrm{G}}}(n) e^{\mp G[n d+\Delta(n)]}, \tag{7}
\end{equation*}
$$

where the - and + signs correspond to the observation point $\vec{r}$ located above or below slab $n$, respectively. The prime on the sum in Eq. (7) indicates that the $\vec{G}=0$ term is excluded as a result of charge neutrality. Combining Eq. (7) with (3) yields for the $z$ component of the electrostatic
field at $\overrightarrow{\mathrm{r}}\left[E_{z}(\overrightarrow{\mathrm{r}})=-\partial \phi_{n}(\overrightarrow{\mathrm{r}}) / \partial z\right]$,

$$
\begin{align*}
& \sum_{A}(\overrightarrow{\mathrm{r}}) \cdots \pm \frac{2 \pi}{A}(Z e) \sum_{\vec{A}}^{\prime} e^{\mp G \varepsilon} e^{i \overrightarrow{\mathrm{G}} \cdot \overrightarrow{\mathrm{R}}} P_{G}(n) e^{\mp G[m+\Delta(n)]} \quad \text { (8) } \quad \begin{array}{l}
\text { force on ions in la } \\
n \text { is, in units of } 2
\end{array}  \tag{8}\\
& r_{m n}=\operatorname{sgn}(n-m) \sum_{\overrightarrow{\mathrm{G}}} P_{\overrightarrow{\mathrm{G}}}^{*}(m) P_{\overrightarrow{\mathrm{G}}}(n) \exp [-G|(n-m) d+\Delta(n)-\Delta(m)|], \quad m \neq n .
\end{align*}
$$

Taking $z=-[m d+\Delta(m)]$, and noting that $e^{i \overrightarrow{\mathrm{G}} \cdot \mathrm{R}}$ $=P_{\vec{C}}^{*}(m)$ for an ion in layer $m$, we find that the force on ions in layer $m$ due to the charge in layer $n$ is, in units of $2 \pi(2 e)^{2} / A$,

The interaction of the ions in slab $m$ with the negative charge in the same slab is obtained by using the Poisson equation, which yields for the $z$ component of the force in the same units as above,

$$
\begin{equation*}
F_{\mathrm{mm}}=2 \Delta(m) / d \tag{10}
\end{equation*}
$$

Let us assume that relaxation from bulk positions occurs up to layer $L$, i.e., for $n>L, \Delta(n)=0$, and sum the contributions to the force on ions in layer $m$ from these deep layers. The result is

$$
\begin{equation*}
F_{m}=\sum_{n=L+1}^{\infty} F_{m n}=\sum_{\vec{G}}^{\prime} P_{\vec{G}}^{*}(m) e^{G[m d+\Delta(m)]} \sum_{n=L+1}^{\infty} P_{\vec{G}}(n) e^{-G d n} \tag{11}
\end{equation*}
$$

For two-layer repeat sequences in the $2 D$ layer shift vectors as in Eq. (5), $F_{m}$ is given by

$$
\begin{equation*}
F_{m}=\sum_{\overrightarrow{\mathrm{G}}} \frac{P_{\overrightarrow{\mathrm{G}}}(L+1) e^{-G d}+P_{\overrightarrow{\mathrm{G}}}(L+2) e^{-2 G d}}{1-e^{-2 G d}} P_{\overrightarrow{\mathrm{G}}}^{*}(m) e^{-G[(L-m) d-\Delta(m)]} \tag{12}
\end{equation*}
$$

The simultaneous set of equations for static equilibrium is

$$
\begin{equation*}
0=\sum_{n=0}^{L} F_{m n}\left(\Delta_{m}, \Delta_{n}\right)+F_{m}\left(\Delta_{m}\right) \text { for } m=0,1, \ldots, L \tag{13}
\end{equation*}
$$

The solution of the above set of equations is achieved by a simple iterative method in which we set $\Delta_{i+1}(n)$ $=\Delta_{i}(n)+\delta_{i}(n)$, where $i$ is the iteration number. The procesure is started with $\Delta_{1}(n)=0$ for all $n$. Expansion of the forces in Eq. (13) to first order in $\delta_{i}(n)$ yields the following set of equations:

$$
\begin{align*}
& \sum_{l^{\prime}=0}^{L} a_{l l^{\prime}} \delta_{i}\left(l^{\prime}\right)=b_{i} ; \quad l=0,1, \ldots, L  \tag{14}\\
& a_{l^{\prime}}=-\sum_{\overrightarrow{\mathrm{G}}} P_{\overrightarrow{\mathrm{G}}}^{*}(l) P_{\overrightarrow{\mathrm{G}}}\left(l^{\prime}\right) G \exp \left[-G\left|\left(l^{\prime}-l\right) d+\Delta_{i}\left(l^{\prime}\right)-\Delta_{i}(l)\right|\right], \quad l \neq l^{\prime}  \tag{15a}\\
& a_{n}= \sum_{n=1} \sum_{\overrightarrow{\mathrm{G}}}^{\prime} P_{\overrightarrow{\mathrm{G}}}^{*}(l) P_{\overrightarrow{\mathrm{G}}}(n) G \exp \left[-G\left|(n-l) d+\Delta_{i}(n)-\Delta_{i}(l)\right|\right] \\
&+\sum_{\overrightarrow{\mathrm{G}}}^{\prime} \frac{P_{\overrightarrow{\mathrm{G}}}(L+1) e^{-G d}+P_{\overrightarrow{\mathrm{G}}}(L+2) e^{-2 G d}}{1-e^{-2 G d}} P_{\overrightarrow{\mathrm{G}}}^{*}(l) G \exp \left\{-G\left[(L-l) d-\Delta_{i}(l)\right]\right\}+2 / d  \tag{15b}\\
& b_{1}=-\sum_{n \neq L} \operatorname{sgn}(n-l) \sum_{\overrightarrow{\mathrm{G}}}^{\prime} P_{\overrightarrow{\mathrm{G}}}^{*}(l) P_{\overrightarrow{\mathrm{G}}}(n) \exp \left[-G\left|(n-l) d+\Delta_{i}(n)-\Delta_{i}(l)\right|\right] \\
&-\sum_{\overrightarrow{\mathrm{G}}}^{\prime} \frac{P_{\overrightarrow{\mathrm{G}}}(L+1) e^{-G d}+P_{\vec{G}}(L+2) e^{-2 g d}}{1-e^{-2 G d}} P_{\mathrm{G}}^{*}(l) \exp \left[-G\left|(L-l) d-\Delta_{i}(l)\right|\right]-2 \Delta_{i}(l) / d \tag{15c}
\end{align*}
$$

The values of $\delta_{i}(l)$ in each iteration are obtained from Eq. (14) by simple matrix inversion. Typically the solution converges after $3-5$ iterations.

## Exponential density profile

Having derived the basic relations for the stepterminating electronic distribution, we turn now to a generalization of the theory to include more realistic descriptions of the surface electron density profile. First we employ an exponential form.

$$
\begin{equation*}
\rho_{e}(z)=n_{0}\left(1-\frac{e^{B(z-d / 2)}}{2}\right), \quad z<\frac{1}{2} d \tag{16a}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{8}(z)=\frac{1}{2} n_{0} e^{-B(z-d / 2)}, \quad z>\frac{1}{2} d \tag{16b}
\end{equation*}
$$

where $n_{0}=-Z e / A d$ and $\beta$ is a variational parameter. ${ }^{12}$ Let us consider first the electronic field at a point $z$ in the first layer. Integration of the Poisson equation yields

$$
\begin{equation*}
E_{z}(z)=4 \pi \int_{\infty}^{z} \rho_{e}\left(z^{\prime}\right) d z^{\prime}+E_{z}(z \rightarrow \infty) \tag{17}
\end{equation*}
$$

where $E_{z}(z \rightarrow \infty) \rightarrow 4 \pi n_{0} d / 2$. Using Eqs. (16a) and (16b), we obtain

$$
\begin{equation*}
E_{z}(z)=4 \pi n_{0}\left[z-\frac{e^{B(z-d / 2)}}{2 \beta}\right] \tag{18}
\end{equation*}
$$

Setting $z=-\Delta(0)$, we find that the force on the first layer of ions due to the negative charge in the outermost region is, in units of $2 \pi(Z e)^{2} / A$,

$$
\begin{equation*}
F_{n n}=\frac{2}{d}\left(\Delta(0)+\frac{e^{-\beta[\Delta(0) \cdot d / 2]}}{2 \beta}\right) . \tag{19}
\end{equation*}
$$

In the language of our iterative algorithm ( $\Delta_{\boldsymbol{i}+1}$ $\left.=\Delta_{i}+\delta_{i}\right)$,

$$
\begin{align*}
F_{00}= & \frac{2}{d}\left(\Delta_{i}(0)+\frac{e^{-\beta\left[\Delta_{i}(0)+\Delta / 2\right]}}{2 \beta}\right) \\
& +\frac{2}{d}\left(1-\frac{e^{-B\left(\Delta_{i}(0)+d / 2\right]}}{2}\right) \delta_{i}(0) \tag{20}
\end{align*}
$$

Thus to $b_{0}$ in Eq. (15c) we need to add the factor $-(\beta d)^{-1} \exp \left\{-\beta\left[\Delta_{i}(0)+d / 2\right]\right\}$ and to $a_{00}$ in Eq. (15b) the factor $-d^{-1} \exp \left\{-\beta\left[\Delta_{i}(0)+d / 2\right]\right\}$.

Next we consider the change in the force acting on ions in the second slab. Since we require a division of the material into neutral regions we need to adjust the location of the boundary between the outermost and the next region from its original position at $-d / 2$ to $-d / 2+s$. The shift in the boundary is determined by the condition $E(s-d / 2)$ $=-4 \pi n_{0} d / 2$, or using Eq. (18),

$$
\begin{equation*}
2 \beta s=e^{\beta(s-d)} . \tag{21}
\end{equation*}
$$

The electric field in the second layer is given by

$$
\begin{equation*}
E_{z}(z)=4 \pi \int_{-d / 2+s}^{z} \rho(z) d z+E_{z}(z \rightarrow \infty) \tag{22}
\end{equation*}
$$

Substituting Eq. (16a) in Eq. (23) and using Eq. (22), then setting $z=-[d+\Delta(1)]$ for the second layer and employing our iterative scheme, we obtain

$$
\begin{equation*}
F_{11}=\frac{2}{d}\left[\Delta_{i}(1)+\delta_{i}(1)+\frac{e^{-\beta\left[\Delta_{i}(1)+3 d / 2\right]}}{2}\left(\frac{1}{\beta}-\delta_{i}(1)\right)\right] . \tag{23}
\end{equation*}
$$

Thus to $b_{1}$ in Eq. (15c) we need to add
$-(\beta d)^{-1} \exp \left\{-\beta\left[\Delta_{i}(1)+3 d / 2\right\}\right.$ and to $a_{11}$ in Eq. (15b) that term multiplied by $\beta$.

## Lang-Kohn density profile

The importance of self-consistency in the calculation of a number of surface properties such as surface energies, work functions, adsorption, and geometrical structure has been investigated and demonstrated. Since the exponential density does not include some features characteristic of the electronic density at surfaces, such as Friedel oscillations, we employ next the self-consistent surface electronic density calculated by Lang and Kohn ${ }^{13}$ (LK) for a uniform positive background model. These charge densities have been tabulated for various $r_{s}$ values in Table I of Ref. 13 and will be denoted by $n_{\mathrm{LK}}$. Using our previous notation, the $z$ component
of the electric field on ions in the first layer of the solid can be written as

$$
\begin{align*}
E_{z}\left[-\Delta_{i}(0)-\delta_{i}(0)\right]= & E_{z}\left[-\Delta_{i}(0)\right]+4 \pi n_{1: K}\left[-\Delta_{i}(0) \mid \delta_{i}(0)\right. \\
& -4 \pi \frac{\not \partial e}{A d} \int_{0}^{-\Delta_{i}(0)} n_{L \cdot K}(z) d z \\
& -4 \pi \frac{n_{0} Z e}{A d} \frac{d}{2} \\
& -4 \pi \frac{Z e}{A d} n_{L K}\left[-\Delta_{i}(0) \mid \delta_{i}(0)\right. \tag{24}
\end{align*}
$$

from which the force $F_{00}$ follows. Accordingly the term $-2 \Delta_{i}(0) / d$ in Eq. (15c) for $b_{0}$ is replaced by $(2 / d) \int_{\infty}^{-\Delta_{i}}{ }^{(0)} n_{L K}(z) d z+1$, and in Eq. (15b) for $a_{00}$ the term $2 / d$ is replaced by $(2 / d) n_{L K}\left[-\Delta_{i}(0) \mid\right.$. To include effects on ions in the second layer the corresponding replacements in $b_{1}$ and $a_{11}$ are made with the terms evaluated at $z=-\left[d+\Delta_{i}(1)\right]$. Notice also that due to a difference in the choice of origin for the location of the first layer of ions at the surface, the LK coordinates are shifted by $+d / 2$ to agree with our convention.

## Pseudopotential corrections

To incorporate pseudopotential corrections within the framework of our model, we use a simplified Heine-Abarenkov pseudopotential ${ }^{15,16}$ for the electron-ion interaction. The difference from the Coulomb interaction used in Eq. (1) and subsequently is given by the function

$$
\begin{equation*}
f\left(\left|\overrightarrow{\mathbf{r}}^{\prime}-\overrightarrow{\mathbf{r}}\right|\right)=\theta\left(r_{0}-\left|\overrightarrow{\mathbf{r}}^{\prime}-\overrightarrow{\mathbf{r}}\right|\right)\left(\frac{1}{a_{0}}-\frac{1}{\left|\vec{r}^{\prime}-\overrightarrow{\mathbf{r}}\right|}\right), \tag{25}
\end{equation*}
$$

where $r_{0}$ and $a_{0}$ are the pseudopotential radius and well-depth parameter, respectively, and $\theta$ is the Heaviside step function $[\theta(x)=1, x>0$ and $\theta(x)$ $=0, x<0]$. For $a_{0}-\infty$, the simplified Heine-Abar enkov pseudopotential becomes an Ashcroft pseudopotential. ${ }^{17}$

If the pseudopotential cores do not overlap, then the only change in the potential acting on an ion is that due to the difference of its own pseudopotential core from the Coulomb interaction,

$$
\begin{align*}
& \left.\Delta \phi_{n}\{\overrightarrow{\mathrm{r}}=-[n d+\Delta(n)] \hat{z}+\overrightarrow{\mathrm{R}}]\right\} \\
& =-\int d^{3} r^{\prime} \rho_{e}\left(\overrightarrow{\mathrm{r}}^{\prime}\right) f\left(\left|\overrightarrow{\mathrm{r}}^{\prime}-\overrightarrow{\mathrm{r}}\right|\right) \\
& =-2 \pi \int_{-r_{0}}^{r_{0}} d z \rho_{e}\{z-[n d+\Delta(n)]\} \\
& \quad \quad \times\left(\frac{1}{2 a_{0}}\left(r_{0}^{2}-z^{2}\right)-r_{0}+|z|\right) \tag{26}
\end{align*}
$$

For a constant charge density $\rho_{0}$ across the pseudopotential core, the integral in Eq. (26) yields a constant potential,
$\Delta \phi_{\pi}\left\{\overrightarrow{\mathrm{r}}=-[n d+\Delta(n) \mid \hat{z}+\overrightarrow{\mathrm{R}}\}=2 \pi \rho_{0} r_{0}^{2}\left[1-{ }_{3}^{2}\left(r_{0} / a_{0}\right)\right]\right.$,
and no change occurs in the forces exerted on the ion. However, when the planes of ions relax in regions of nonuniform electronic charge density, the pseudopotential corrections do modify the forces acting on the ions, as we illustrate for the
exponential density profile.
We consider first the case, where $n d+\Delta(n)+d / 2$ $>r_{0}$, and the exponential density to use in Eq. (26) is that given in Eq. (16a). Carrying through the integration in Eq. (26), we obtain
$\Delta \phi_{n}\left\{\overrightarrow{\mathrm{r}}=-[n d+\Delta(n) \hat{k}+\overrightarrow{\mathrm{R}}\}=2 \pi n_{0}\left\{r_{0}^{2}\left[1-\frac{2}{3}\left(r_{0} / a_{0}\right)\right]-\frac{1}{\beta^{2}} e^{-8[n d+\Delta(n)+d / 2]}\left(\left[1-\left(r_{0} / a_{0}\right)\right] \operatorname{coth} \beta r_{0}+\frac{1}{\beta a_{0}} \sinh \beta r_{0}-1\right)\right\}\right.$.

The change in the force on an ion in plane $n$ is $\Delta F_{n n}=d \Delta \phi_{n} / d \Delta(n)$, which in units of $2 \pi(Z e)^{2} / A$ is $\Delta F_{n n}=\frac{1}{\beta d} e^{-\beta[n d+\Delta(n)+d / 21}\left(\left[1-\left(r_{0} / a_{0}\right)\right] \operatorname{coth} \beta r_{0}\right.$

$$
\begin{equation*}
\left.+\frac{1}{\beta a_{0}} \sinh \beta r_{0}-1\right), \tag{29}
\end{equation*}
$$

which for the Ashcroft pseudopotential $\left(a_{0} \rightarrow \infty\right)$ reduces to

$$
\begin{equation*}
\Delta F_{n n}-\frac{1}{\beta d} e^{-\beta[n d+\Delta n)+d / 2]}\left(\operatorname{coth} \beta r_{0}-1\right) . \tag{30}
\end{equation*}
$$

Note that this is the change relative to the results obtained for the exponential density profile with a Coulomb electron-ion interaction. The changes with respect to the step-function density profile results given in Eqs. (15a)-(15c) are

$$
\begin{align*}
& \delta a_{11}= \beta \delta \delta b_{1} \\
&=-\frac{1}{d} e^{-\beta[n d+\Delta(n)+d / 2]}\left(\left[1-\left(r_{0} / a_{0}\right)\right] \operatorname{coth} \beta r_{0}\right. \\
&\left.+\frac{1}{\beta a_{0}} \sinh \beta r_{0}\right) \\
& \underset{a_{n} \rightarrow \infty}{ }-\frac{1}{d} e^{-\beta[n d+\Delta(n)+d / 2]} \operatorname{coth} \beta r_{0} . \tag{31}
\end{align*}
$$

If the pseudopotential core for an ion in the first layer intersects the plane at $d / 2$, i.e., $\Delta(0)+d / 2$ $<r_{0}$, the pseudopotential corrections are obtained by using both (16a) and (16b) for $\rho_{\rho}$ in the appropriate ranges in the integral in Eq. (26). For this case, we will simply give expressions for the changes relative to the step function density results in Eqs. (15a)-(15c):
$\delta a_{n}=\frac{1}{d}\left[\left(1-\left(r_{0} / a_{0}\right)-\frac{1}{\beta a_{0}}\right) e^{-\beta r_{0}} \sinh \{\beta \mid \Delta(0)+d / 2]\right\}$

$$
\begin{equation*}
\left.-1+\frac{1}{a_{0}}[\Delta(0)+d / 2]\right] \tag{32a}
\end{equation*}
$$

$\delta b_{i}=-\frac{1}{\beta d}\left[\left(1-\left(r_{0} / a_{0}\right)-\frac{1}{\beta a c_{0}}\right) e^{-\beta r_{0}}\right.$

$$
\times \operatorname{coth}\{\beta[\Delta(0)+d / 2]\}
$$

$$
+\frac{1}{\beta a_{0}}+\beta\left\{r_{0}-\{\Delta(0)+d / 2]\right\}
$$

$$
\begin{equation*}
\left.\times\left(1-\frac{1}{2 a_{0}}\left[r_{0}+\Delta(0)+d / 2\right]\right)\right] \tag{32b}
\end{equation*}
$$

## III. RESULTS

We have applied the methods described in the previous section to investigate relaxation at the low-index faces of several fce and bec materials. A summary of characteristic parameters for the (001), (110), and (111) faces of fcc and bcc crystals is given in Appendix B.
Several studies of electrostatic contributions to surface relaxation have been reported previously. ${ }^{8,10,11}$ In all of these, it was concluded that the contribution of electrostatic forces arising from the smoothed $s p$-electron charge density is important, and cannot be neglected with respect to short-range forces and broken bonds which generally, by themselves, predict outward relaxations. No systematic investigation has yet been made, however, of the effects of physically reasonable variations within an electrostatic model. We will show that three such variations produce quantitatively significant effects: (1) multilayer relaxation, (2) charge density profiles, and (3) pseudopotential corrections.
Table I illustrates the importance of multilayer relaxation mechanisms for exponential charge density profiles at Al and Na surfaces with no pseudopotential corrections. Similar results are obtained with the step function and Lang-Kohn densities. The effect of allowing more than one or two layers to relax is significant for those surfaces which undergo large relaxations, which in Table I are the fcc (110) and the bcc (100) faces (these are the least densely packed faces). Inspection of the layer-by-layer displacements for these surfaces reveals that allowing more layers to relax does not merely give nonzero values for the displacements of the deeper planes, but also modifies the displacements of previously considered layers. For these faces, 3-6 layers participate in the relaxation as compared to $1-3$ layers for the other faces. A tendency of the displacements to alternate in sign is noted, although for $\mathrm{Na}(111)$, for example, all layers relax outward. In general, after the first one or two layers, the magnitude of the relaxation decreases exponentially as one goes into the solid from the surface. In Table I and elsewhere, we use values

TAfiLF. I. Relaxation of the spacing between the first and second layers, $\Delta_{12}|\Delta(1)-\Delta(2)| / h$, in $\because$ ( - denotes a contraction and + an expansion), and layer by layer displacements for the low-index laces of Al and Na using the exponential electron density, with values for the variational parameters $;$ of 1.24 and 1.27 (a.u. $)^{-1}$, respectively, from Ref. 12. The integer $L$ denotes the number of planes allowed to relax. The numbers in the fourth column are the values obtained for $\lambda(n) / a$, where $n=0,1, \cdots$ is the layer index.

| Surface | $L$ | $\Delta_{12}(\%)$ |  | $\Delta(n) / a$ |
| :---: | :---: | :---: | :---: | :---: |
| Al(100) | 1 | -1.1 | -0.0054 |  |
|  | 10 | -1.2 | -0.0054, 0.0008, | $-0.0001$ |
| $\mathrm{Al}(110)$ | 1 | $-8.7$ | -0.0309 |  |
|  | 2 | -18.2 | -0.0397, 0.0248 |  |
|  | 5 | -21.2 | -0.0435, 0.0316, | -0.0148, 0.0080, -0.0035 |
|  | 10 | -21.3 | -0.0436, 0.0318, | -0.0151, 0.0086, -0.0045 |
| $\mathrm{Al}(111)$ | 1 | $+0.6$ | $+0.0036$ |  |
|  | 10 | $+0.6$ | $\uparrow 0.0036,0.00001$ |  |
| $\mathrm{Na}(100)$ | 1 | -6.3 | -0.0317 |  |
|  | 2 | -9.5 | -0.0349, 0.0127 |  |
|  | 5 | $-9.9$ | $-0.0353, \quad 0.0139$ | $-0.0044,0.0015,-0.0004$ |
|  | 10 | $-9.9$ | $-0.0353, \quad 0.0139$ | $-0.0044,0.0015,-0.0005$ |
| $\mathrm{Na}(110)$ | 1 | -0.6 | -0.0043 |  |
|  | 10 | $-0.7$ | $-0.0043,0.0003$ |  |
| $\mathrm{Na}(111)$ | 1 | +3.7 | +0.0108 |  |
|  | 2 | +3.6 | +0.0108, 0.0003 |  |
|  | 10 | +3.6 | +0.0108, 0.0003, | 0.0001 |

for $\beta$ taken from Smith. ${ }^{12}$ We have repeated all exponential density calculations using $\beta$ values given in the more recent work of Ma and Sahni, ${ }^{18}$ and found qualitatively similar results.
The possibility that a number of layers may participate in the relaxation is potentially significant for LEED model calculations of scattered electron intensity versus incident energy (IV) profiles. In most LEED analyses of clean metal surfaces, only the top layer of ions has been allowed to relax in attempting to fit the experimental data. In a recent study of $\mathrm{Cu}(110)$ LEED intensity spectra, it was found that the structural model which fit the data best is an $\sim 10 \%$ contraction of the first-second layer spacing, accompanied by perhaps a slight contraction or expansion between the second and third layers. ${ }^{19}$ Similarly, for the $\operatorname{Re}(1010)$ surface, about a $17 \%$ contraction of the first-second layer distance and a modest expansion between the second and third layers appear to give the best agreement with experiment. ${ }^{20}$ In light of these recent studies and our results it is suggested that multilayer relaxation models be considered more routinely in LEED analyses and in the interpretation of ion scattering and channeling experiments.
Table II illustrates the dependence of the relaxation upon the model used for the electron charge density. The step-function density yields contractions for all of the faces studied. The exponential density profile produces smaller contractions than the step-function density for the (001) and
(110) faces, and predicts expansion of the firstsecond layer distance for the (111) faces of all three materials. With the Lang-Kohn densities, the calculated relaxations are generally of the same sign as the exponential density results, but in some cases are significantly different in size. The charge density dependence of the relaxation appears to be stronger for the higher $r_{s}$-value materials. This can be rationalized by considering the Lang-Kohn charge densities for $\mathrm{Al}, \mathrm{Li}$,

TABLE II. Relaxation of the first-second and secondthird layer spacings $\Delta_{12}$ and $\Delta_{23}, \Delta_{m n}=[\Delta(m)-\Delta(r)] / d$, for the low-index faces of $\mathrm{Al}, \mathrm{Li}$, and Na using three models for the charge density: (a) step-terminating, (b) exponential, and (c) Lang-Kohn. Values for $\Delta_{12}$ and $\Delta_{13}$ are given in percent. For the exponential density profile results, the parameter $\beta$ was taken to be 1.24 , 1.24 , and 1.27 (a.u. $)^{-1}$ for AI, Li, and Na, respectively. Ten layers wore allowed to relax for all results listed.

|  | Step |  | Exponential |  |  | Lang-Kohn |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Surface | $\Delta_{12}$ | $\Delta_{23}$ | $\Delta_{12}$ | $\Delta_{23}$ | $\Delta_{12}$ | $\Delta_{23}$ |  |
| $\mathrm{Al}(100)$ | -2.4 | 0.3 | -1.2 | 0.2 | -2.0 | 0.1 |  |
| $\mathrm{Al}(100)$ | -26.3 | 15.8 | -21.3 | 13.3 | -23.9 | 14.4 |  |
| $\mathrm{Al}(111)$ | 0.0 | 0.0 | +0.6 | 0.0 | +0.3 | 0.0 |  |
| $\mathrm{Li}(100)$ | -10.9 | 4.0 | -8.7 | 3.3 | -16.3 | 7.4 |  |
| $\mathrm{Li}(110)$ | -0.9 | 0.1 | -0.3 | 0.0 | -2.0 | -0.4 |  |
| $\mathrm{I} \mathbf{i}(111)$ | -0.9 | 0.0 | +6.7 | 0.3 | +9.0 | -3.1 |  |
| $\mathrm{Na}(100)$ | -10.9 | 4.0 | -9.9 | 3.7 | -20.3 | 9.4 |  |
| $\mathrm{Na}(110)$ | -0.9 | 0.1 | -0.7 | 0.0 | -2.6 | -0.6 |  |
| $\mathrm{Na}(111)$ | -0.9 | 0.0 | +3.6 | 0.1 | +4.0 | -4.1 |  |

and Na , which are shown in Fig. 2; the Li density was obtained via a six-point, two-dimensional interpolation of the charge densities given in Table I of Ref. 13. As seen in the figure, the Friedel oscillations at the surface of $\mathrm{Al}\left(r_{s}=2.0\right)$ are much
 Imstafte lume model, such differences in negative charge accumulations can have a significant effect on the results. As noted by Alldredge and Kleinman (AK). ${ }^{10}$ this may account for the apparent success of the calculation by $\mathrm{FH}^{8}$ for Al, where a step-function density was assumed.
The effect of pseudopotential corrections is shown in Table III. Both Ashcroft (empty core) ${ }^{17,21}$ and simplified Heine-Abarenkov pseudopotentials ${ }^{16}$ have been employed in conjunction with the exponential density profiles. The pseudopotential corrections lead to substantial changes in the relaxations calculated, and generally tend to favor expansion, or equivalently, to reduce contraction. Plausible variations in the pseudopotential parameters produce modest but in some cases non-negligible changes. Unrealistically large expansions are predicted for the bcc (111) faces; these are the only cases treated for which the Ashcroft pseudopotential cores for atoms in the first layer extend well beyond the plane at $\frac{1}{2} d$.
In Table IV, we compare our results for Al, Li , and Na with available previous studies, ${ }^{1,8,10,22,23}$ in-


FIG. 2. Lang-Kohn charge densities derived for a uniI'm jellium model (after Ref. 15), for $r_{s}=2.0,3.25$, nd 4.0 , solid, dashed, and dotted curves, respectively. he coordinate $z$ is in units of the Fermi wavelength, ad the densities $n_{\text {LK }}$ in units of the bulk density $z e / A d$. To arree with our convention that the first n layer is located at $z=0$, the coordinates in this figure e to be shifted by ( $+d / 2$ ), where $d$ is the layer spacing the unrelaxed lattice.
cluding LEED analyses. For the step-function density there are substantial differences between the one-layer relaxation results and those obtained with the original FH model, ${ }^{8}$ which considered only the interaction of a surfare ion with the smoothed
 cell. Further changes are evident when more layers are allowed to relax. Using a one-layer relaxation model, $\mathrm{AK}^{10}$ have emphasized the importance of crystalline effects in their study of the $\mathrm{Li}(100)$ surface. They conclude that the LangKohn density yields an electrostatic force on the first layer of about one fourth of the total crystalline result. Table IV shows again that multilayer relaxation mechanisms, electron density variations and pseudopotential corrections all can produce large changes comparable in magnitude to other crystalline effects. Our electrostatic model is sufficiently simple that we do not want to belabor

TABLE III. The effect of pseudopotential correction on relaxation of the first-second layer spacing $\Delta_{12}$ for the low-index faces of $\mathrm{Al}, \mathrm{Li}$, and Na . Values for $\Delta_{12}$ are given as a percentage of the bulk interlayer spacing $d$. The first column in the top half of the table, labeled None, gives the results obtained with the exponential charge density profile and no pseudopotential corrections. The next four columns, labeled A1, A2, HA1 and HA2, list values obtained using the exponential density and two Asheroft and two simplified Heine-Abarenkov pseudopotentials The pseudopotential radii and welldepth parameters for the four models are given (in atomic units) in the lower half of the table. Values used for $\beta$ were $1.24,1.24$, and 1.27 (a.u.) ${ }^{-1}$ for Al, Li and Na, respectively, and ten layers were allowed to relax in the calculations.

| Surface |  | None |  | $\mathrm{Al}^{\text {a }}$ |  | $A 2^{\text {b }}$ | HA1 ${ }^{\text {c }}$ | $\mathrm{HA}^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Al(100) |  | -1.2 |  | +0.2 |  | $+0.2$ | +0.1 | $+0.5$ |
| Al(110) |  | -21.3 |  | $-14.5$ |  | -14.7 | -15.2 | -13.1 |
| Al(111) |  | +0.6 |  | +1. |  | $+1.4$ | +1.3 | +1.5 |
| Li(100) |  | -8.7 |  | +1). |  | -6.2 | -4.6 | -3.8 |
| $\mathrm{Li}(110)$ |  | -0.3 |  | +1.4 |  | +0.2 | $+0.4$ | +0.6 |
| Li(111) |  | $+6.7$ |  | $+41.0$ |  | $+18.7$ | +23.5 | +24.8 |
| $\mathrm{Na}(100)$ |  | -9.9 |  | $-5.5$ |  | -6.2 | $-6.0$ | -3.7 |
| $\mathrm{Na}(110)$ |  | -0.7 |  | $+0.1$ |  | 0.0 | -0.1 | +0.5 |
| $\mathrm{Na}(111)$ |  | +3.6 |  | $+29.8$ |  | +26.7 | +21.7 | $+26.1$ |
|  | Al |  |  | Li |  |  | Na |  |
|  | $r_{0}$ |  | $a_{0}$ |  | $r_{0}$ | $a_{0}$ | $r_{0}$ | $\alpha_{0}$ |
| A1 | 1.131 |  | $\infty$ |  | 1.678 | - | 1.758 | $\infty$ |
| A2 | 1.12 |  | $\infty$ |  | 1.06 | $\infty$ | 1.66 | $\infty$ |
| HA1 2 | 2.0 |  | 1.82 |  | 2.8 | 2.32 | 3.4 | 2.87 |
| HA2 | 2.0 |  | 1.99 |  | 2.8 | 2.38 | 3.4 | 3.11 |

[^0]TABLE \1. Crystallographic relationships for the low-index faces of cubic structures. ISee Appendix B for notation.)

| Crystal face | $\vec{a}_{1}$ | $\vec{a}_{2}$ | $\stackrel{\rightharpoonup}{b}_{1}$ | $\stackrel{\rightharpoonup}{b}_{2}$ | A | $B$ | $d$ | no | $P_{G}(n)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| fce (001) <br> fce (110) <br> fce (111) | $\begin{array}{r} (a / 2)(1 \overline{1} 0) \\ a(001) \\ (a / 2)(\overline{1} 10) \end{array}$ | $\begin{aligned} & (a / 2)(110) \\ & (a / 2)(1 \overline{1} 0) \\ & (a / 2)(0 \overline{1} 1) \end{aligned}$ | $\begin{array}{ll} (2 \pi / a) & (1 \overline{1} 0) \\ (2 \pi / a) & (001) \\ (4 \pi / 3 a)(\overline{2} 11) \end{array}$ | $\begin{array}{ll} (2 \pi / a) & (110) \\ (2 \pi / a) & (1 \overline{1} 0) \\ (4 \pi / 3 a)(\overline{1} \overline{1} 2) \end{array}$ | $\begin{aligned} & a^{2} / 2 \\ & a^{2} / \sqrt{2} \\ & \sqrt{3} a^{2} / 4 \end{aligned}$ | $\begin{aligned} & 2(2 \pi / a)^{2} \\ & \sqrt{2}(2 \pi / a)^{2} \\ & (4 / \sqrt{3})(2 \pi / a)^{2} \end{aligned}$ |  | 2 2 3 | $\begin{aligned} & P_{G}(2 l-1)=1, P_{G}\left(2 l-2=(-1)^{1+1}\right. \\ & P_{G}(2 l+1)=1, P_{G}(2 l-2=1-1)^{\mu+l} \end{aligned}$ |
| $\begin{aligned} & \text { bec (001) } \\ & \text { bec }(110) \\ & \text { bec (111) } \end{aligned}$ | $\begin{array}{r} a(100) \\ a(001) \\ (a / 2)(\overline{1} 10) \end{array}$ | $\begin{array}{r} a(010) \\ (a / 2)(1 \overline{1} \overline{1}) \\ (a / 2)(0 \overline{1} 1) \end{array}$ | $\begin{array}{ll} (2 \pi / a) & (100) \\ (\pi / a) & (1 \overline{1} 2) \\ (4 \pi / 3 a)(\overline{2} 11) \end{array}$ | $\begin{array}{ll} (2 \pi / a) & (010) \\ (2 \pi / a) & (1 \overline{1} 0) \\ (4 \pi / 3 a)(\overline{1} \overline{1} 2) \end{array}$ | $\begin{aligned} & a^{2} \\ & a^{2} / \sqrt{2} \\ & \sqrt{3 a}^{2} / 4 \end{aligned}$ | $\begin{aligned} & (2 \pi / a)^{2} \\ & \sqrt{2}(2 \pi / a)^{2} \\ & (4 / \sqrt{3})(2 \pi / a)^{2} \end{aligned}$ |  |  |  |
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## APPENIDIX A

"the electrostatic forces pre$r$ the fcc (100) and (110) faces tce is extended in this Appendix f these cubic structures. FolIding to Eq. (9), we obtain for $n$ the $m$ th layer due to those dentical expression, but with e Appendix B)

$$
\begin{equation*}
P_{\vec{c}}(n)=\exp [2 \pi i(\mu+\nu) \bmod (n, 3) / 3], \tag{A1}
\end{equation*}
$$

where the $\bmod (a, b)$ function is defined as

$$
\bmod (a, b)=a-[a / b] b
$$

and $[x]$ is the largest integer which does not exceed $x$. For the expression for $F_{m}$ corresponding to Eq. (12), we obtain

$$
\begin{align*}
F_{m}=\sum_{\overrightarrow{\mathrm{G}}} & \frac{e^{-G d}}{1-e^{-3 G d}}\left(1+X+X^{2}\right) P_{\overrightarrow{\mathrm{G}}}(L+1) \\
& \times P_{\overrightarrow{\mathrm{G}}}^{*}(m)_{e^{\prime}}^{-G[(L-m) d-\Delta(m)]} \tag{A2}
\end{align*}
$$

where

$$
\begin{equation*}
X=\exp [-G d+(2 \pi i / 3)(\mu+\nu)] . \tag{A3}
\end{equation*}
$$

APPENDIX B
In this Appendix we compile crystallographical relationships for the Iow-index faces of cubic structures. The following notations are used:
$\vec{a}_{1}, \vec{a}_{2}$ are the primitive real-mesh translation vectors.
$\overrightarrow{\mathrm{b}}_{1}, \overrightarrow{\mathrm{~b}}_{2}$ are the primitive reciprocal-mesh vectors; $\vec{a}_{1} \cdot \vec{b}_{j}=2 \pi \delta_{i j}$.
$\overrightarrow{\mathrm{G}}=\mu \overrightarrow{\mathrm{b}}_{1}+\nu \overrightarrow{\mathrm{b}}_{2}$ is the reciprocal-mesh vector.
$A, B$ are real and reciprocal unit mesh areas.
$d$ is the interlayer spacing in the unrelaxed real lattice.
$n_{0}$ is the repeat sequence for planes, i.e., plane $n+n_{0}$ has the same origin as plane $n$ (in $2 D$ ).
$P_{\vec{C} \cdot}(n)=\exp -i \overrightarrow{\mathrm{G}} \cdot \overrightarrow{\mathrm{R}}_{n}$ is the phase function for plane $n$. The indexing of planes is $n=0,1, \ldots$, with $n=0$ being the top-most surface plane.

Table VI lists the above for the various fcc and bec faces.
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# High-frequency vibrational modes at stepped $\mathrm{Pt}(111)$ surfaces 
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#### Abstract

We show that vibrational modes with frequencies above the maximum in the bulk can occur at the steps of the $P(332)$ or $6(111) \times(11 \overline{1})$ surface, as observed by Ibach and Bruchmann, if the largest force constants are increased by $-30-40 \%$ al the steps. The calculations are done by applying the recursion method within clusters of thousands of atonts, with a rotationally invariant first-and second-neighbor bond-angle model for the interatomic forces


lbach and Bruchmann ${ }^{1}$ have recently reported inelastic-electron-loss measurements of localized phonons at the (332) or $6(111) \times(111)$ surface of platinum. The most interesting feature of their results is that the observed phonon loss peak occurs at a frequency of 25.4 meV , slightly higher than the maximum frequency of 24.3 meV in bulk Pt , and roughly $15 \%$ above the highest frequency peak at $\sim 22 \mathrm{meV}$ in the bulk density of states. ${ }^{2}$ This is somewhat unexpected, because the usual picture is that phonon frequencies will decrease at surfaces to reflect the missing bonds. To explain higher-frequency surface vibrational modes, it is necessary to invoke relaxation accompanied by increased force constants in the surface region. Arguing by analogy to a linear chain with nearest-neighbor interactions, Ibach and Bruchmann estimated that the force constants for atoms at the steps must be increased by a factor of approximately 1.7 to explain their data.

Drawing conclusions for three dimensions from one-dimensional models is generally somewhat risky. On the other hand, high Miller index surfaces with regularly stepped structures like the fcc (332) surface are difficult to treat by either exact methods ${ }^{3,4}$ or approximate, slab calculations ${ }^{5}$ that rely on use of the two-dimensional transform with respect to surface wave vectors. An approach that does not vary in complexity with surface normal, i.e., one that can be programmed to deal with ( $h k l$ ) surfaces in the same way as (100), (110), or (111), is the recursion method." We have applied this method to large clusters of atoms to investigate vibrational modes at stepped fice surfaces.

We use a rotationally invariant, first- and secondneighbor ( $1 \mathrm{nn}+2 \mathrm{nn}$ ) bond-angle force model like that described by Keating.' Scalar products of vectors are invariant under rotations, so the potential energy
is expanded in powers of scalar product differences $S$,

$$
\begin{align*}
S\left(n_{1}, n_{2}, n_{3}, n_{4}\right)= & \overrightarrow{\mathrm{R}}\left(n_{1}, n_{2}\right) \cdot \overrightarrow{\mathrm{R}}\left(n_{3}, n_{4}\right) \\
& -\overrightarrow{\mathbf{R}}_{0}\left(n_{1}, n_{2}\right) \cdot \overrightarrow{\mathrm{R}}_{0}\left(n_{3}, n_{4}\right) . \tag{1}
\end{align*}
$$

where $\overrightarrow{\mathbf{R}}_{0}\left(n, n^{\prime}\right)$ is the equilibrium spacing between atoms at sites $n$ and $n^{\prime}$, and

$$
\overrightarrow{\mathrm{R}}\left(n, n^{\prime}\right)=\overrightarrow{\mathrm{R}}_{0}\left(n, n^{\prime}\right)+\overrightarrow{\mathrm{u}}(n)-\overrightarrow{\mathrm{u}}\left(n^{\prime}\right)
$$

includes the displacements $\vec{u}(n)$ and $\vec{u}(n ')$ away from equilibrium. The expansion is truncated at second order in the displacements to yield a harmonic phonon Hamiltonian. For the present calculations, we include squares of the following scalar product differences in the potential energy, giving an example for each: Inn bonds $-S^{2}(110,0 ; 110.0) ; 2 \mathrm{nn}$ bonds$S^{2}(200,0 ; 200,0) ; 1 \mathrm{nn}-1 \mathrm{nn}-1 \mathrm{nn}$ angles $S^{2}(110,0 ; 011,0) ; 1 \mathrm{nn}-1 \mathrm{nn}-2 \mathrm{nn}$ angles$S^{2}(110,0 ; 1 \overline{0} 0,0), S^{2}(110,0 ; 200,0)$. In the bulk, this five-parameter bond-angle model is equivalent to a general $1 \mathrm{nn}+2 \mathrm{nn}$ Born-von Kármán model. At surfaces, however, the bond-angle model is automatically rotationally invariant, unlike a truncated Bornvon Kármán model.

We generate our clusters in a way designed to eliminate boundary effects in the recursion procedure. Suppose that we want to calculate the density of states for displacements of a particular atom along a given direction, e.g., for [111] displacements of an atom at a step on an fcc (332) surface. Then level 1 of the cluster consists solely of this atom. Level 2 includes the first and second neighbors of the single atom in level 1. Level 3 comprises all first and second neighbors of the atoms in level 2 not already included in levels 1 and 2 , etc. If an $N+1$ level cluster is generated, then recursion is performed at level $N$, before the $1 n n+2 n n$ Hamiltonian reaches cluster


FIG. 1. Phonon densities of states for bulk Pt calculated by the Gilat-Raubenheimer ( $G R$ ) and recursion methods: top-GR, six-neighbor force model of Ref. 2; bottom-GR (full line) and recursion (dashed line) results for the $1 \mathrm{nn}+$ 2 nn force model fitted to the 90 K data in Ref. 2. All densities of states shown here and in Fig. 3 are normalized to integrate to unity.
boundary atoms in level $N+1$ that are the only atoms in the cluster with missing neighbors.

The first step in the calculations was to fit the 1 nn $+2 n n$ force model to the neutron scattering data of Dutton et al. ${ }^{2}$ Reasonably good agreement with the measured dispersion curves was obtained, although forces of longer range are needed to fit all details of the spectrum. Figure 1 compares the bulk Pt density of states calculated by the Gilat-Raubenheimer method $^{8}$ for our $1 \mathrm{nn}+2 \mathrm{nn}$ force model with the results of the six-neighbor model of Ref. 2. The details of the curves are somewhat different, but the major spectral features appear in the same places.


FIG. 2. Fcc (332) or $6(111) \times(11 \overline{1})$ surface.

Figure 1 also shows level-9 recursion results, calculated within a level- 10 cluster of 4579 atoms, for the $1 \mathrm{nn}+2 \mathrm{nn}$ force model. These compare very well with the corresponding Gilat-Raubenheimer results.

For a surface as complex as the fcc (332) surface of a transition metal, it is difficult to argue what relaxation will occur and how the force constants will


FIG. 3. Normalized densities of states for [111] vibrations at the $\mathrm{P}_{1}(332)$ surface. (a), (b), and (c) give results for edge, terrace, and corner atoms, respectively, full lines are for 1 nn bond-stretching force constant increases of $15000 \mathrm{dynes} / \mathrm{cm}$ at the steps as described in the text. dashed lines for no force-constant changes.
change. We have therefore adopted a pragmatic viewpoint, focused our attention on the step edges, and set out to illustrate the magnitude of the changes needed to produce high-frequency step modes like those observed. Specifically, we allow changes only in the 1 nn bond-stretching force constants for atoms at the top and bottom of the step edges, and no attempt is made to include relaxation to new equilibrium spacings $\overrightarrow{\mathrm{R}}_{0}\left(n, n^{\prime}\right)$ near the surface.

Figure 2 shows the surface we are dealing with. The atoms at $(0,0,0),(0,-1,-1)$, and ( $0,-3,3$ ) will be referred to as edge, corner, and terrace atoms, respectively. Any atom that does not occupy a site on a surface step will be called a bulk atom.

Figure 3 compares densities of states for edge, terrace, and corner atoms for vibrations along the [111] direction, the normal to the steps. To obtain these results, recursion was performed at level 11 in level12 clusters of 4099,4313 , and 4468 atoms, respectively. The dashed curves are those obtained with no changes in the forces at the surface except for the absence of interactions involving missing neighbors. The solid curves were calculated by assuming that all 1 nn bond-stretching force constants for edge-corner, edge-bulk, and corner-bulk atom pairs were increased by about $35 \%$, that is, by 15000 dynes $/ \mathrm{cm}$ from the value of 41500 in the bulk.

Figure 3 shows that no high-frequency modes occur for edge, corner, or terrace atoms in the absence of force-constant changes, although the [111] densities of states for the three atoms are quite different from one another and from the bulk results. With Inn forces at the steps increased by $-35 \%$ as specified, high-frequency peaks appear for both edge and corner atoms, while essentially no change is seen in the terrace atom density of states. In fact, the results shown for the terrace atom are virtually the same as those for $\mathrm{Pt}(111)$ vibrations along [111] with no force-constant changes. The pronounced highfrequency structure for edge and corner atoms extends from about the top of the bulk spectrum at 24.4 meV to about 26.1 meV ( $5.9-6.3 \mathrm{THz} ; 1$ $\mathrm{THz}=4.135 \mathrm{meV}$ ). The electron-loss peak observed by lbach and Bruchmann ${ }^{1}$ fell at 25.4 meV ( 6.15 THz ), this was considerably broader than the calcu-
lated results in Fig. 3, but most of the experimental width appears to have been instrumental.
In the results shown for edge and corner atoms with increased forces, the high-frequency modes are nearly split off above the bulk spectrum. The oneband recursion procedure we have used gives only semiquantitative accuracy for such cases. Thus, while the overall shape of the solid curves in Figs. 3 (a) and (c) is reliable, the fine structure does vary with changes in such computational parameters as the recursion level. This does not affect our conclusions; the variations in the calculated results are small with respect to the experimental resolution.
Other sets of force-constant changes at the steps yield high-frequency modes for vibrations along the step-normal direction. These can be distinguished from one another by the structure they give for [111] vibrations and by their effects for other atoms and vibrational directions. All that we have tested require substantial ( $30-40 \%$ ) increases in the force-model parameters at the steps, but not of the magnitude ( $70 \%$ ) inferred by Ibach and Bruchmann from onedimensional arguments. We have also performed calculations for another stepped surface similar to the (332) or $6(111) \times(1 \overline{1} 1)$, namely, the (755) or $6(111) \times(100)$ and found similar results.
For these illustrative calculations, we have only considered changes in the 1 nn bond-stretching force constants for atoms at the step edges and corners, because this provides a relatively simple model with few parameters that concentrates on the regions where the largest perturbations are expected. However, other force-constant changes no doubt occur at these surfaces, and we intend to explore more general phenomenological models to investigate the effects of such other changes.
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## C. SURFACE REACTIONS

The main achievements of these studies are:

1. Development of a microscopic model of thermal desorption and dissociation from metallic surfaces.
2. Evaluation of rates for the above process.
(i) Derivation of the thermal adatom-solid coupling.
(ii) A stochastic incoherent multiphonon mechanism of bond rupture. (iii) Coupling to final state reaction channels.
3. Comparative study of rates for a truncated harmonic and Morse potential descriptions of the chemisortive bonds.
4. Analysis of rate data of thermal desorption for both a weak (Xe/W) and strong ( $\mathrm{K} / \mathrm{W}$ ) chemisorption system, in agreement with experiments.
5. Development of a theoretical model for catalytic dissociation on surfaces. The model involves a door way-state mechanism in which thermal excitations are fed into bond-rupture modes via low-frequency vibrational modes of the adsorbate which couple efficiently to the substrate.
6. Evaluation of temperature rate-maximizing conditions for Langmuier-Hinshelwood diffusion controlled catalytic reactions which involve surface heterogeneities and internal states. Interpretation of experimental observations for certain catalytic hydrocarbon disproportionation reactions.
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#### Abstract

A microscopic model of thermal desorption and dissociation from metallic surfaces which exhibits explicit dependences on characteristic parameters of the adsorption system is developed. The evaluation of the rates of these processes involves: (i) a derivation of the thermal adatom-solid coupling, (ii) a stochastic incoherent multiphonon mechanism for the evolution of an excitation for bond rupture, and (iii) coupling to final-state reaction channels. Transition probabilities and rates obtained by using both truncated-harmonic and Morsepotential descriptions of the chemisorptive bond are presented and compared with experimental data for xenon and potassium desorption from a tungsten substrate. The results show agreement with experiment and exhibit a linear relationship of the logarithm of the rate versus inverse temperature.


## I. INTRODUCTION

The fundamental understanding of the mechanisms of surface-catalyzed reactions is one of the major objectives of past and current surfacescience studies. The three main methodologies which have been developed towards that goal can be classified as: (i) Phenomenological kinetic approach, ${ }^{1,2}$ which consists of a reaction scheme and a corresponding system of kinetic equations which incorporate rate constants and species concentrations. In this class of studies the rate constants are regarded as parameters to be determined by fitting the solutions of the kinetic equations to experiments performed at a number of system conditions (temperature, pressure, etc.). (ii) Thermodynamical and statistical-mechanical approaches, ${ }^{2-9}$ in which rate constants (at equilibrium) are evaluated using statistical quantities such as partition functions in juxtaposition with certain models of the reaction. Most notable among these methods are the transition-state theory ${ }^{2}$ and "phase-space theories", Rice-Ramsperger-Kassel-Marcus (RRKM) and variants thereof, ${ }^{10}$ and theoretical trajectory analysis ${ }^{11}$ (although the latter, RRKM in particular, while most popular in gas-phase kinetics, have not been thoroughly investigated in surface-reaction studies). (iii) Microscopic models of the reaction mechanism. ${ }^{12-22}$ In these theories the underlying physical processes governing the reacting system (such as, excitation, energy transfer, mode-mode couplings, transport) are investigated and an expression for the reaction rate is derived.
While all the above provide valuable information,
it is obvious that the microscopic models carry the largest potential of providing fundamental understanding of the reaction processes. Studies of this kind would allow the investigation of the dependence of reaction paths and rates on characteristics of the reaction system and could provide criteria for matching catalytic partners and ambient conditions such as to allow for optimal catalytic selectivity and specificity. It should be recognized, however, that studies of type (iii) present great theoretical difficulties and thus are scarce. Nevertheless, current advents of theoretical methods and novel surface experimental techniques, in particular electronic and vibrational spectroscopies (ultraviolet photoemission, Auger chemical shifts, electron-loss spectroscopies, surface infrared techniques - to name a few) ${ }^{23.24}$ and kinetic measurements (molecular beams ${ }^{25}$ and mass- and state-selective spectroscopies), provide the impetus for an increased activity in the above direction.
In discussing the kinetics of a reaction it is convenient to formulate it in terms of elementary reaction steps. ${ }^{1,25}$ For a surface reaction, typical elementary reaction steps are: adsorption, transport (diffusion), excitation, dissociation, association, and desorption, not all of which necessarily occur for one given reaction. In the present study we focus on bond-rupture elementary reactions, i.e., dissociation and desorption. ${ }^{26}$ Moreover, we investigate the thermal phenomena as distinct from the corresponding induced processes ${ }^{26(a)}$ : electronstimulated desorption (ESD), electron-impact desorption (EID), photodesorption (PD), and field desorption (FD). In the present study we formulate a theory of thermal desorption processes,
which exhibits explicitly the dependence on the rates on parameters characteristic to the adsorption system.
To facilitate our discussion we specify the following ingredients of the theory (a) coupling of an atom or a molecule to the surface, (b) substrateinduced thermal-energy transfer and excitation, and (c) temporal evolution of the system, i.e., time evolution and calculation of reactional probabilities and rates. Accordingly, the organization of the paper is as follows: The Hamiltonian and couplings are derived in Sec. II. Models of the excitation mechanism and temporal evolution yielding expressions for reaction rates are discussed in Sec. III. A systematic analysis and discussion of results of the models and further remarks are given in Sec. IV.

## II. HAMILTONIAN AND COUPLINGS

## A. Hamiltonian

The first step in our formulation is a statement of the Hamiltonian of the system. The total Hamiltonian of the adsorption system may be written as

$$
\begin{equation*}
H=T_{\bullet}+T_{N}+V(\overrightarrow{\mathrm{r}}, \stackrel{\rightharpoonup}{\mathrm{R}}), \tag{2.1}
\end{equation*}
$$

where $T_{\theta}$ and $T_{N}$ represent kinetic energies of electrons and nuclei of the system (molecule and substrate) and $V(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{R}})$, various contributions to the potential energy ( $\overrightarrow{\mathrm{r}} \equiv\left\{\overrightarrow{\mathrm{r}}_{w}, \overrightarrow{\mathrm{r}}_{s}\right\}, \overrightarrow{\mathrm{R}} \equiv\left\{\overrightarrow{\mathrm{R}}_{N}, \overrightarrow{\mathrm{R}_{s}}\right\}$, where $\overrightarrow{\mathbf{r}}_{\mu}$ and $\overrightarrow{\mathbf{r}}_{s}$ are the electronic coordinates of the adsorbed molecule and solid respectively, and $\vec{R}_{N}, \vec{R}_{s}$ the corresponding nuclear coordinates). In the adiabatic approximation the total wave function is taken as ${ }^{27}$

$$
\begin{equation*}
\psi(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{R}})=\phi(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{R}}) \chi_{N}(\overrightarrow{\mathrm{R}}) \tag{2.2}
\end{equation*}
$$

The electronic wave function satisfies the equation

$$
\begin{equation*}
\left[T_{s}+V(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{R}})\right] \phi(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{R}})=\boldsymbol{\epsilon}_{e}(\overrightarrow{\mathrm{R}}) \phi(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{R}}) \tag{2.3}
\end{equation*}
$$

solved for fixed $\vec{R}$, where the direct interaction between nuclei is included in $V(\vec{r}, \vec{R})$. The equation for the nuclear motion can be found variationally ${ }^{28}$

$$
\begin{equation*}
\left(-\sum_{\mu=1}^{N} \frac{1}{2 M_{\mu}} \nabla_{\mu}^{2}+\left[\epsilon_{d}(\overrightarrow{\mathrm{R}})+V^{\prime}(\overrightarrow{\mathbf{r}})\right]\right) \chi_{N}(\overrightarrow{\mathrm{R}})=\epsilon_{N} \chi_{N}(\overrightarrow{\mathrm{R}}), \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
V^{\prime}(\overrightarrow{\mathrm{R}})=\sum_{\mu=1}^{N} \int d \overrightarrow{\mathrm{r}} \phi^{*}\left(-\frac{1}{2 M_{\mu}} \nabla_{\mu}^{2}\right) \phi, \tag{2.5}
\end{equation*}
$$

and the summations are over all the nuclei. The effective potential [expression in square brackets in Eq. (2.4)] for the nuclear motion is dominated by the electronic energy $\epsilon_{d}(\vec{R})$ and the term $V^{\prime}(\vec{R})$
is small. It is interesting to note here that the exact eigenvalue $\epsilon_{\text {oxact }}$ is bounded between $\epsilon_{N}$ [ the solution to Eq. (2.4)] and $\epsilon_{N}^{\prime}$ [ the solution to Eq. (2.4) with $V^{\prime}(R)$ neglected]; i.e., $\epsilon_{N} \geqslant \epsilon_{\text {evact }} \geqslant \epsilon_{N}^{\prime}{ }^{29}$

At this stage the electronic energy $\epsilon_{\boldsymbol{e}}(\overrightarrow{\mathrm{R}})$ may be modeled in the following manner. First one identifies in $\epsilon_{e}(\vec{R})$ those components which correspond to intramolecular bonds and to binding between atoms of the molecule and a localized region in the solid. The electronic interactions for a fixed configuration of nuclear molecular coordinates $\left\{\vec{R}_{\psi}\right\}$ and solid nuclear coordinates $\left\{\vec{R}_{3}\right\}$ determine the adsorption potential between the solid and the adsorbate. We separate the interaction into two parts: one in which the solid is kept stationary and the other where the solid is allowed to vibrate. It is via the latter contribution that an energy exchange between the molecule and solid (which may eventually yield desorption or dissociation) becomes possible. The first contribution to these "bond potential energies" may then be modeled by some analytical potential formulas such as a harmonic well, a Morse potential, or other suggested potential formulas. The rest of $\epsilon_{\boldsymbol{e}}(\vec{R})$, i.e., that part which can be identified with the solid coordinates, may then be replaced by a certain model of the solid [remember that internuclear interactions were included in $\left.\epsilon_{0}(\overrightarrow{\mathrm{R}})\right]$.

The corresponding nuclear-motion equations (2.4) may then be solved with the above-mentioned model replacement for $\epsilon_{s}(\vec{R})$, and their solutions provide the vibrational spectrum for the modeled system.

## B. Coupling

In this section we derive, under certain approximations, an expression for the coupling between a point charge (of charge $+Z_{A}^{*} e$, where $Z_{A}^{*}$ is the effective charge of the ion) adsorbed at a distance $z_{1}$ from a metal surface and the fluctuating part of the metal substrate. As discussed previously, in the model in which we develop the role of the electronic (including direct nuclear interactions) energy is to establish a bounded molecule-solid system characterized by, for example, a Morse potential with an equilibrium distance $d_{1}$ of the atomic constituents from the surface, with an associated manifold of vibrational levels.

To make the calculation tractable and yet preserving the essential physical features, we model the surface in the following manner. We consider an electron gas bounded by an infinite potential barrier (Fig. 1). The static ions are then placed within this potential and the first plane is positioned at a distance $L-z_{0}$ with $z_{0} \rightarrow 0$ from the
potential barrier, where $L$ is the linear dimension of the slab.
We now relax the static ions and allow them to fluctuate by emitting phonons. Denoting such a density fluctuation of the ions as $\delta n_{5}(\overrightarrow{\mathbf{r}})$ and the electronic response to such a fluctuation as $\delta n_{e}(\vec{r})$, the coupling may be written as

$$
\eta(\overrightarrow{\mathrm{r}})=\delta u_{\boldsymbol{j}}(\overrightarrow{\mathrm{r}})+\delta u_{e}(\overrightarrow{\mathrm{r}}),
$$

where $\delta u_{\boldsymbol{b}}(\overrightarrow{\mathrm{r}})$ and $\delta u_{\boldsymbol{g}}(\overrightarrow{\mathrm{r}})$ are the fluctuating ionic and electronic interaction potentials with the adsorbed charge ( $+Z_{A}^{*} e$ ) positioned at $\overrightarrow{\mathbf{r}}$; i.e.,

$$
\begin{align*}
& \delta u_{b}(\overrightarrow{\mathrm{r}})=Z_{A}^{*} Z_{s} e^{2} \int \frac{d \overrightarrow{\mathrm{r}}^{\prime} \delta n_{b}\left(\overrightarrow{\mathrm{r}}^{\prime}\right)}{\left|\stackrel{\rightharpoonup}{\mathrm{r}}-\overrightarrow{\mathrm{r}}^{\prime}\right|},  \tag{2.6}\\
& \delta u_{s}(\overrightarrow{\mathrm{r}})=-Z_{A}^{*} Z_{s} e^{2} \int \frac{d \overrightarrow{\mathrm{r}}^{\prime} \delta n_{s}\left(\overrightarrow{\mathrm{r}}^{\prime}\right)}{\left|\overrightarrow{\mathrm{r}}-\overrightarrow{\mathrm{r}}^{\prime}\right|}, \tag{2.7}
\end{align*}
$$

with $Z_{A}^{*}$ and $Z_{s}$ and atomic charges (possibly screened) of the adatom and metal ions, re-
spectively. The position vector $\overrightarrow{\mathrm{r}}$ of the point charge is set equal to $z_{1}+L$ in Eqs. (2.6) and (2.7), where $L$ is the thickness of the sample (Fig. 1). We choose next a wave vector $\ddagger$ of the fluctuating ionic background and express the single Fourier component of the density fluctuation as

$$
\begin{align*}
\delta n_{b}\left(z, \vec{r}_{\| 1}\right)= & \delta n_{b}\left(q_{1}, \vec{q}_{11}\right) \\
& \times \exp \left[i\left(q_{1} z+\vec{q}_{11} \cdot \stackrel{r}{r \mid}_{11}\right)\right]+\text { c.c. } \tag{2.8}
\end{align*}
$$

In the following we omit writing explicitly the parallel components $\overrightarrow{\mathrm{r}}_{11}, \overrightarrow{\mathrm{q}}_{11}$ from $\delta n_{b}$ due to translational invariance in planes parallel to the surface, and denote $\delta n_{b}(z) \equiv \delta n_{b}\left(z, \overrightarrow{\mathrm{r}}_{n}\right)$ and $\delta n_{b}\left(q_{\perp}\right)$ $\equiv \delta n_{b}\left(q_{1}, \vec{q}_{i n}\right)$. It is convenient to define an extension of $\delta n_{b}(z)$ (see below) by an even function $\delta n_{b}^{\prime}(z)$ such that for $z$ in the range $(-L, 0), \delta n_{b}^{\prime}(z)=\delta n_{b}(-z)$.

The potential $v(\overrightarrow{\mathrm{r}})$ (for $\overrightarrow{\mathrm{r}}=z_{1}+L$ ) can be evaluated yielding

$$
\begin{align*}
v\left(z_{1}+L\right) & =Z_{A}^{*} Z_{s} e^{2} \int d \bar{r}_{\| 1}^{\prime} \int_{0}^{L} d z^{\prime}\left(\frac{\delta n_{b}^{\prime}\left(\overrightarrow{\mathbf{r}}^{\prime}\right)}{\left|z_{1}+L-\overrightarrow{\mathbf{r}}^{\prime}\right|}-\frac{\delta n_{\Omega}^{\prime}\left(\vec{r}^{\prime}\right)}{\left|z_{1}+L-\vec{r}^{\prime}\right|}\right) \\
& =2 \pi Z_{A}^{*} Z_{s} e^{2} e^{-\boldsymbol{q}_{\| 1} z_{1}}\left(\frac{\delta n_{b}^{\prime}\left(q_{\perp}\right)}{q_{1}^{2}+q_{11}^{2}}-\sum_{k_{1}} \frac{1}{k_{1}^{2}+q_{\| 1}^{2}} \delta n_{e}^{\prime}\left(k_{\perp}\right)\right) . \tag{2.9}
\end{align*}
$$

[ In Eq. (2.9) we have neglected exponential terms like $e^{-L}$ and also recall that, e.g., $\delta n_{e}^{\prime}\left(k_{1}\right)$ $\equiv \delta n_{e}^{\prime}\left(k_{1}, \dot{q}_{11}\right)$.] Note that the sum over $k_{1}$ in Eq. (2.9) reflects the fact that the electronic charge density responds with all $k_{1}$ values to the single Fourier component of the background fluctuation in Eq. (2.8).

Our final task is to evaluate the sum over $k_{\perp}$ in Eq. (2.9). To do that we treat the electrons semiclassically, which amounts to solving the linearized static collisionless Boltzmann equation ${ }^{30,31}$

$$
\begin{equation*}
\frac{\tilde{p}}{m} \cdot \frac{\partial}{\partial \dot{\mathrm{r}}} \delta f(\dot{\mathrm{p}}, \tilde{\mathrm{r}})=\frac{\partial}{\partial \dot{\mathrm{p}}} f_{0}\left(\epsilon_{\tilde{\mathrm{p}}}\right) \cdot \frac{\partial}{\partial \dot{\mathrm{r}}} \delta u(\overrightarrow{\mathrm{r}}), \tag{2.10}
\end{equation*}
$$

where $\epsilon_{p}=p^{2} / 2 m, f_{0}\left(\epsilon_{p}\right)$ is the Fermi-Dirac dis-


FIG. 1. Model adsorption system. The electron gas is bounded in a slab of linear dimension $L$. The first plane of substrate ions is located at $z=L-z_{0}$ with $z_{0}$ $\rightarrow 0$. The adsorbed ion is located at $z=L+z_{1}$.
tribution function and $\delta u(\bar{r})$ the self-consistent field given by Eqs. (2.6) and (2.7) (with $Z_{A}^{*}$ omitted).
The electron density $\delta n_{e}(\vec{r})$ is given by

$$
\begin{equation*}
\delta n_{e}(\overrightarrow{\mathbf{r}})=\int \frac{d^{3} p}{(2 \pi)^{3}} f(\overrightarrow{\mathrm{p}}, \overrightarrow{\mathbf{r}}) . \tag{2.11}
\end{equation*}
$$

The boundary conditions dictated by the infinite barrier at the surface are those of specular reflection.

$$
\begin{equation*}
\delta f\left(p_{1}, z=0, L\right)=\delta f\left(-p_{1}, z=0, L\right) . \tag{2.12}
\end{equation*}
$$

The solution of Eqs. (2.10)-(2.12) is not difficult ${ }^{31}$ and we present in the following only the key relationships. It is convenient to extend the definition of Eq. $(2.10)$ to the range ( $-L, L$ ) by defining the primed quantities $\delta u^{\prime}(z), \delta f^{\prime}\left(p_{\perp}, z\right), \ldots$ as even function extensions of $\delta u(z), \delta f\left(p_{1}, z\right), \ldots$ A Fourier transformation of Eq. (2.10) yields

$$
\begin{equation*}
\delta f^{\prime}\left(p_{1}, k_{1}\right)=\frac{\partial f_{0}\left(\epsilon_{p}\right)}{\partial \epsilon_{p}} \delta u^{\prime}\left(k_{\perp}\right), \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta f^{\prime}\left(p_{1}, k_{1}\right) \equiv \frac{1}{2 L} \int_{-L}^{L} d z e^{i k_{1} z} \delta f^{\prime}\left(p_{1}, z\right) \tag{2.14}
\end{equation*}
$$

and

$$
k_{1}=n \pi / L, \quad n=0, \pm 1, \pm 2, \ldots .
$$

$\delta u^{\prime}\left(k_{1}\right)$ can be easily derived from the even extension of Eqs. (2.6) and (2.7) and is given as

$$
\begin{align*}
\delta u^{\prime}\left(k_{L}\right)= & \delta u_{b}^{\prime}\left(k_{1}\right)+v\left(k_{1}\right) \delta n_{e}^{\prime}\left(k_{1}\right) \\
& -\frac{q_{1} \partial\left(k_{\perp}\right)}{L} \sum_{A_{1}^{\prime}} \frac{\delta n_{\rho}^{\prime}\left(k_{\perp}^{\prime}\right)}{k_{1}^{\prime 2}+q_{11}^{2}} \tag{2.15}
\end{align*}
$$

where $\#\left(k_{1}\right) \equiv 4 \pi e^{2} /\left(k_{\perp}^{2}+q_{11}^{2}\right)$ and the sum over $k_{1}^{\prime}$ is over even integers if $k_{1}$ is even and odd integers if $k_{1}$ is odd. We note from Eqs. (2.13)-
(2.15) that the solution of Eq. (2.13) satisfies the specular reflection boundary condition automatically which was the motivation underlying the extension of the functions from $-L$ to 0 . Integrating both sides of Eq. (2.13) over $\overrightarrow{\mathrm{p}}$ and using Eq. (2.15) for $\delta u^{\prime}\left(k_{\perp}\right)$ gives the following self-consistent equation for $\delta n_{e}^{\prime}\left(\boldsymbol{k}_{\perp}\right)$ :

$$
\begin{equation*}
\left[1+\bar{v}\left(k_{\perp}\right) N(0)\right] \delta n_{\bullet}^{\prime}\left(k_{\perp}\right)=-N(0) \delta u_{b}^{\prime}\left(k_{\perp}\right)+\bar{v}\left(k_{\perp}\right) N(0) \frac{q_{11}}{L} \sum_{k_{1}^{\prime}}^{\prime} \frac{\delta n_{\rho}^{\prime}\left(k_{1}^{\prime}\right)}{k_{1}^{\prime 2}+q_{11}^{2}}, \tag{2.16}
\end{equation*}
$$

where the density of states at the Fermi level $N(0)$ is

$$
N(0)=-\int \frac{\partial f_{0}\left(\epsilon_{p}\right)}{\partial \epsilon_{p}} \frac{d^{3} p}{(2 \pi)^{3}}
$$

Dividing both sides of Eq. (2.16) by $1+\bar{v}\left(k_{1}\right) N(0)$, multiplying by $\left(k_{1}^{2}+q_{11}^{2}\right)^{-1}$, and summing over $k_{1}$, we can finally solve for the restricted sum over $k_{\perp}^{\prime}$ to give the final form

$$
\begin{equation*}
\delta n_{e}^{\prime}\left(k_{1}\right)=-\frac{N(0)}{1+N(0) \pi\left(k_{\perp}\right)}\left(\delta u_{b}^{\prime}\left(k_{\perp}\right)+\frac{q_{11} N(0) \bar{v}\left(k_{\perp}\right)}{D L} \sum_{k_{1}^{\prime}}^{\prime} \frac{1}{1+N(0) \bar{v}\left(k_{\perp}^{\prime}\right)} \frac{\delta u_{b}^{\prime}\left(k_{\perp}^{\prime}\right)}{k_{\perp}^{\prime 2}+q_{1}^{2}}\right) \tag{2.17}
\end{equation*}
$$

where

$$
\begin{align*}
D & =1-\frac{q_{11}}{L} \sum_{k_{1}^{\prime}}, \frac{V(0) \vec{v}\left(k_{\downarrow}^{\prime}\right)}{\left(k_{1}^{\prime 2}+q_{11}^{2}\right)\left[1+N(0) \vec{v}\left(k_{1}^{\prime}\right)\right]} \\
& =1-\frac{\lambda_{\mathbf{T F}}^{2}}{2\left(q_{\|}^{2}+\lambda_{\mathbf{T} F}^{2}\right)^{1 / 2}\left[q_{11}+\left(q_{11}^{2}+\lambda_{\mathbf{T F}}^{2}\right)^{1 / 2}\right]} \tag{2.18}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{\mathbf{T F}}^{2}=4 \pi e^{2} N(0) \\
& \delta u_{\Delta}^{\prime}\left(k_{\perp}\right)= \frac{4 \pi e^{2}}{q_{\|}} \delta n_{\Delta}\left(q_{\perp}\right) \\
& \times\left(\frac{q_{\|}}{q_{\perp}^{2}+q_{\|}^{2}} \delta_{q_{\perp}+k_{l}}-\frac{q_{\|}^{2}}{L\left(q_{\perp}^{2}+q_{\|}^{2}\right)\left(q_{\|}^{2}+k_{\perp}^{2}\right)}\right) \tag{2.19}
\end{align*}
$$

and TF represents Thomas-Fermi. Substituting Eq. (2.19) in Eq. (2.17), the sum over $k_{\perp}$ in Eq. (2.9) may now be evaluated yielding our final expression for $v\left(z_{1}+L\right)$ :

$$
\begin{align*}
& v\left(z_{1}+L\right) \equiv v\left(z_{\mathrm{f}}\right) \\
&= Z_{\mathrm{A}}^{*} Z_{\mathrm{s}} e^{2} 2 \pi \delta n_{\mathrm{b}}\left(q_{\perp}\right) \exp \left(-q_{11} z_{1}\right) \\
&\left(q_{1}^{2}+q_{11}^{2}\right) D  \tag{2.20}\\
& \times\left(1-\frac{\lambda_{\mathrm{L},}^{2}}{q_{\perp}^{2}+q_{11}^{2}+\lambda_{\mathrm{TF}}^{2}}\right)
\end{align*}
$$

Within the context of the infinite surface barrier as a model for the static semi-infinite crystal the generalization of Eq. (2.20) to include crystallinity of the substrate would involve simply treating $\delta n_{b}\left(q_{1}, \overrightarrow{\mathrm{q}}_{11}\right)$ in terms of the phonon crystal propagator. In the present calculation we, however, would use a continuum Debye model of the solid.

In a continuum model of the solid the Fourier components of the positive background numberdensity fluctuations, $\delta n_{0}(\mathbb{q})$ see Eq. (2.8), are defined by the relation

$$
\begin{equation*}
\delta n_{b}(\overrightarrow{\mathbf{r}})=\sum_{\overrightarrow{\mathbf{a}}} \delta n_{b}(\overrightarrow{\mathrm{q}}) e^{i \vec{q} \cdot \overrightarrow{\mathbf{r}}} \tag{2.21}
\end{equation*}
$$

and $\delta n_{b}(\vec{r})$ is given $\mathbf{a s}^{31}$

$$
\begin{equation*}
\delta n_{b}(\overrightarrow{\mathrm{r}})=-Z_{s} n_{0} \vec{\nabla} \cdot \overrightarrow{\mathrm{D}} \tag{2.22}
\end{equation*}
$$

where $n_{0}$ is the ionic number density of the solid and $\vec{D}$ is the displacement of the background from its equilibrium position. From Eqs. (2.21) and (2.22) it follows that

$$
\begin{align*}
\delta n_{b}\left(q_{\perp}, \vec{q}_{11}\right) & \equiv \delta n_{b}\left(q_{\perp}\right) \\
& =Z_{s} n_{0}\left(\frac{\hbar}{2 M_{s} n_{0} \Omega \omega_{\mathbf{q}}}\right)^{1 / 2} q\left(b_{\overrightarrow{\mathbf{q}}}+b_{-\mathbf{q}}^{\dagger}\right) \tag{2.23}
\end{align*}
$$

where $M_{s}$ is the atomic mass of a solid atom, $\Omega$ is the volume of the solid, and $b_{\mathbb{Q}}\left(b_{\dot{4}}^{\dagger}\right)$ are the annihilation (creation) operators of a phonon of wave vector $\vec{q}$ and frequency $\omega_{\mathbf{q}}$. We now express the instantaneous position of the adsorbed atom $z_{1}$ as $z_{1}=d_{1}+u_{1}$, where $d_{1}$ is the equilibrium distance of the atom from the surface, and expand the exponent in Eq. (2.20) as

$$
\begin{equation*}
e^{-a_{11} \varepsilon_{1}}=e^{-a_{11} d_{1}}\left(1-q_{11} u_{1}+\frac{1}{2} q_{11}^{2} u_{1}^{2}+\cdots\right) \tag{2.24}
\end{equation*}
$$

Substitution of Eqs. (2.23) and (2.24) into Eq. (2.20) yields an expression for $u\left(z_{1}\right)$, which may be written as

$$
\begin{align*}
& v\left(z_{1}\right)=v_{0}\left(\overrightarrow{\mathrm{q}}^{\prime} ; d_{1}\right)+\delta v_{1}\left(\overrightarrow{\mathrm{q}} ; u_{1}\right)+\delta v_{2}\left(\overrightarrow{\mathrm{q}} ; u_{1}\right)+\cdots \\
& \delta v_{1}\left(\stackrel{\mathrm{q}}{;} ; u_{1}\right)=g_{\overrightarrow{\mathrm{q}}}^{(1)} u_{1}\left(b_{\overrightarrow{\mathrm{q}}}+b_{-\overrightarrow{\mathrm{q}}}^{\dagger}\right),  \tag{2.25}\\
& \delta v_{2}(\overrightarrow{\mathrm{q}} ; u)=g_{\vec{q}}^{(2)} u_{1}^{2}\left(b_{\vec{q}}+b_{-\overrightarrow{\mathrm{q}}}^{\dagger}\right), \tag{2.26b}
\end{align*}
$$

where $\delta v_{1}\left(\vec{q} ; u_{1}\right)$ is the potential corresponding to bilinear coupling between the vibrations of the atom and the phonons of the solid. Assuming for simplicity an acoustic continuum model for the solid, i.e., $\omega_{q}=s q$, where $s$ is the sound velocity, $g_{\text {e }}^{(1)}$ in Eq. (2.26) is given by

$$
\begin{equation*}
\xi_{\mathrm{G}}^{(1)}=-F \frac{q^{1 / 2} q_{11}}{q^{2}+\lambda_{\mathrm{TF}}^{2}}\left(1+\frac{\lambda_{\mathrm{TF}}^{2}}{2\left(q_{11}^{2}+\lambda_{\mathrm{TF}}^{2}\right)^{1 / 2}\left[q_{\| 1}+\left(q_{11}^{2}+\lambda_{\mathrm{TF}}^{2}\right)^{1 / 2}\right]-\lambda_{\mathrm{TF}}^{2}}\right) e^{-q_{11} d_{1}}, \tag{2.27a}
\end{equation*}
$$

where

$$
\begin{equation*}
F=2 \pi Z_{s} Z_{A}^{*} e^{2}\left(\frac{\hbar n_{C}}{2 M_{s} \sqrt{ } S}\right)^{1 / 2} \tag{2.27b}
\end{equation*}
$$

The above derivation of the vibrational coupling can be applied to any of the atoms of the molecule which interacts with the surface by simply using the appropriate effective atomic charge $Z_{A}^{*}$ and equilibrium distance $d_{1}$. For the sake of simplicity, we will limit ourselves in the following to a single adsorbed atom (the extension to a polyatomic molecule is easy and will be presented elsewhere). Our results can be summarized by writing the Hamiltonian for our model system as

$$
\begin{align*}
& H=\epsilon_{e}^{0}+H_{v}^{0}+H^{\prime},  \tag{2.28a}\\
& H^{\prime}=\sum_{i} v\left(z_{i}\right), \tag{2.28b}
\end{align*}
$$

[ the index $i$ in Eq. (2.28b) simply generalizes our coupling to several adsorbates] where $\epsilon_{e}^{0}$ is the electronic energy (including direct nuclearnuclear interactions) for equilibrium nuclear positions and $H_{v}^{0}$ is the zeroth-order Hamiltonian for the adsorption system

$$
\begin{equation*}
H_{v}^{0}=\sum_{\mathbf{i}} \hbar \omega_{\mathbf{q}}\left(b_{\mathbf{Q}}^{\dagger} b_{\mathbf{i}}+\frac{1}{2}\right)+\sum_{m} H_{v, m}, \tag{2.29}
\end{equation*}
$$

where the first term on the right corresponds to the harmonic solid (and in our model a Debye model is employed), and the second term corresponds to the vibrational energies of intramolecular and chemisorptive bonds (the $m$ summation extends over all bonds). The last term [Eq. (2.28b)] in Eq. (2.28a) contains couplings between the vibrations of intramolecular and chemisorptive bonds and fluctuations in the solid, see Eqs, (2.25)-(2.27). We note that in a more refined description local modes due to the adsorbate could be included.

## C. Transition rate

The final quantity which we require before turning to the stochastic evolution of the system (see Sec. III) is the transition rate between vibrational levels of the adsorbed system. These transitions occur due to the coupling Hamiltonian $H^{\prime}$ in Eq. (2.28a). To lowest order in perturbation theory the transition rates can be calculated by the golden-rule formula ${ }^{32}$

$$
\begin{align*}
W_{v \rightarrow v^{\prime}}=\frac{2 \pi}{\hbar} \sum_{n_{q}, n_{q}^{\prime}} & \left.p\left(n_{q}\right)\left|\left\langle v^{\prime}, n_{q}^{\prime}\right| H^{\prime}\right| v, n_{q}\right\rangle\left.\right|^{2} \\
& \times \delta\left(\epsilon_{v^{\prime}}-\epsilon_{v}+\epsilon_{n_{q}^{\prime}}-\epsilon_{n_{q}}\right) \tag{2,30}
\end{align*}
$$

where we sum over phonon final states $n_{q}^{\prime}$ and average over phonon initial states $n_{\mathrm{q}}$ using the probability distribution $p\left(n_{q}\right)$.

In order to evaluate $W_{v \rightarrow v}$, we need to specify the manner in which we model the vibrational spectrum of the adsorbed molecule.
(i) In the crudest approximation the vibrations are modeled by harmonic oscillators, truncated at the appropriate predissociation levels (see Sec. III). Keeping only terms up to bilinear coupling $\left[\delta v_{1}\right.$, see Eq. (2.25)] allows only for single quantum transition $(v \rightarrow v \pm 1)$, accompanied by the absorption (emission) of a phonon. Denoting the harmonic frequency by $\omega_{0}, \delta v_{1}$ in Eq. (2.26a) can be written as

$$
\begin{equation*}
\delta v_{1}(\stackrel{\rightharpoonup}{q})=g_{\vec{a}}^{(1)}\left(\frac{h}{2 \omega_{0} M_{A}}\right)^{1 / 2}\left(a+a^{\dagger}\right)\left(b_{\overrightarrow{\mathbf{q}}}+b_{-\vec{q}}^{\dagger}\right) \tag{2.31}
\end{equation*}
$$

where $M_{A}$ is the mass of the adsorbed atom and $a\left(a^{\dagger}\right)$ are creation (annihilation) operators of the harmonic-oscillator states. Substitution of Eq. (2.31) in Eq. (2.30) yields for the transition rate between levels

$$
\begin{align*}
W_{v-v+1}= & \frac{2 \pi}{\hbar}\left(\frac{\hbar}{2 \omega_{0} M_{A}}\right)(v+1) \\
& \times \sum_{\overrightarrow{\mathbf{a}}}\left|g_{\mathbb{Q}}^{(1)}\right|^{2} \bar{n}_{\omega_{\vec{q}}} \delta\left(\hbar \omega_{\overline{\mathbf{a}}}-\bar{n} \omega_{0}\right), \tag{2.32}
\end{align*}
$$

where the phonon occupation number is given by $\bar{n}_{\omega_{\dot{q}}}=\left[\exp \left(\beta \hbar \omega_{\vec{q}}\right)-\left.1\right|^{-1}, \beta=\left(k_{B} T\right)^{-1}\right.$. For an isotropic Debye model of the solid, i.e., $\omega_{g}=s q$, and a cutoff frequency $\omega_{D}$ given by $\hbar \omega_{D}=\hbar s q_{D}=k \Theta_{D}$ where $\Theta_{D}$ is the Debye temperature, we replace the summation over $\dot{q}$ by an integral. Using the energy-conservation Dirac delta function and cylindrical coordinates the integration is straightforward, yielding

$$
\left.\begin{array}{l}
\begin{array}{rl}
\frac{W_{v \rightarrow v+1}^{(n)}}{v+1} & \equiv A\left(\omega_{0}\right) \\
& =\frac{3 \pi^{3} e^{4}\left(Z_{\Delta}^{*} Z_{s}\right)^{2} n_{0}^{2} \lambda_{\mathrm{TF}}^{4}}{M_{A} M_{s} \omega_{0}^{3}\left(q_{0}^{2}+\lambda_{\mathrm{TF}}^{2}\right)^{2}} \bar{n}_{\omega_{0}}\left(J_{1}+J_{2}+J_{3}\right),
\end{array} \\
J_{1}=\int_{0}^{\delta} x^{3} \exp \left(-2 \lambda_{\mathrm{TF}} d_{1} x\right) d x,
\end{array}\right\}
$$

$$
\begin{equation*}
J_{3}=\int_{0}^{0} x^{3} \exp \left(-2 \lambda_{\mathrm{Tr}} d_{1} x\right) /\left\{1-4\left[1+x^{2}+x\left(x^{2}+1\right)^{1 / 2}\right]+4\left(1+x^{2}\right)\left[1+2 x^{2}+2 x\left(x^{2}+1\right)^{1 / 2}\right]\right\} d x \tag{2.33d}
\end{equation*}
$$

where equal sound velocities for transverse and longitudinal modes have been used, $\delta=q_{D_{n}} / \lambda_{\text {TF }}$, $\left(q_{D_{11}}^{2}=\frac{2}{3} q_{D}^{2}\right)$, and $s q_{0}=\omega_{0}$. The integrals $J_{2}$ and $J_{3}$ are easily computed by numerical quadrature. The superscript $(h)$ in $W_{v \rightarrow \nu+1}^{(h)}$ is introduced in reference to the harmonic-oscillator model. An analysis of the dependence of the transition rate $W_{v-v+1}^{(h)}$ [Eq. (2.33a)] on characteristics of the adsorption system is presented below.
(ii) As an improved model of the bond potential energy between an adsorbed atom and the surface, we consider the Morse potential ${ }^{33}$

$$
\begin{equation*}
\epsilon_{e}\left(z-d_{1}\right)=D_{e}\left\{1-\exp \left[-\beta\left(z-d_{1}\right)\right]\right\}^{2}-D_{\theta} \tag{2.34}
\end{equation*}
$$

where $D_{\theta}$ is the dissociation energy referred to the minimum, $d_{1}$ the equilibrium distance of the adsorbed atom from the surface, and the parameter $\beta$ determines the width of the potential. One often defines the anharmonicity parameter $x_{e}=\hbar \omega_{0} / 4 D_{e}$ where $\omega_{0}$ is the vibrational frequency for infinitesimal amplitudes ( $x_{B}$ is often determined empirically). The eigenvalues of the one-dimensional Schrödinger equation with the Morse potential are given by ${ }^{34,35}$

$$
\begin{equation*}
\epsilon_{v}=\hbar \omega_{0}\left(v-x_{\boldsymbol{\varepsilon}} v^{2}\right)-D_{\theta} \tag{2.35}
\end{equation*}
$$

and therefore the vibrational level spacing is

$$
\begin{equation*}
\Delta \epsilon_{v+1, v}=\hbar \omega_{0}\left[1-x_{a}(2 v+1)\right] \tag{2.36}
\end{equation*}
$$

Using Eq. (2.30) for $W_{v \rightarrow v^{\prime}}$ with $H^{\prime}$ given by Eqs. (2.28b), (2.25), and (2.26a), i.e., to linear order in $u_{1}$ (the derivation of the bond length from equilibrium), we observe that we need to compute the matrix elements $\left.\left|\left\langle v^{\prime}\right| u_{1}\right| v\right\rangle\left.\right|^{2}$, where $|v\rangle$ is the Morse eigenfunction corresponding to $\epsilon_{v}$ in Eq. (2.35). These matrix elements have been calculated by several authors. ${ }^{35,36}$ While the results given in Eqs. (21)-(24) of Ref. 35 are valid for all $v, v^{\prime \prime}$ we will be interested only in nearest and nextnearest level transitions, i.e., $v \rightarrow v \pm 1$ and $v \rightarrow v$ $\pm 2$. In addition the expressions simplify significantly in the approximation $\left(v^{\prime}+v^{\prime \prime}\right) x_{0} \ll 1$, yielding ${ }^{36}$
$\left.\left|\langle v+1| u_{1}\right| v\right\rangle\left.\right|^{2}=\left(d_{1} B_{e} / \omega_{0}\right)(v+1)\left[1+x_{0}(1+v)\right]$
$\left.\left|\langle v+2| u_{1}\right| v\right\rangle\left.\right|^{2}=\left(d_{1}^{2} B_{0} x_{e} / 4 \omega_{0}\right)(v+1)(v+2)$.
The expression for the transition rate between Morse levels $v$ and $v^{\prime}$ can now be written as

$$
\begin{align*}
& W_{v \rightarrow \mathbf{v}^{\prime}}^{(w)}=\frac{2 \pi}{\hbar} \sum_{\dot{\mathbf{a}}} \mid g_{\left.\left.\underset{\mathbf{q}}{(1)}\right|^{2} \bar{n}_{\omega_{\mathbb{q}}}\left|\left\langle v^{\prime}\right| u_{1}\right| v\right\rangle\left.\right|^{2}} \\
& \times \delta\left(\epsilon_{0^{0}}-\epsilon_{v}-\hbar \omega_{\dot{\mathbf{q}}}\right) . \tag{2.39}
\end{align*}
$$

Using the matrix elements given by Eqs. (2.37) and (2.38) and the Debye model for the solid we obtain to first order in the anharmonicity $x_{d}$ the following expressions for $v^{\prime}=v+1$ and $v+2$,

$$
\frac{W_{v \rightarrow y}^{(N)} \cdot 1}{v+1}=A\left(\omega_{0}\right)\left\{1+x_{e}\left[(v+1)-(2 v+1) B\left(\omega_{n}\right) \mid\right\},\right.
$$

where

$$
\begin{equation*}
B\left(\omega_{0}\right)=\frac{\omega_{0}}{A\left(\omega_{0}\right)} \frac{\partial A\left(\omega_{0}\right)}{\partial \omega_{0}} \tag{2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{W_{v-v+2}^{(v)}}{(v+1)}=\frac{1}{4} x_{e}(v+1)(v+2) A\left(2 \omega_{n}\right), \tag{2.42}
\end{equation*}
$$

where $A\left(\omega_{n}\right)$ is given in Eq. (2.33).
To demonstrate the dependence of the transition rates between vibrational levels on the model of the potential well, the temperature and characteristics of the adsorption system such as the equilibrium distance and fractional charge on the atom, we present the numerical evaluation of Eqs. (2.33) and (2.34) in Figs. 2-4. In Fig. 2, the variation of $W_{v-v}$, for potassium adsorption on tungsten, ${ }^{37}$ with temperature and model potential is displayed. The differences between the results using harmonic and Morse potentials are evident. Note that for the Morse potential $W_{1-2} \gg W_{1-3}$. In addition the transition rates between high-lying vibrational levels in the Morse potential are much larger than between the bottom-lying levels. This indicates that transitions between the low-lying levels may be the bottle neck in the incoherent multiphonon evolution of the system (see Sec. III). The marked dependence of the transition rates on temperature should also be noted, and is associated with the temperature-dependent phonon occupation number $\bar{n}_{w_{q}}$.

Similar dependences are seen for xenon adsorbed on tungsten ${ }^{38-40,9}$ (Fig. 3) where in addition the sensitivity to the equilibrium distance $d_{1}$ and fractional charge on the atom are demonstrated. Finally, in Fig. 4, $W_{v \rightarrow v+1}^{(y)}$ as a function of the level number $v$ for $\mathrm{Xe} / \mathrm{W}$ system at $T$ $=100 \mathrm{~K}$ is shown to increase markedly. The influence of these results on the rates of desorption will be investigated in Sec. III.

## III. EVALUATION OF FIRST PASSAGE TIMES FOR THE TRUNCATED-HARMONIC-OSCILLATOR AND MORSE-POTENTIAL MODELS

Having obtained explicit expressions for the couplings between the adsorbate and the substrate


FIG. 2. Transition rate ( $W_{v-v^{\prime}}$ ) vs temperature for potassium adsorbed on tungsten. The parameter used in the calculation: fractional charge on the potassium $z_{A}^{*}=0.27 \%$ and equilibrium distance of the adsorbate from the substrate, $d_{1}=2.38 \AA$, were chosen after Ref. 37. The transition rate, $W_{v \rightarrow v+1}$, for a harmonic-well description of the chemisorption bond, is marked by solid dots, using a vibrational quanta $\hbar \omega_{0}=13.7 \mathrm{meV}$ lafter L. M. Kahn and S. C. Ying, Solid State Commun. $16,799(1975)]$. The rest are results of calculations employing a Morse-potential description, for $W_{1 \rightarrow 2}^{(M)}$, $W_{1 \rightarrow 3}^{(M)}, W_{218-219}^{(M)}$, and $W_{218-220}^{(M)}$, where $v=220$ is the predissociation level. Note the change of scale in $W_{1 \sim 3}^{(1)}$. The Debye temperature of the substrate was taken as $\Theta_{D}$ $=220{ }^{\circ} \mathrm{K}$, the electron number density of the substrate was $n_{e}=38 \times 10^{22} \mathrm{~cm}^{-3}$ and $x_{e}=6.5 \times 10^{-4}$.
and for the rates of transitions between vibrational levels of the binding potential, induced by the couplings, we turn next to the temporal evolution of the excitations. Since for most systems of interest the allowed quanta of excitation, dictated by the characteristics of the phonon spectrum of the substrate are much smaller than the barrier for bond rupture, an incoherent multiphonon mechanism is formulated. This, however, is applicable to systems in which the spacings between vibrational levels of the potential associated with the reaction coordinate do not exceed the maximum phonon frequencies. When the above is not satisfied coupling may occur through a mode other than the bond-rupture reaction coordinate which serves as a "doorway" state (see Sec. IV).

Consider an oscillator system with $x_{n}(t)$ the distribution describing the population of vibronic levels $n$ at time $t$. The time evolution of this distribution is governed under certain approximations by a master equation ${ }^{41}$


FIG. 3. Transition rates, $W_{v \rightarrow v^{\prime}}$, using both harmonic (dashed) and Morse (solid line) potentials for Xe adsorbed on tungsten, vs temperature. The harmonic vibrational quanta $\hbar \omega_{0}$ was chosen as 3.0 meV . The sensitivity of the transition rates to variations in the equilibrium distance $d_{1}$ (in $\AA$ ) and fractional charge on the adsorbed xenon are shown. The substrate parameters were taken as $\Theta_{D}=220^{\circ} \mathrm{K}, n_{e}=38 \times 10^{22} \mathrm{~cm}^{-3}$, and $x_{e}$ $=1.25 \times 10^{-3}$.

$$
\begin{equation*}
-\frac{d x_{n}}{d t}=\sum_{\nu=0}^{N \cdot 1} W_{\nu n} x_{n}-\sum_{m=0}^{N} W_{n m} x_{m}, \quad n=0,1, \ldots, N \tag{3.1}
\end{equation*}
$$

where $N$ is the predissociation level, $W_{n m}$ is the transition probability per unit time from $m$ to $n$. In the above equation second-order terms due to recombination are neglected. The initial distribution ( $t=0$ ) is normalized according to


FIG. 4. Morse transition rate, $W_{v \rightarrow v+1}^{(M)}$ vs level number $v$, for Xe adsorption on tungsten, at $T=100^{\circ} \mathrm{K}$. The equilibrium distance was taken at $d_{1}=2.0 \AA$ and fractional ${ }^{9}$ charge $z_{A}^{*}=0.04 e$. Note the monotonous increase in $W_{v \rightarrow v+1}^{(M)}$ as $v$ increases. The substrate parameters are as given in the caption to Fig. 3.

$$
\begin{equation*}
\sum_{n=0}^{N} x_{n}(0)=1 \tag{3.2}
\end{equation*}
$$

and the $x_{n}(0)$ 's are given by a Boltzmann distribution at temperature $T$; i.e.,

$$
\begin{equation*}
x_{n}(0)-e^{-\beta \epsilon_{n}} \quad \sum_{n=0}^{N} e^{-\beta \epsilon_{n}} . \tag{3.3}
\end{equation*}
$$

For the calculation of the reaction rate we will be interested in the mean time for the system specified above, to pass the $N$ th level for the first lime-i.e., the mean first passage time, $\bar{t}$. The distribution of first passage times $P(t)$ is given by ${ }^{41}$

$$
\begin{equation*}
P(t)=-\frac{d}{d t} \sum_{n=0}^{N} x_{n}(t) \tag{3.4}
\end{equation*}
$$

and $\bar{t}$ is the first moment of $P(t)$; i.e.,

$$
\begin{equation*}
\bar{t}=\int_{0}^{\infty} t P(t) d t \tag{3.5}
\end{equation*}
$$

An expression for the mean first passage time for an initial population distribution $x_{n}(0)=\delta_{n, 0}$ for a truncated-harmonic-oscillator system and transitions between neighboring levels only, was first given by Montroll and Shuler. ${ }^{41}$ This has been generalized by Kim ${ }^{42}$ for the Boltzmann initial distribution [Eq. (3.3)] for both a truncated harmonic and Morse oscillators with nearest- and next-nearest-neighbor transitions.
(i) For the truncated harmonic oscillator the result is ${ }^{42}$

$$
\begin{equation*}
\bar{t}^{(h)}=\frac{(v+1)}{W_{v \rightarrow v+1}^{(h)}\left(1-e^{-\theta}\right)} \sum_{j=1}^{N+1} j^{-1}\left(e^{j \theta}-1\right)\left(1-e^{-j \theta}\right) \tag{3.6}
\end{equation*}
$$

with $\theta=\hbar \omega_{0} / k T$, where $\omega_{0}$ is the harmonic-oscillator frequency.
(ii) To obtain an expression for the mean first passage time out of a Morse-potential well $\bar{t}(w)$ with transitions between nearest and next-nearest levels, we adopt the methods developed by Kim. The generalization of Kim's result [Eqs. (6.15) and (6.16) of Ref. 42] amount to taking into account
that in our case the exchange of excitation is with a solid characterized by thermal occupation numbers

$$
\bar{n}_{\omega_{q}}=\left[\exp \left(\hbar \omega_{a} / k T\right)-1\right]^{-1}
$$

Consequently contributions corresponding to transitions between the Morse-potential levels must be weighted appropriately. Starting from Eq. (6.6) of Ref. 42,

$$
\begin{align*}
\bar{t}^{(y)}= & \sum_{p=0}^{N} \frac{Q_{p} u_{p}}{D_{p}} \\
& -\sum_{p=0}^{N} Q_{p}\left(\frac{h_{p}+1, p-1}{D_{p} D_{p-1}} u_{p-1}+\frac{h_{p}+2,2}{D_{p}} \frac{u_{p}+1}{D_{p+1}}\right) \tag{3.7}
\end{align*}
$$

with $Q_{p}, u_{p}$, and $D_{p}$ given by

$$
\begin{align*}
& Q_{p}=\sum_{n=0}^{p} e^{-\beta \epsilon_{n}}  \tag{3.8a}\\
& u_{\phi}=\sum_{n=1}^{p} x_{n}(0)  \tag{3.8b}\\
& D_{p}=h_{p+1, p}+h_{p+2, p}+h_{p+1, p-1} \tag{3.8c}
\end{align*}
$$

see Eqs. (4.13), (4.4), and (6.1) in Ref. 42, and the $h_{m n}$ given explicitly by

$$
\begin{aligned}
h_{p, 1, p}= & A\left(\omega_{0}\right)(p+1) \\
& \times\left\{1+x_{e}[(p+1)\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.-B\left(\omega_{0}\right)(2 p+1)\right]\right\} e^{-B \epsilon}+1 \tag{3.9a}
\end{equation*}
$$

$$
\begin{equation*}
h_{p+2, p}=A\left(2 \omega_{0}\right)\left(x_{p} / 4\right)(p+1)(p+2) e^{-\beta \epsilon_{p}+2} \tag{3.9b}
\end{equation*}
$$

$h_{p+1, p-1}=A\left(2 \omega_{0}\right)\left(x_{e} / 4\right) p(p+1) e^{-\beta \epsilon_{p+1}}$,
we obtain

$$
\begin{equation*}
\bar{t}^{(N)}=\bar{t}_{0}+\left[x_{e} / A\left(\omega_{0}\right)\right] \bar{t}_{1} \tag{3.10}
\end{equation*}
$$

In Eq. (3.10)

$$
\begin{equation*}
\bar{t}_{0}=\frac{1+a}{A\left(\omega_{0}\right)} \sum_{p=1}^{N+1} \frac{e^{\beta \epsilon} p}{p}\left(1-e^{-p \theta}\right)^{2} \tag{3.11}
\end{equation*}
$$

where $\theta=\left(\hbar \omega_{0} / k T\right), A\left(\omega_{0}\right)$ is given by Eq. (2.33a), and $a=1 /\left(e^{\theta}-1\right)$. $\bar{t}_{1}$ in the above equation is given by

$$
\begin{align*}
\bar{t}_{1}= & A\left(\omega_{0}\right) \bar{t}_{0}\left[a \theta(1+2 a)+Z\left(\omega_{0}\right) /[4(1+a)]-B\left(\omega_{0}\right)\right]+e^{B \epsilon_{N+1}} \frac{1}{4} Z\left(\omega_{0}\right)[2+a /(1+N)+3 a] \\
& -\sum_{0=1}^{N+1} e^{A \epsilon_{0}}\left[1+a+\frac{1}{4} Z\left(\omega_{0}\right)(3+4 a)-2(1+a) B\left(\omega_{0}\right)\right]-N \theta(N+1)(1+a) \\
& +(2 N-a)\left[1+a+\frac{1}{2} Z\left(\omega_{0}\right)(1+2 a)-2(1+a) B\left(\omega_{0}\right)\right]+2 \theta a(1+a)(1+3 a-2 N)-\frac{1}{4} Z\left(\omega_{0}\right)(1+a) \tag{3.12}
\end{align*}
$$

where

$$
\begin{equation*}
Z\left(\omega_{0}\right) \equiv \frac{A\left(2 \omega_{0}\right)}{A\left(\omega_{0}\right)}=\frac{\vec{n}_{2 \omega_{0}}}{\bar{n}_{\omega_{0}}}\left(\frac{\dot{q}_{0}^{2}+\lambda_{\mathrm{T}_{\mathrm{F}}}^{2}}{4 q_{0}^{2}+\lambda_{\mathrm{TF}}^{2}}\right)^{2} \tag{3.13}
\end{equation*}
$$

and $s q_{0}=\omega_{0}$.

In the stochastic formulation of nonequilibrium kinetics which we have employed, the reaction rate $R$ is given by the inverse of the mean-firstpassage time $\bar{t}$ (see also discussion in Sec. IV). Results for the rates of desorption of potassium
and xenon from a tungsten substrate are shown in Figs. 5-7. In Fig. 5 results for the two models of the binding potential (harmonic-solid line, and Morse-dashed line) using experimentally ${ }^{37}$ suggested values for the desorption energy $D_{e}=2640$ meV, equilibrium distance $d_{1}=2.38 \dot{\mathrm{~A}}$ and fractional charge $Z_{A}^{*}=0.27 e$ are compared, along with the experimentally obtained ${ }^{34}$ rate, given by $R$ $=10^{12.8} \times \exp \left(-D_{e} / k T\right)$ (open circles). It is evident that the results for the Morse-potential and truncated-harmonic-oscillator models yield both an Arrhenius-like straight line in the semilogarithmic plot of $R$ vs $1 / T$. The pre-exponential factors, however, differ markedly with the Morse potential in agreement with experiment. It should


FIG. 5. Semilogarithmic plots of desorption rates vs inverse temperature for the system potassium adsorbed on tungsten. The desorption energy $D_{e}$ was taken as 2.64 eV after Ref. 37 , and the rest of the characteristic parameters are as given in the caption to Fig. 2. The experimental points (open circles) were taken after Ref. $37, R(T)=10^{12.8} \times \exp \left(-D_{6} / k T\right)$. Both the Morse potential (dashed) and truncated harmonic (solid) yield linear relationships in the plot of $\ln R(T)$ vs inverse temperature, parallel to one another (same activation energy for desorption) but with different intercepts (frequency factors). The results based on the Morse-potential description of the chemisorptive bond are in better agreement with the experimentally deduced results than those derived from a truncated-harmonic potential.
be noted that the differences between the two models are less pronounced than those which were exhibited in the transition rates (see Figs. 2 and 3 ). Similar results, with a somewhat less pronounced difference between the two models and in agreement with experiment ${ }^{38}$ are shown for xenon desorption from tungsten (with the parameters given in the figure captions) in Figs. 6 and 7. In Fig. 7 the rather weak dependence of the results for the rate of desorption on the equilibrium distance parameter is exhibited.

## IV. DISCUSSION AND PERSPECTIVES

We have formulated a theoretical model for the calculation of desorption rates of an adatom from a metal surface. The formulation relied on several key stages: (a) the evaluation of the coupling between the solid and the adatom induced by the


FIG. 6. Semilogarithmic plots of desorption rates $R(T)$ vs inverse temperature for the system xenon adsorbed on tungsten. The characteristic parameters are those given in the caption to Fig. 2 and the desorption energy $D_{e}$ was taken as 217 meV after Ref. 38. The experimental points (open circles) were calculated from the rate expression given in the above reference $R(T)$ $=10^{12} \times \exp \left(-D_{\theta} / k T\right)$. Results obtained by using Morse (triangles) and truncated-harmonic potentials (dots) are shown.


FIG. 7. Semilogarithmic plots of desorption rates $R(T)$ vs inverse temperature for Xe adsorbed on tungsten, characteristic parameters are as in Fig. 4 with $D_{e}=300 \mathrm{meV}$. Results are shown for both truncatedharmonic (solid and open dots) and Morse (triangles and squares) potentials. The apparent slight sensitivity of the rates to the equilibrium distance of the adsorbed atom from the surface is shown.
nonstationary substrate, (b) the stochastic incoherent multiphonon mechanism of excitation, and (c) the coupling to the final-state channels. From the results presented in Figs. 5-7, it is apparent that the model provides a rather adequate description of desorption for both weak ( $\mathrm{Xe} / \mathrm{W}$ ) and strong (K/W) chemisorption systems. The principal merit of this model is that it exhibits explicitly the dependencies on various microscopic quantities characteristic to the substrate and adatom. Due to the complexity of the problem, our model relies on a number of simplifying assumptions certain of which we enumerate below: (a) the substrate was modeled as a continuum structureless solid, (b) surface phonons have been ignored, (c) the electron response to fluctuations of the ionic charge was calculated semiclassically (quantum interference effects neglected) and with specular boundary conditions imposed, (d) electronic band-structure effects were ignored which implies weak electron-ion coupling in the substrate,
(e) bilinear coupling between the nonstationary adatom and substrate was used in the numerical examples and transition rates due to these couplings were calculated using the Fermi golden rule, and (f) an immobile adsorbate was assumed. The inclusion of adsorbate migration on the surface will add an entropy correction to the rate expression. While further improvements within this model are possible, the present study allows for a first evaluation of the sensitivity of desorption kinetics to the various microscopic parameters.

The standard approaches to reaction kinetics, such as absolute rate theory ${ }^{2}$ (ART) and the various statistical methods ${ }^{10}$ (e.g., RRKM) rely upon certain criteria of applicability. The main requirement of the above is that the initial and final (or transition complex) states are uncorrelated. ${ }^{2}$ As discussed originally by Kramers ${ }^{12}$ and further investigated recently, ${ }^{13,14,43}$ the applicability of ART is related to the strength of the fluctuating part of the coupling (friction in the nomenclature of the above studies) between the adsorbate and the adparticle. The analytical results obtained ${ }^{12}$ in the limits of small and large coupling support the assertion that the applicability of ART is limited to an intermediate regime of the coupling strength. In this regime the coupling is strong enough as to replenish instantaneously the equilibrium Maxmellian tail of particle momenta, necessary for surmounting the reaction barrier, and thus the rate becomes independent of the coupling. Outside this regime the Arrehnius behavior of the rate constant gets modified by multiplicative factors which vary with temperature. Our calculation of $\bar{t}$ [e.g., in Eq. (3.6)] in principle assumes the weak-coupling regime since our transition rates $W_{v \rightarrow \nu+1}$ are treated to lowest order in perturbation [e.g., Eq. (2.30)]. This assumption of weak coupling has internal consistency in that our low-order treatment does yield good agreement with experiment (Figs. 6 and 7). While clearly the interplay between the temperature dependence of $W_{v \rightarrow v+1}$ and the usual statistical occupations [ the sum over $j$ in Eq. (3.6)] is a complicated one and cannot rigorously reduce to an Arrehnius-like form our numerical results (displayed in Figs. 6 and 7) give a measure for the weak deviation from such a behavior. This conclusion cannot be inferred directly from the evaluated transition rates alone (Figs. 2-4) but requires an analysis of the rates. In this context it is important, however, to notice the dependence of the results on the model potential used (truncated-harmonic vs Morse potentials), and that the difference in rates of desorption corresponding to the two model potentials is smaller than that exhibited in the associated level transition probabilities.

The stochastic treatment of the time evolution of the vibrational excitations leading to desorption which we have used, is a convenient formulation of nonequilibrium kinetic processes. In the equilibrium theory the rate constan depends only upon transitions which couple bound vibrational levels directly to the dissociated state, ${ }^{42} N+1$, and similar to the basic assumption of ART there is no dependence on the details of the excitation mechanism. The first passage time $\bar{t}$ calculated via the stochastic nonequilibrium formulation does not in general equal the reciprocal of the equilibrium rate constant. ${ }^{12}$ One limit in which the above equality holds is when the energy required for a transition is large compared to the available thermal energy. This condition was not obeyed in our cases. Thus, it was necessary to investigate the full stochastic behavior.
The order of coupling in our model should also be commented on. While we have used bilinear coupling [Eq. (2.26)], a generalization would in principle allow treatment of higher-order coupling terms. In this context we could argue that by a proper transformation of the coordinates $\left\{R_{S}\right\}$ and $\left\{R_{M}\right\}$ the bilinear coupling term could be removed and the frequencies of the substrateadatom system renormalized accordingly. The coupling enters now through the new frequencies in these transformed canonical coordinates. It is now, in principle possible to calculate desorption rates with the simple assumption of a Boltzmann occupation of these new levels, and with proper retransformation of our coordinates to define the stage of dissociation. Such a calculation is expected to yield similar results to ours (particularly in the weak coupling limit) but it is rather complex and has not as yet been carried out for the model systems discussed in this study.
A detailed investigation of reaction mechanisms requires an analysis of the reaction products. Indeed a well-established practice in gas-phase kinetic studies ${ }^{14}$ is to perform state-selective measurements, i.e., identification of products, their center-of-mass translational energies, and excitation of internal degrees of freedom. This mode of investigation is not common practice in current studies of surface reactions. In most, if not all, studies to date the experimental information consists only of mass, and in certain cases angular, distribution of the products. In the following we remark briefly on the possibility of final-state branching and suggest methods for its evaluation.

Having achieved the $(N+1)$ th level, $\phi_{N+1}$, whose energy $E_{N+1}$ lies above the dissociation energy, the system may evolve via several channels. For example the $\phi_{N \cdot 1}$ state may decay into the trans-
lational continuum which corresponds to desorption, it may couple to a manifold of bound vibrational states associated with an excited electronic term or to a bound vibrational manifold or translation continuum corresponding to binding or diffusion along the surface. The problem is formally similar to that encountered in the study of autoionization ${ }^{45}$ and predissociation ${ }^{46-48,18}$ phenomena, and applied also to the study of radiationless transitions in molecules ${ }^{49-51}$ and photodissociation ${ }^{52-56}$ for which a number of methods of solution have been suggested. In the following we outline results obtained through the use of one of these methods. ${ }^{45,49}$ Consider the case in which the excited vibrational state $\phi_{\mathrm{N} \cdot 1}$ is embedded and coupled to two manifolds of states: (i) a manifold of bound vibrational states, $\left\{\psi_{n}\right\}$ associated with an excited electronic state of the adsorption system, (ii) a translational continuum, $\left\{\xi_{E}\right\}$. These two manifolds are assumed uncoupled to one another. Coupling of $\phi_{N+1}$ to $\left\{\psi_{n}\right\}$ is achieved via the nonadiabatic nuclear-kinetic-energy terms in the total Hamiltonian, and the corresponding matrix element will be taken as a constant $v_{1}$. The matrix element coupling $\phi_{N+1}$ to the translational continuum $\left\{\xi_{E}\right\}$ is denoted by $v_{2}$. The manifolds are normalized with $\left\langle\psi_{n}\right| H\left|\psi_{j}\right\rangle=\delta_{n, j} E_{n}$ and $\left\langle\xi_{E}\right| H\left|\xi_{E}\right\rangle=E \delta\left(E-E^{\prime}\right)$. The configurational mixing of $\phi_{N+1}$ with the above final-state manifolds results in a stationary state $\Psi_{E}$, given by $\Psi_{E}=a(E) \phi_{N+1}+\sum_{n=-\infty}^{\infty} b_{n}(E) \psi_{n}+\int \mathcal{C}_{E^{\prime}}(E) \xi_{E^{\prime}} d E^{\prime}$,
where the vibrational energies of the $\left\{\psi_{n}\right\}$ manifold are taken ${ }^{49}$ as $E_{n}=E_{N+1}-\alpha+n \epsilon, n=0, \pm 1$, $\pm 2 \ldots$ etc. and $\alpha=E_{N+1}-E_{0}$.

The probabilities for finding the system in the vibrational manifold $\left\{\psi_{n}\right\}, P_{r}(t)$, for remaining in $\phi_{N+1}, P_{a}(t)$ and for being in the translational continuum, $P_{f}(t)$, are given by ${ }^{52}$

$$
\begin{align*}
& P_{r}(t)=\sum_{n=-\infty}^{\infty}\left|\int_{-\infty}^{\infty} d E e^{-(i E / n)(t-\bar{t})} a^{*}(E) b_{n}(E)\right|^{2},  \tag{4.2a}\\
& P_{d}(t)=\left.\left.\left|\int_{-\infty}^{\infty} d E e^{-(i E / n)(t-\bar{t})}\right| a(E)\right|^{2}\right|^{2},  \tag{4.2b}\\
& P_{f}(t)=\int_{-\infty}^{\infty} d E^{\prime}\left|\int_{-\infty}^{\infty} d E e^{-(t E / n)(t-\bar{b})} a^{*}(E) C_{E^{\prime}}(E)\right|^{2}, \tag{4.2c}
\end{align*}
$$

where $\bar{t}$ is the mean first passage time calculated in Sec. III, i.e., the mean time for "preparation" of the system in state $\phi_{N+1}$. In addition $P_{d}+P_{r}$ $+P_{f}=1$. Using the by now standard methods ${ }^{455} 51$ with the appropriate scattering boundary conditions
closed form approximate solutions can be obtained in the "statistical limit, " ${ }^{50}$ i.e., for time $t$, such that $\tau \equiv t-\bar{t} \ll \hbar / \epsilon$,

$$
\begin{align*}
& P_{r}(\tau)=\frac{\left|v_{1}\right|^{2}}{\left|v_{1}\right|^{2}+\epsilon\left|v_{2}\right|^{2}}\left(1-e^{-\tau / \Gamma}\right),  \tag{4.3a}\\
& P_{d}(\tau)=\exp (-\tau / \Gamma),  \tag{4.3b}\\
& P_{f}(\tau)=1-P_{d}(\tau)-P_{r}(\tau),  \tag{4.3c}\\
& \Gamma=(\hbar \epsilon / 2 \pi)\left(\left|v_{1}\right|^{2}+\epsilon\left|v_{2}\right|^{2}\right)^{-1} . \tag{4.3~d}
\end{align*}
$$

If the decay into the final states is fast the above expressions allow us to follow the reaction through its evolution. It is seen from Eqs. (4.3c), (4.3a), and ( 4.3 b ) that the average lifetime of the $\phi_{N+1}$ state is given by $\Gamma$ where $\Gamma$ is given by Eq. (4.3d). Thus, if a two-step process is postulated, i.e., preparation of the excited $\phi_{N+1}$ state followed by coupling to final states, the total rate of desorption is $R=(\bar{l}+\Gamma)^{-1}$. The probabilities given by Eqs. (4.3) could be used for the elucidation of the reaction products. The task of evaluating the matrix elements $v_{1}$ and $v_{2}$ which determine the magnitudes of the above quantities is the subject of further investigation. In particular we should note that in our results transverse motions of the adsorbates have not been considered. In a classical sense such motions would correspond to activated diffusion of the adsorbate near saddle point of the Born-Oppenheimer potential surface. Associated with these motions is an activation entropy which would modify the value of the rate constant. Indeed recent data for the desorption of CO from metals shows pre-exponential factors much larger than previously measured. ${ }^{57}$
Finally we comment on the application of our model to adsorbed molecular species. These systems possess additional degrees of freedom certain of which are of bond-stretching character and others which describe bond-bending, wagging, etc. While the energies typical to molecular bondstretching modes might (and often do) exceed in magnitude those of single-phonon excitation by the solid, the energies associated with the nonstretching modes are smaller. Consequently it is suggested that the latter modes through their coupling to the vibrations of the solid may be excited up to high levels via an incoherent multi-


FIG. 8. Schematic picture of the door way-state model for thermal surface desorption or dissociation reaction mechanism. A characteristic Debye phonon density of states $\rho(\omega)$ is shown on the left and right. Excitation of a low-frequency, doorway, mode of vibration (typically a nonstretching mode) occurs via an incoherent multiphonon mechanism. Upon achieving the level $E_{\bar{v}}$ the excitation is transferred to the high-lying levels of a stretching mode (or comibnation of such modes) via anharmonic coupling. Further excitation in the dense vibrational manifold corresponding to the bond-rupture coordinate can occur via direct incoherent multiphonon excitations induced by thermal coupling to the substrate. The predissociation level is denoted by $E_{N+1}$. Having achieved this level the reaction proceeds through coupling to possible final-state channels such as dissociation, desorption, or migration.
phonon mechanism similar to that used in the present investigation and subsequently couple via anharmonicity to the high-lying, densely spaced levels of the bond-stretching modes. Once these high-lying levels have been populated, the excitation may propagate further via direct coupling to the substrate, eventually leading to fragmentation (see Fig. 8). In other words the nonstretching modes may serve as doorway states ${ }^{58}$ towards bond rupture via intramolecular energy redistribution. ${ }^{57,56}$ Quantitative studies of this model of admolecule desorption and dissociation are in progress.
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# Conditions for a Rate-Maximizing Temperature in Heterogeneous Catalysis' 


#### Abstract

Conditions are derived for Langmuir-Hinshelwood and Eley-Rideal heterogeneous catalytic reactions to have a reaction rate maximum as a function of temperature. Experimental results contradict previously derived conditions which assumed that the surface diffusion was governed by a single transition rate. More than one transition rate will enter the analysis of surface diffusion if the surface is heterogeneons or, as observed in field ion microscope experiments, the reactant passes through several nonequivalent configurations while migrating. An analysis of the rate of reaction when more than one transition rate is involved leads to a condition which could facilitate the interpretation of rate maximum reaction mechanisms.


A number of heterogeneous catalytic reactions exhibit a reversible maximum rate of reaction as a function of temperature ( $1-4$ ). For example, Moffat and Clark (4) found a rate-temperature maximum in their study of the disproportionation of olefins (propylene) on cobalt-molybdate-alumina ( $\mathrm{Co}-\mathrm{Mo}-\mathrm{Al}_{2} \mathrm{O}_{3}$ ) catalyst. At temperatures below $T_{\text {max }}$ they found the reaction rate, $r$, to obey a Langmuir-Hinshelwood equation for bimolecular reactions

$$
\begin{equation*}
r=k[K p /(1+K p)]^{2} \tag{1}
\end{equation*}
$$

where $k$ is the transition rate of diffusion and reaction of the reactants on the surface, $K$ is the ratio of adsorption to desorption rates, and $p$ is the pressure of the gaseous species. The factor in square brackets in the above equation is the equilibrium fractional surface coverage.

Usually, Arrhenius activated forms are assumed for both $k$ and $K(4-6)$, i.e.,

$$
k=A \exp (-E / R T)
$$

and

$$
\begin{equation*}
K=\exp (\Delta S / R) \exp (-\Delta H / R T) \tag{2}
\end{equation*}
$$

where $E$ is the activation energy for diffusion, $\Delta S$ is the differential entropy of adsorption, $\Delta H$ is the heat of adsorption, and

[^3]$A$ is a preexponential (frequency) factor. Substituting Eq. (2) into the equation for $r$ and setting the derivative of the resulting expression with respect to temperature equal to zero yields the condition for a rate-temperature maximum. When the adsorption step of the reaction is exothermic $\Delta H$ is always negative, and the rate maximum condition is ( $4-6$ )
\[

$$
\begin{equation*}
|\Delta H|>\frac{E(\beta+1)}{2} \tag{3}
\end{equation*}
$$

\]

where $\beta=p \exp (\Delta S / R)$ which is usually much smaller than unity. Note, that from Eq. (1), a plot of $1 / r^{1 / 2}$ versus $1 / p$ would yield values for $k$ and $K$ from which the activation energy $E$ is obtained as

$$
\begin{equation*}
E=-\frac{\partial \ln k}{\partial(1 / R T)} \tag{4}
\end{equation*}
$$

The heat of adsorption, $\Delta H$, is obtained from the adsorption equilibrium constant $K$ via

$$
\begin{equation*}
-\Delta H=\frac{\partial \ln K}{\partial(1 / R T)} \tag{5}
\end{equation*}
$$

Moffat and Clark (4) found the values $E=$ $8.2 \mathrm{kcal} /$ mole and $|\Delta H|=2.8 \mathrm{kcal} / \mathrm{mole}$ in a system which exhibited a ratetemperature maximum. However, these values violate the condition for a rate maximum as given in Eq. (3). To reconcile this problem Aldag and Clark (5) invoked het-
erogeneity of the surface toward adsorption and desorption. A critique of their interpretation is presented in Appendix A.

We proceed to propose mechanisms where the Langmuir-Hinshelwood form of Eq. (1) is preserved, but the ratetemperature maximum condition (Eq. (3)) is modified, leading to conclusions consistent with the experimental data. Common to the mechanism which we propose is the property that the reactant transport (diffusion) on the surface is characterized by more than one rate constant. Two possible mechanisms are considered: (i) multistate diffusion, and (ii) diffusion on a heterogeneous substrate.
(i) Multistate diffusion. When the propagation of the diffusing species involves transitions between more than one state the mechanism is termed multistate diffusion. Such a mechanism occurs when the reactants perform transitions between several spatial configurations in the course of propagation. A number of systems exhibiting such a behavior have been observed using field ion microscopy (FIM) (7). For example, the motion of tungsten dimers on a W(211) surface $(8,9)$ involves transitions between alternating staggered and straight configurations which are characterized by different rate constants. It is plausible that the motion on a surface of a species as complex as an olefin would involve a number of transitions between distinct configurations of the molecule. Out of these transitions those with the highest activation energies would be the rate-limiting steps of the migration. Another multistate mechanism occurs when the adsorbed reactants may exist in two (or more) states which are distinguished as mobile and immobile states (Lennard-Jones mechanism (10)). When in the immobile state the particle merely vibrates in the potential well which binds it to the site and also performs transitions to a higher energy state through which it may propagate. (At normal temperatures propagation through the mobile state is the dominant mode of activated intersite transitions.

At low temperatures one may include in addition spatial transitions through the lower-energy states which correspond to nonactivated, tunneling transport).

For systems in which the motion of the diffusing particles involves more than a single transition rate, the diffusion constant and hence the rate $k$ (see Eq. (1)) is modified from the customary singleexponential, Arrhenius activated form (see Eq. (2)). For example, for the motion of a species which is characterized by two distinct states (configurational or energetic in origin) participating in the migration mechanism (with corresponding transition rates $A$ and $B$ ), a random-walk model allowing for the presence of internal states yields $(8,9,1 /-13)$ (see also Appendix B) for $k$ the expression

$$
\begin{equation*}
h=\frac{A B}{A+B} \tag{6}
\end{equation*}
$$

where the rates $A$ and $B$ may both be written in activated Arrhenius forms. We choose

$$
\begin{align*}
& A=\nu_{\mathrm{A}} \exp \left(-E_{\mathrm{B}} / R T\right) \\
& B=\nu_{\mathrm{B}} \exp \left(-E_{\mathrm{B}} / R T\right. \tag{7}
\end{align*}
$$

where $\nu_{1}, \nu_{13}$ are frequency factors and $E_{\mathrm{A}}$, $E_{\mathrm{B}}$ are the activation energies for the two states, respectively. If a straight line results from an experimental plot of $\log k$ versus $(R T)^{-1}$, this does not necessarily imply that $k=\nu \exp (-E / R T)$ and that $k$ cannot be of the form given in Eqs. (6) and (7). In practice, a plot of $\log k$ given by Eqs. (6) and (7) versus $(R T)^{-1}$ for typical experimental temperature ranges will yield a straight line of slope $-E_{\mathrm{A}}$ if
(i) $E_{\mathrm{A}} \approx E_{\mathrm{B}}$;

$$
\begin{equation*}
\text { or (ii) } E_{\mathrm{A}} \gg E_{\mathrm{B}}+R T \ln \frac{\nu_{\mathrm{A}}}{\nu_{\mathrm{R}}} \tag{8}
\end{equation*}
$$

Such cases have been encountered in the analysis of multistate cluster motion on surfaces observed via FIM (9), where more than one rate-limiting step is involved in the transport, but still the semilogarithmic plot
of mean squared diffusion distance versus inverse temperature yields an apparent straight line. It is only recently (11, 12) that an analysis has been given to find all the individual activation energies and frequency factors which comprise the diffusion constant, from field ion microscope data.

Using the transition rate as given in Eqs. (6) and (7) the following condition is found for a rate maximum of $r$ to occur,

$$
\begin{align*}
& \frac{1+p \exp \left[\Delta S / R-|\Delta H| / R T_{\mathrm{m}}\right]}{2|\Delta H|} \\
&=\frac{A+B}{E_{\mathrm{B}} A+E_{\Lambda} B} \tag{9}
\end{align*}
$$

where $T_{m}$ is the maximizing temperature. Let us denote the RHS by $\Gamma$. A linear analysis shows that if $p$ is decreased by an amount $\delta p$ then $T_{\mathrm{m}}$ will be decreased by an amount $\delta T_{\mathrm{m}}$, where

$$
\begin{align*}
\delta \widetilde{i}_{\mathrm{ln}}=\delta p & \exp [\Delta S / R \\
& \left.+|\Delta H| / R T_{\mathrm{m}}\right] R T_{\mathrm{m}}^{2} /|\Delta H| \\
& \times\{2|\Delta H| \Gamma-1+2 A B \\
& {\left.\left[\Gamma\left(E_{\mathrm{A}}-E_{\mathrm{B}}\right) /(A+B)\right]^{2}\right\}^{-1} . } \tag{10}
\end{align*}
$$

This is in accord with the experimental result that a decrease in pressure lowers the maximizing temperature (4). Neglecting $p$ $\exp (\Delta S / R)$ compared to unity (4) we find for the existence of a rate maximum the inequality

$$
\begin{equation*}
\nu_{\mathrm{A}}\left(2|\Delta H|-E_{\mathrm{B}}\right)>\nu_{13}\left(E_{\mathrm{A}}-2|\Delta H|\right) \tag{11}
\end{equation*}
$$

where we have assumed, without loss of generality, that $E_{\mathrm{A}}>E_{\mathrm{B}}$. In contrast to Eq. (3) this inequality could be satisfied by the measurements of Moffat and Clark (4) who found $E_{3}=8.2 \mathrm{kcal} /$ mole, $|\Delta H|=2.8$ $\mathrm{kcal} /$ mole, if $0<E_{\mathrm{B}}<5.6-2.6\left(\nu_{\mathrm{B}} / \nu_{\mathrm{A}}\right)$ $\mathrm{kcal} /$ mole. In order for the diffusion to apparently be well described by a single transition rate, the second inequality in Eq. (8) must also be obeyed.
(ii) Diffusion on a heterogeneous substrate. Another possible mechanism for introducing more than one transition rate in the description of reactant diffusion is if the surface is heterogeneous. Consider a sur-
face consisting of $N_{A}$ and $N_{B}$ sites, characterized by release rates $A$ and $B$, respectively, of the diffusing species (with $A$ and $B$ given as in Eq. (7)). For a random placement of the two types of sites, in an approximation which neglects correlations between sites, the diffusion rate for the system is given by (14)
$k=k_{\mathrm{A}_{1}}\left\{1-c\left[\frac{\nu_{\mathrm{B}}}{\nu_{\mathrm{A}}} e^{\left(\mathrm{E}_{\mathrm{A}}-F_{\mathrm{R}}\right) / R T}-1\right]\right\}$,
where $k_{11}=\nu_{13} \exp \left(-\frac{E_{\mathrm{B}}}{R T}\right)$ and $\quad c=$ $\frac{N_{A}}{N_{A}+N_{13}}$. Using the above expression the condition for a rate-temperature maximum is

$$
\begin{align*}
(1-c) \nu_{\mathrm{A}}(2|\Delta H|- & \left.E_{13}\right) \\
& >c \nu_{\mathrm{B}}\left(E_{\mathrm{A}}-2|\Delta H|\right) \tag{13}
\end{align*}
$$

for $E_{\mathrm{A}}>E_{\mathrm{H}}$. For the system studied by Moffat and Clark (4) the above inequality will be consistent with the data if $0<E_{B}<$ $\left[5.6-2.6 \frac{c \nu_{\mathrm{B}}}{(1-c) \nu_{\mathrm{A}}}\right] \mathrm{kcal} / \mathrm{mole}$.
A similar analysis of an Eley-Rideal mechanism, with rate $r$ given by

$$
\begin{equation*}
r=\frac{k K p^{2}}{1+K p} \tag{14}
\end{equation*}
$$

when the diffusion rate $k$ is governed by two transition rates (Eq. (6)), yields the following expression for the maximizing temperature, $T_{\mathrm{m}}$,

$$
\begin{align*}
& T_{\mathrm{m}}=\frac{E_{\mathrm{A}}}{}-E_{\mathrm{B}} \\
& R  \tag{15}\\
& \times\left\{\ln \frac{\nu_{\mathrm{A}}}{\nu_{\mathrm{B}}}\left(\frac{|\Delta H|-E_{\mathrm{B}}}{E_{\mathrm{A}}-|\Delta H|}\right)\right\}^{-1} .
\end{align*}
$$

In the above $p \exp (\Delta S / R) \ll 1$, and $\Delta H<0$ have been used. Assuming $E_{\mathrm{A}}>E_{\mathrm{B}}$ yields the following inequality

$$
\begin{equation*}
\nu_{\mathrm{A}}\left(|\Delta H|-E_{\mathrm{B}}\right)>\nu_{\mathrm{B}}\left(E_{\mathrm{A}}-|\Delta H|\right) \tag{16}
\end{equation*}
$$

for the existence of a rate-maximizing temperature. When $k$ is governed by only one rate-limiting step, i.e., $k=\nu \exp (-E / R T)$ then the analogous inequality is (4)

$$
\begin{equation*}
E(\beta+1)<|\Delta H| \tag{17}
\end{equation*}
$$

As is the case with a LangmuirHinshelwood reaction mechanism when Eq. (17) is not satisfied by the experimental data but a rate maximum occurs nevertheless, this may suggest that the surface diffusion of the reactants involves more than one transition rate, perhaps due to multistates (spatial or energetic) of the reactants, or surface heterogeneities. If more than two transition rates are involved inequalities more complicated than Eq. (11) can be derived.

Our objective in this note has been to incorporate possible diffusion mechanisms in the analysis of reactions obeying Langmuir-Hinshelwood or Eley-Rideal mechanisms which exhibit ratetemperature maxima. We have derived inequalities which constitute conditions for the existence of such rate maxima for heterogeneous systems and for multistate diffusion mechanisms. Subject to certain constraints the above derived inequalities could be satisfied by the experimental data. It is suggested that additional controlled experiments such as measurements of the rate-maximizing temperature as a function of pressure or field ion microscope multistate diffusion data would allow the estimation of the additional parameters $\left[\nu_{\mathrm{B}}\right.$ and $E_{\mathrm{B}}$, see Eqs. (11) and (16)] introduced by our model.

## APPENDIX A

In a recent study, Aldag and Clark (5) reconsidered the analysis of the experiments (4) of olefin disproportionation which exhibited a rate-temperature maximum for a Langmuir-Hinshelwood reaction. Their investigation was motivated by the fact that the values for $\Delta H$ and $E$ determined from the pressure and temperature dependence of the data were inconsistent with the inequality given in Eq. (3). They consider that the Langmuir-Hinshelwood rate for a nonuniform surface can be represented by

$$
\begin{equation*}
r=k p^{2} \sum_{i=1}^{1} \frac{K_{i}^{2}}{\left(1+K_{i} p\right)^{2}} \tag{A1}
\end{equation*}
$$

or an appropriate continuum limit. In the above the summation incorporates heterogeneity of the surface toward adsorptiondesorption while the diffusion represented by $k$ is regarded as taking place on a uniform surface. However, since the data (4) fit Eq. (1), i.e., the $N=1$ case, they attempted to rewrite Eq. (A1) in a form with $N=1$. They denote the sum in Eq. (A1) by $F(p)$, and write what is equivalent to the following idertities:
$r=k p^{2} F \equiv k p^{2} F^{3} / F^{2}$

$$
\begin{align*}
\equiv & \frac{k p^{2} F^{3}}{(F-H)^{2}} \frac{(F-H)^{2}}{F^{2}} \\
\equiv & {\left[\frac{k p^{2} F^{3}}{(F-H)^{2}}\right] } \\
& \quad \times\left[\frac{F / H-1}{(+(F / H-1)}\right]^{2} . \tag{A2}
\end{align*}
$$

The first bracket in Eq. (A2) is identifed with $k$ in Eq. (1) and $p K$ in Eq. (1) is identified with $[F(p) / H(p)]-1 . H(p)$ is chosen to be equal to $\sum_{i=1}^{1} K_{i}^{2} /\left(1+K_{i} p\right)^{3}$. After these identifications, the resemblance of Eq. (A2) to Eq. (1) is only symbolic. The essential point is that Eq. (A1) is not equivalent to Eq. (1) and $H(p)$ which enters Eq. (A2) is completely arbitrary, thus making the choice of $K$ arbitrary, as well as the apparent heat of adsorption, $\Delta H$, which is calculated from $K$.

## APPENDIX B

In this appendix we outline the derivation of the expression for the diffusion constant for a system which exhibits a multistate diffusion mechanism. The derivation proceeds via the continuous-time-random-walk with internal states model which we have developed recently. Since detailed discussions of the technique can be found elsewhere (1114) we limit ourselves to a presentation of the main underlying ideas.

Consider a crystalline system where the propagation of the diffusing entity (single particle. multiparticle cluster) is characterized by transitions between internal states (energetic, e.g., mobile and immobile states, configurational). The spatial motion of the centroid of the diffusant can be mapped onto a lattice with a number of states in each unit cell. Such a mapping is shown in Fig. I where the case of a diffusant with two configurational internal states is considered. Transitions in the system are governed by a waiting-time probability density function $\Psi_{i,}\left(\mathbf{I}, \mathbf{I}^{\prime} ; \tau\right)$, for transitions $\left(\mathbf{I}^{\prime}, j\right) \rightarrow(\mathbf{I}, i)$, where the couple ( $1, i$ ) represents position I in internal state $i$. For the above function we choose the form

$$
\begin{equation*}
\Psi_{i j}\left(I, I^{\prime} ; \tau\right) \equiv p_{i j}\left(I^{\prime}-I\right) \psi_{j}(\tau) \tag{B1}
\end{equation*}
$$

The factor $p_{i j}\left(\mathrm{I}^{\prime}-\mathbf{I}\right)$, structural in origin, is the probability that the transition is from ( $\mathbf{I}^{\prime}, j$ ) to ( $1, i$ ) and $\psi_{j}(\tau \mid d \tau$ is the probability that a transition out of state $j$ occurs in the time interval ( $\tau, \tau+d \tau$ ). The function $\psi_{j}(\tau)$ reflects the underlying potential surface, and in the following we would take it to be of the form

$$
\begin{align*}
& \psi_{j}(\tau)=\lambda_{j} e^{-\lambda_{j} \tau}  \tag{B2a}\\
& \lambda_{j}=\nu_{j} e^{-\dot{j}, R T} \tag{B2b}
\end{align*}
$$

where $\lambda_{j}$ is the total rate of leaving state $j$ and $\nu_{j}, E_{j}$ are the frequency factor and activation energy in the Arrhenius activated form for that rate.

The diffusion coefficient. $D$. is related to the variance, $\sigma^{2}(t)\left[\sigma^{2}(t)=\left\langle l^{2}(t)\right\rangle\right.$. for an unbiased motion , in the position of the centroid, in the long-time (diffusion) limit via

$$
\begin{equation*}
D=\lim _{t \ldots x} \frac{\sigma^{2}(t)}{2 \epsilon t} \tag{B3}
\end{equation*}
$$

where $\epsilon$ is the dimensionality of the random-walk lattice. Thus to calculate $\sigma^{2}(t)$ we need to derive an expression for the second moment of the probability distribution, $P_{i j}(1, \tau)$. The probability $P$ of being at (I,i) at time $t$ (starting from the origin in internal state $j$ at $t=0$ ) is related to the probability propagator $R$ of reaching $(1, i)$ exactly at time $t$ by

$$
\begin{aligned}
P_{i j}(\mathbf{1}, t)= & \int_{0}^{1} R_{i ;}(\mathbf{1}, t-\tau) \\
& \times\left[1-\int_{0}^{\tau} \psi_{j}\left(\tau^{\prime}\right) d \tau^{\prime}\right] d \tau . \quad \text { (B4) }
\end{aligned}
$$

where the factor in square brackets takes into account events in which the centroid arrived at $(\mathbf{I}, i)$ at an earlier time $t-\tau$ and no further transition has occurred by time $t$. The variance, $\sigma^{2}(t)$, is related to $P$ as follows (12):

$$
\begin{align*}
\left\langle r^{2}(t)\right\rangle= & -\lim _{\mathbf{k} \rightarrow 0} \\
& {\left[\frac{\partial^{2}}{\partial k^{2}} \sum_{i j} \sum_{1} e^{i \mathrm{k} \cdot \mathbf{1}} P_{i j}(\mathbf{l}, t) \xi_{j}\right] . } \tag{B5}
\end{align*}
$$

where $g_{j}$ is the initial occupation probability of state $j$.

For a semi-Markovian (continuous time)


Fig. I. One-dimensional two-state migration of a dimer. (a) The two nonequivalent states of the dimer which participate in the migration mechanism on the lattice are denoted by 1 (straight) and 2 (staggered). The lattice spacing is denoted by $L$ and the dimer centroid is marked by $x$. (b) A mapping of the two-state mechanism shown in (a) onto a random-walk lattice with two states in the unit cell. The total transition rates out of states 1 and 2 are denoted by $A$ and $B$, respectively. The arrows show the direction of the transitions between the states.
random walk the probability propagator $R$ is related to $\underline{\Psi}_{i j}\left(\mathbf{I}, \mathbf{I}^{\prime}: \tau\right)$, the fundamental function characterizing the motion, via (12, 14)

$$
\begin{align*}
& R_{i j}(\mathbf{I}, t)-\sum_{v} \sum_{\mathrm{l}} p_{i s}\left(\mathbf{I}-\mathbf{I}^{\prime}\right) \int_{\|}^{\prime} \\
& \psi_{s}(\tau) R_{\mathrm{s}, j}\left(\mathbf{I}^{\prime}, t-\tau\right) d \tau=\delta_{1, t h} \delta_{i j} \delta(t) . \tag{B6}
\end{align*}
$$

Since the above is in convolution form in both the spatial and temporal variables, Fourier ( $\mathbf{I} \rightarrow \mathrm{k}$ ) and Laplace ( $t \rightarrow \|$ ) transformations. respectively, allow us to solve Eq. (B6) for $R$. Expressing all quantities as matrices of dimensions $N \times N$, where $N$ is the number of internal states we obtain ( 12,14 )

$$
\begin{equation*}
\underline{\mathbf{R}}(\mathbf{k}, w)=[\underline{\mathbf{I}}-\underline{\mathbf{p}}(\mathbf{k}) \Psi(u)]^{-1} . \tag{B7}
\end{equation*}
$$

Substitution of Eq. (B7) in Eq. (B4) for $P$ and subsequent use of Eq. (B5) allow the calculation of the diffusion constant by taking the long-time limit of the resulting expression. We emphasize that the quantities specifying the transition rates between the internal states (frequency factors $\nu_{j}$ and activation energies $E_{j}$ ) determine $\Psi$ and thus the diffusion constant $D$ (denoted by $k$ in the main text, see Eqs. (1), (2), and (6)).

For the special case of propagation via a two-internal-state mechanism in one dimension specific to the motion of a dimer (see Fig. 1) (other cases of higher dimensionality and increased complexity have been discussed by us elsewhere ( $/ 1-/ 4$ )) the matrix $\underline{\Psi}$ is given by (for nearestneighbor transitions)

$$
\begin{align*}
& \underline{\Psi}(1, t) \\
& =\left(\begin{array}{cc}
0 & \frac{1}{2} B e^{-B \prime}\left(\delta_{l, 0}+\delta_{l, l,}\right) \\
\frac{1}{2} A e^{--1 \prime}\left(\delta_{l, l}+\delta_{l,-t)}\right) & 0
\end{array}\right) \tag{B8}
\end{align*}
$$

where $L$ is the lattice spacing. Substituting Eq. (B8) in (B7) and following the subsequent steps yield

$$
\begin{equation*}
\sigma^{2}(t) \equiv\left\langle l^{2}(t)\right\rangle=\frac{A B}{A+B}\left(L^{2} t / 2\right) \tag{B9}
\end{equation*}
$$

A similar analysis has been performed for other two-state diffusion mechanisms, such
as mobile and immobile states (/2-14). In all these cases the expressions for $\sigma^{2}(t)$ are in terms of the transition rates between states of the diffusant, and the transition rate of diffusion, $k$, in the kinetic equation (Eq. 1) cannot be expressed as a simple single-exponential Arrhenius form.

Turning to the case of diffusion on a heterogeneous surface, i.e., a surface which contains two types of sites, with different rates of release out of these sites, two alternative methods of calculation have been developed (14). The first is a defectrenormalization technique, in which the probability propagators are renormalized to include the effect of the nonhomogeneity of the surface. For lack of space we will not describe it further, and refer the reader to a recent publication (/4). A second method is a generalization of the internal-state technique described above and consists of constructing superlattices with equivalent unit cells each containing an identical distribution of sites A and B. Thus. for example. the mapping in Fig. 1 can be considered as representing diffusion on a lattice with alternating sites A and B . For sites B a distance $n$ lattice spacings apart, a unit cell with $n-1$ sites of type A, and one of type B is used. The resulting expression for the diffusion constant is that given in Eq. (12). It is of interest to note that this expression is equivalent to that which is derived for a random distribution of the defects (sites $B$ ) in the average- $t$-matrix approximation, in which correlations between sites are neglected.
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The rates of surface catalytic reactions are, in principle, reflected in the frequency spectrum of adsurbate density fluctuations. These fluctuations change the incremental current (i.e., increment over the average current corresponding to the average surface coverage) noise due to electron transfer between the adsorbate and the substrate and to the scattering of the substrate electrons from the adsorbates. In an adiabatic limit, the incremental current noise is proportional to the conductivity modulation induced by the adsorbate density fluctuations and to the square of the applied voltage. Thus, the noise in the substrate current provides information about the surface reaction kinetics. This reaction may proceed either in equilibrium or in nonequilibrium. The adsorbate density spectrum has been calculated both in and out of equilibrium for two specific reactions. No major difference is found between the in and out of equilibrium cases. When these involve two-step processes, the adsorbate density correlation function is the sum of two decaying exponentials and the spectrum is the sum of two Lorentzians.

## 1. Introduction

Fluctuation spectroscopy provides a unique method for measuring the kinetic parameters of a chemical reaction. This method has been used by Feher and Weissman [1] to investigate the dissociation reaction of beryllium sulphate in an electrolytic solution. In this study we explore prospects for similar measurements in heterogeneous surface catalytic reactions using conductivity modulations of the substrate.

The adsorption-desorption process modulates the substrate current in two different ways; first, the adsorbates act as additional scattering centers for substrate electrons thereby decreasing the conductivity; second, there is some charge shared between the adsorbate and the substrate in forming the chemisorptive bond, thereby increasing or decreasing the current depending on whether the charge flows to or
f Work supported by NSF DMR-77-24957.
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* Present address: School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332, USA.
from the substrate. Thus, either in equilibrium or in the steady state of a substrate driven externally by an electric field, its conductivity is changed by the surface adsorbed layer. References of experimental evidence and theoretical investigations of this effect can be found in the review paper by Wissman [2]. In fact, modulations in the conductivity of a thin film about its average value as the density of the adsorbed layer fluctuates about the mean coverage has been used by Shanabarger [3] to measure reaction rates of hydrogen chemisorption on nickel.

In equilibrium, the fluctuations in the current constitute the well known Johnson noise. However, when an electric field is applied, there is an additional field dependent term in the fluctuations which varies quadratically with the electric field in the lowest order; the magnitude of this term is shown to be large enough to be detectable above the Johnson noise with current technology. We calculate this lowest order field dependent term in the adiabatic limit viz, in the limit when the characteristic reaction times are long compared to the interval between successive electron-impurity collisions in the substrate. In this regime, the incremental current (i.e., increment over the average current corresponding to the average surface coverage) fluctuations are entirely due to conductivity modulations for times of the order of the surface reaction time and the conductivity modulation itself arises from the fluctuations in the adsorbate density. We calculate the adsorbate density fluctuations both under equilibrium and non-equilibrium conditions for specific reactions.

Care needs to be exercised in evaluating the terms in the current noise varying quadratically with the electric field. In order to maximize the fluctuations it may be necessary to use fine point contacts around which the electric field is also intense. In such strong fields non-linear effects in the current-field response lead to a term in the current noise varying quadratically with the field. This needs to be compared with noise terms of the same order resulting from the surface reaction. In assessing this non-linear effect inherent in the pure sample we found it has spurious divergences at low frequencies if only elastic electron-impurity collisions are taken into account. Inclusion of inelastic scattering effects lead to a realistic and finite result for the non-linear effect and its magnitude is further shown, in the Appendix, to be small.

## 2. Theory

### 2.1. The adiabatic approximation

In considering the effects of adsorbates on the substrate conductivity we have essentially two time scales. One is the collision time characterizing the electronimpurity and electron-phonon scatterings in the bare substrate which is typically of the order of $10^{-13} \mathrm{~s}$; the other is the time associated with the surface kinetics, characteristically $10^{-2}$ to $10^{-6} \mathrm{~s}$ depending on the temperature. With such disparate
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time scales, it is reasonable to assume the electrons equilibrate to the instantaneous adsorbate density by rapid collisions so that the noise in the current reflects the reaction dynamics only at low frequencies, - this is the adiabatic limit. In this limit, the current density correlation function has a field-squared dependent contribution
$\overline{\left\langle j_{x}(t) j_{x}\left(t_{0}\right)\right\rangle} \overline{\left(t-t_{0}\right)>\text { collision time }} \overline{\left\langle j_{x}(t)\right\rangle\left\langle j_{x}\left(t_{0}\right)\right\rangle}=E^{2} \overline{\sigma_{x}(t) \sigma_{x}\left(t_{0}\right)}$,
where the overhead bar represents an averaging over the adatom density distribution and the triangular brackets an averaging over the electron distribution. The conductivity $\sigma(t)$ is now time dependent and corresponds to its instantaneous value dictated by the adsorbate density at that instant. We will first calculate the conductivity of a thick film with a constant adsorbate density and then allow it to follow the adatom density fluctuations exactly and instantaneously.

### 2.2. Conductivity of a thick film

We approximate the thick film (thick compared to the bulk mean free path of the electrons) by an infinite system containing free electrons suffering elastic collisions from randomly distributed bulk impurities. In addition, there is a layer of scatterers confined to a small thickness $d$ around $z=0$ but otherwise quite randomly arranged in the $x-y$ plane - these represent the adatoms. In this model, the clean surface reflects the electrons specularly resulting in no change in the conductivity - the adsorbed layer, however, scatters the electrons elastically but not specularly. Each adatom shares some charge with the substrate and thus is itself charged. Let $\alpha e$ be the charge on each adparticle. The screening of this charged layer is treated in the Thomas-Fermi approximation - the screened potential $V(z)$ is given by
$V(z)=V_{0} \exp (-\lambda|z|)$,
where
$V_{0}=-2 \pi e^{2} \alpha n_{s} d / \lambda$ and $\lambda^{2}=6 \pi n_{0} e^{2} / \epsilon_{\mathbf{F}}$,
where $n_{\mathrm{s}}, n_{0}$ are the densities of adparticles and electrons respectively and $\epsilon_{\mathrm{F}}$, the bulk chemical potential. The electronic density $n(z)$ adjusts itself to
$n(z)=n_{0}+\frac{1}{2} \alpha \lambda d n_{\mathrm{s}} \exp (-\lambda|z|)$.
The steady state Boltzmann transport equation for the substrate electrons accelerated by an applied electric field, $E$, in the $x$-direction is
$\frac{p_{z}}{m} \frac{\partial f}{\partial z}-\frac{\partial V}{\partial z} \frac{\partial f}{\partial p_{z}}+e E \frac{\partial f}{\partial p_{x}}=-\left[k_{0}+d k_{1} \delta(z)\right]\left(f-f^{0}\right) ;$
where the local electronic density is
$n(z)=2 \int \frac{\mathrm{~d} p}{(2 \pi)^{3}} f(p, z)$,
the bulk electronic density is
$n_{0}=2 \int \frac{\mathrm{~d} p}{(2 \pi)^{3}} f^{\circ}(p) ;$
and $k_{0}$ and $k_{1}$ are the scattering probabilities from bulk and surface impurities respectively.

The scattering probability can be clearly separated into the bulk and surface parts for low surface impurity concentrations. Assuming the form
$f=f^{0}+\frac{p_{x}}{m} g(p, z)$
and making a contact transformation from ( $z, p_{z}$ ) to energy ( $\epsilon$ ) and epoch ( $\tau$ ) we have
$\frac{\partial p_{z}}{\partial \tau}=-\frac{\partial V}{\partial z} \quad$ and $\quad \frac{p_{z}}{m}=\frac{\partial z}{\partial \tau}=\left(\frac{2}{m}(\epsilon-V(z))\right)^{1 / 2}$.
For $V_{0}>0, g(\epsilon, \tau)$ is found to be
$g(\epsilon, \tau)=-\frac{e E \partial f^{0}}{k_{0} \partial \epsilon}\left[1-\frac{k_{1} d\left(m / 2\left(\epsilon-V_{0}\right)\right)^{1 / 2} \theta\left(\epsilon-V_{0}\right) \theta(\tau) \exp \left(-k_{0} \tau\right)}{1}+k_{1} d\left(m / 2\left(\epsilon-V_{0}\right)\right)^{1 / 2} \theta\left(\epsilon-V_{0}\right)\right]$,
where $\theta(x)=0$ for $x<0$ and $\theta(x)=1$ for $x>0$. The factor $\theta\left(\epsilon-V_{0}\right)$ is absent for $V_{0}<0$. The total current
$\left\langle J_{x}^{\text {total }}\right\rangle=2 \int_{0}^{\infty}\left\langle j_{x}(z)\right\rangle \mathrm{d} z$
is given in terms of the average current density
$\left\langle j_{x}\right\rangle=\frac{2 e}{m^{2}} \int p_{x}^{2} g(p, z) \frac{\mathrm{d} p}{(2 \pi)^{3}}$.
For a sample of thickness $L$, the conductivity in the two limiting cases $d \ll v_{\boldsymbol{f}} / k_{1}$ and $d \gg v_{f} / k_{1}$ is
$\sigma_{x}=\frac{J_{x}^{\text {total }}}{L E}= \begin{cases}\frac{\bar{n} e^{2}}{m k_{0}}\left[1-\frac{n(0)}{\bar{n}} \frac{k_{1} d}{k_{0} L}\right], & \text { for } d \ll v_{\mathrm{f}} / k_{1}, \\ \frac{\bar{n} e^{2}}{m k_{0}}\left[1-\frac{3}{8} \frac{n(0)}{\bar{n}} \frac{v_{\mathrm{f}}}{k_{0} L}\left(1-\frac{V_{0}}{\epsilon_{\mathrm{F}}}\right)\right], & \text { for } d \gg v_{\mathrm{f}} / k_{1},\end{cases}$
where
$\bar{n}=\frac{1}{L} \int_{-L / 2}^{+L / 2}$
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$\sigma=\sigma_{b}[1-]$
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where
$\bar{n}=\frac{1}{L} \int_{-L / 2}^{+L / 2} n(z) \mathrm{d} z \quad$ and $\quad n(0)=n_{0}+\frac{1}{2} \alpha \lambda n_{\mathrm{s}} d$.
The first term in eq. (6) is the conductivity of a bulk sample with electronic density $\bar{n}$.

The two limiting cases correspond to the thickness of the surface layer being small or large compared to the surface mean free path of the electrons. For $v_{\mathrm{f}} / k_{1} \geqslant$ $d$ an electron samples both types of scatterers between collisions and we expect a result reminiscent of Matthiessen's rule, but not exactly, since the two types of scatterers are not uniformly distributed throughout the sample for Matthiessen's rule to be valid strictly. This is indeed seen to be true in the first case of eq. (6); that result is the first term in the expansion of the total resistance being the sum of the bulk and the surface resistances. In the opposite limit an electron suffers many collisions in the surface layer before being scattered out of it - the correction to the bulk conductivity is seen to be independent of the surface mean free path.

The effect of charge sharing is evident in the factors $\bar{n}, n(0)$ and $V_{0}$; in this model, in the absence of scattering from impurities the change in conductivity from that of the pure sample is entirely due to charge sharing and is given by
$\left(\sigma_{x}-\sigma_{\mathrm{b}}\right) / \sigma_{\mathrm{b}}=\left(\bar{n}-n_{0}\right) / n_{0}$,
for all values of the surface mean free path (although eq. (3) is strictly valid only for low adsorbate densities). For $\alpha=0.1, L=10^{-6} \mathrm{~cm}$, surface area $=10^{-3} \mathrm{~cm}^{2}$, $n_{0}=10^{23} / \mathrm{cm}^{3}$ and $d n_{\mathrm{s}}=10^{14} \mathrm{~cm}^{2},\left(\bar{n}-n_{0}\right) / n_{0} \sim 10^{-3}$. On the other hand, in the absence of charge sharing ( $\alpha=0$, i.e., $\bar{n}=n_{0}, n(0)=n_{0}$ ) the change in conductivity is entirely due to scattering and is given by
$\left(\sigma_{x}-\sigma_{\mathrm{b}}\right) / \sigma_{\mathrm{b}}= \begin{cases}-k_{1} d / k_{0} L, & \text { for } k_{1} d \ll v_{\mathrm{f}}, \\ -3 v_{\mathrm{f}} / 8 k_{0} L, & \text { for } k_{1} d \gg v_{\mathrm{f}} .\end{cases}$
For $k_{1} d \ll v_{\mathrm{f}}$ we take $d n_{\mathrm{s}}=10^{14} / \mathrm{cm}^{2}, n_{\mathrm{b}}=10^{22} / \mathrm{cm}^{3}, v_{\mathrm{f}} / k_{0}=10^{-7} \mathrm{~cm}$ and $k_{1} / k_{0}=$ $n_{\mathrm{s}} / n_{\mathrm{b}}$; then $\left(\sigma_{x}-\sigma_{\mathrm{b}}\right) / \sigma_{\mathrm{b}} \sim 10^{-2}$. For $k_{1} d \gg v_{\mathrm{f}}$ we take $n_{\mathrm{b}}=10^{23} / \mathrm{cm}^{3}, v_{\mathrm{f}} / k_{0}=10^{-8}$ cm ; then $\left(\sigma_{x}-\sigma_{\mathrm{b}}\right) / \sigma_{\mathrm{b}} \sim 10^{-3}$.

Fuchs [4] has shown that the conductivity of a film of thickness $L$ for $L \geqslant v_{\mathrm{f}} / k_{0}$ is
$\sigma=\sigma_{b}\left[1-\frac{3}{8} \frac{v_{\mathrm{f}} / k_{0}}{L}(1-S)\right]$,
where $\sigma_{\mathrm{b}}$ is the bulk conductivity of the material i.e., $\sigma_{\mathrm{b}}=n_{0} e^{2} / m k_{0}$ and $S$ is the probability of specular reflection. In our equation (6) it is evident that for $k_{1} \rightarrow \infty$, $\sigma \rightarrow \sigma_{0}\left(1-3 v_{f} / 8 k_{0} L\right)$, where $\sigma_{0}=\bar{n} e^{2} / m k_{0}$; this corresponds to totally diffuse scattering (the amplitude of the forward wave being zero). Also, for $k_{1} \rightarrow 0, \sigma \rightarrow \sigma_{\mathrm{b}}$;
this corresponds to specular reflection. These two limits agree with Fuchs' results
terms. The
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$$
\begin{align*}
& \left\langle j_{x}(t) j_{x}\left(t_{0}\right)\right\rangle=-\frac{k_{0}}{n}\left[\left(t-t_{0}\right)+\frac{1}{k_{0}}\right] \exp \left[-k_{0}\left(t-t_{0}\right)\right]\left\langle j_{x}^{b}\right\rangle\left\langle j_{x}^{s+b}\right\rangle \\
& \quad-\frac{1}{n} \exp \left[-k_{0}\left(t-t_{0}\right)\right]\left[1+k_{0}^{2}\left(t-t_{0}\right)\left\{t-t_{0}+\frac{1}{k_{0}}\right\}\right]\left[\langle j _ { x } ^ { s + b } - j _ { x } ^ { b } \rangle \left\langle\left\langle j_{x}^{s+b}\right\rangle\right.\right. \\
& \quad+\frac{n e^{2}}{m^{2}} \exp \left[-k_{0}\left(t-t_{0}\right)\right] \int p_{0 x}^{2} f^{0}\left(p_{0}, z_{0}\right)\left[1-\phi\left(\epsilon^{0}, y^{0}\right) \theta\left(t-t_{0}-y^{0}\right)\right] \mathrm{d} p_{0 x} \mathrm{~d} \epsilon^{0} \mathrm{~d} y^{0} \\
& \quad-e E\left(t-t_{0}\right) \exp \left[-k_{0}\left(t-t_{0}\right)\right]\left\langle j_{x}^{s+b}\right\rangle \\
& \quad+\frac{n e^{2}}{m^{2}}\left(\frac{e E}{k_{0}}\right)^{2} \exp \left[-k_{0}\left(t-t_{0}\right)\right] \int p_{0 x} \frac{\partial f^{0}}{\partial p_{x}}\left[1-\phi\left(\epsilon^{0}, y^{0}\right) \exp \left(-k_{0} y^{0}\right)\right] \\
& \quad \times\left[2+k_{0}\left(t-t_{0}\right)\right] \\
& \quad \times \phi\left(\epsilon^{0}, y^{0}\right) \theta\left(t-t_{0}-y^{0}\right) \mathrm{d} p_{0 x} \mathrm{~d} \epsilon^{0} \mathrm{~d} y^{0}+\frac{2}{n} \exp \left[-k_{0}\left(t-t_{0}\right)\right]\left\langle\left\langle_{x}^{s+b}\right\rangle\left\langle i_{x}^{b}\right\rangle\right. \tag{11}
\end{align*}
$$

where
$\phi\left(\epsilon^{0}, y^{0}\right)=\frac{k_{1} d \theta\left(\epsilon^{0}-V_{0}\right) \theta\left(y^{0}\right)}{k_{1} d+\left(2\left(\epsilon^{0}-V_{0}\right) / m\right)^{1 / 2}} ;$
$\left\langle\psi_{x}^{b}\right\rangle$ is the average total current through a bulk sample; $\left\rangle_{x}^{s+b}\right\rangle$ is the average total current through a thick film as calculated from (5a) above; $y=\tau-\tau_{c}$; and the quantities with superscript zero refer to their values at $t_{0}$. The limiting values of (11) are
(a) $\left.\left\langle j_{x}(t) j_{x}\left(t_{0}\right)\right\rangle \xrightarrow\left[\left(t-t_{0}\right) k_{0}\right\rangle_{1}\right]{\langle j}\langle x\rangle^{2} \quad$ as it should;
(b) $\left\langle j_{x}(t) j_{x}\left(t_{0}\right)\right\rangle \underset{E=0}{\longrightarrow} \frac{n e^{2}}{m^{2}} \exp \left[-k_{0}\left(t-t_{0}\right)\right] \int p_{0 x}^{2} f^{0}\left(p_{0}, z_{0}\right)$

$$
\times\left[1-\phi\left(\epsilon^{0}, y^{0}\right) \theta\left(t-t_{0}-y^{0}\right)\right] \mathrm{d} p_{0 x} \mathrm{~d} p_{0 y} \mathrm{~d} \epsilon^{0} \mathrm{~d} y^{0}
$$

which can easily be shown to be the Johnson noise term.
So far, the current and the current autocorrelation function have been averaged over the electronic distribution function only. This has to be further averaged over the adatom distribution function. Eq. (11) gives the current autocorrelation function, averaged over the electronic distribution, for all values of $t$ and $t_{0}$. When further averaged over the adatom distribution function it reduces to (1) in the adiabatic limit $\left(t-t_{0} \gg 1 / k_{0}\right)$. For a thick film, $\sigma$ has already been calculated in ( 6 ) for two limiting cases, (a) $k_{1} d \leqslant v_{\mathrm{f}}$ and (b) $k_{1} d \geqslant v_{\mathrm{f}}$.

For case (a), $k_{1} d \preccurlyeq v_{\mathrm{f}}$
$\sigma(t)=\frac{\bar{n}(t) e^{2}}{m k_{0}}-\frac{n(z=0, t) e^{2}}{m k_{0}^{2}} \frac{d}{L} k_{1}(t)$,
where
$\bar{n}(t)=n_{0}+\alpha(d / L) n_{\mathrm{s}}(t)$,
$n(z=0, t)=n_{0}+\frac{1}{2} \lambda \alpha d n_{\mathrm{s}}(t)$,
$k_{1}(t)=\frac{m n_{\mathrm{s}}(t) p_{\mathrm{f}}}{(2 \pi)^{2}} \int|u(\theta)|^{2} \mathrm{~d} \Omega ;$
$k_{1}(t)=\left(n_{\mathrm{s}}(t) / n_{\mathrm{b}}\right) k_{0}$, assuming the same scattering potential for both bulk and surface impurities. Now, $n_{s}(t)$ is the adsorbate density varying about its mean coverage value and $n_{\mathrm{b}}$, the density of the bulk scatterers. The fluctuation $\delta \sigma(t)$ of $\sigma(t)$ about its average value up to first order in $\delta n_{\mathrm{s}}(t)$ is
$\frac{\delta \sigma(t)}{\sigma_{\mathrm{b}}}=\frac{d}{L} \frac{\delta n_{\mathrm{s}}(t)}{n_{\mathrm{o}}}\left[\alpha-\frac{n_{0}}{n_{\mathrm{b}}}\left(1+\frac{\alpha \lambda d n_{\mathrm{s}}}{n_{\mathrm{b}}}\right)\right] \simeq-\frac{d}{L} \frac{\delta n_{\mathrm{s}}(t)}{n_{\mathrm{b}}}$
for $\alpha=0.1, n_{0}=10^{23} / \mathrm{cm}^{3}, n_{\mathrm{b}}=10^{22} / \mathrm{cm}^{3}, \lambda=10^{8} \mathrm{~cm}^{-1}, d n_{\mathrm{s}}=10^{14} / \mathrm{cm}^{2}$. To make an order of magnitude estimate of the reaction noise, we take a Ni film $10^{-6} \mathrm{~cm}$ thick, 1 cm long and $10^{-3} \mathrm{~cm}$ wide. The resistance of such a film is $10 \mathrm{k} \Omega$ and the current flowing through it is 1 mA for 10 V applied across the film. The incremental current autocorrelation function is given by
$\overline{\langle\delta j(t) \delta j(0)\rangle} \sim E^{2} \sigma_{\mathrm{b}}^{2}(d / L)^{2} \overline{\delta n_{\mathrm{s}}(t) \delta n_{\mathrm{s}}(0)} / n_{\mathrm{b}}^{2}$.
We assume the coverage correlation function to be of the form
$\overline{\delta \theta(t) \delta \theta(0)}=\overline{(\delta \theta)^{2}} \mathrm{e}^{-t / \tau}$
and $\tau=10^{-3} \mathrm{~s}$. The reaction noise has to be compared with the inherent Johnson noise due to the resistance of the film. Nyquist's theorem for Johnson noise states that
$\overline{(\delta V)_{\text {Johnson }}^{2}}=\int_{-\infty}^{+\infty} c(\omega) \mathrm{d} \omega=4 R K_{\mathrm{B}} T \Delta \omega$,
where $\overline{(\delta V})_{\text {Johnson }}^{2}$ is the mean squared voltage fluctuation across the sample; $c(\omega)$, the spectral density of $V(t)$ - this is also the Fourier transform of $\overline{\delta V(t) \delta V(0)}$ according to the Wiener-Khintchine theorem; $R$, the resistance of the sample; $K_{\mathrm{B}}$, Boltzmann's constant; $T$, the temperature and $\Delta \omega$, the bandwidth. Johnson noise is white up to a frequency $\omega_{0}$, where $\omega_{0}^{-1}$ is the electron-impurity collision time. For our sample,
$c(\omega)=4 R K_{\mathrm{B}} T \sim 10^{-16} \mathrm{~V}^{2}$. sat 300 K.
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Defining the mean squared voltage fluctuation and the spectral density for the reaction noise in a similar manner, we obtain
$c_{\text {reaction }}(\omega)=\frac{V^{2} d n_{\mathrm{s}}}{n_{\mathrm{b}}^{2} L S} \frac{2 \tau}{1+(\omega \tau)^{2}}$,
where $S$ is the surface area of the film. Thus,
$c_{\text {reaction }}(\omega=0) / c_{\text {Johnson }} \sim 10$.
For case (b), when $k_{1} d \geqslant v_{\mathrm{f}}$,
$\sigma(t)=\frac{\bar{n}(t) e^{2}}{m k_{0}}-\frac{3}{8} \frac{n(0) e^{2} v_{\mathrm{f}}}{m k_{0}^{2} L}\left(1-\frac{V_{0}}{\epsilon_{\mathrm{F}}}\right)$,
so that
$\delta \sigma(t) / \sigma_{\mathrm{b}} \sim \alpha d n_{\mathrm{s}}(t) / L n_{\mathrm{b}}$,
where we take $n_{\mathrm{b}}=10^{23} / \mathrm{cm}^{3}, \alpha=0.1 v_{\mathrm{f}} / k_{0}=10^{-8} \mathrm{~cm}$ and all other quantities the same as above. In this case
$c_{\text {reaction }}(\omega=0) / c_{\text {Johnson }} \sim 10^{-3}$.

### 2.4. Adsorbate correlation function

### 2.4.1. Equilibrium reaction

We have seen that in the adiabatic approximation the current auto-correlation function becomes proportional to the adsorbate density correlation; the latter was assumed to bear an exponential character decaying with a life time equal to the reaction time. We can calculate this quantity using a simple model for reaction kinetics with two constant rates, viz, the rates of adsorption and desorption. In this model a particle ariiving at a site is always adsorbed (low gas phase pressure and unit sticking coefficient); it stays on the surface on the average for a length of time called the residence time until thermal fluctuations force it out of the surface. The surface is vacant for an average length of time until another particle gets adsorbed. The probability $p(t)$ that a site is occupied at time $t$ obeys the equation
$p(t+\mathrm{d} t)=[1-p(t)] \nu \mathrm{d} t+(1-\lambda \mathrm{d} t) p(t)$,
where $\nu$ and $\lambda$ are the adsorption and desorption rates respectively. The solution of this equation is
$p(t)=\frac{\nu}{\lambda+\nu}+\exp [-(\lambda+\nu) t]\left[p(0)-\frac{\nu}{\lambda+\nu}\right]$.
The average occupation at a site is $\nu /(\lambda+\nu)$. The occupation correlation function $c(t)$ is defined as
$c(t)=\overline{\delta n(t) \delta n(0)}=[p(t)]_{p(0)=1} \frac{\nu}{\lambda+\nu}-\left(\frac{\nu}{\lambda+\nu}\right)^{2}$,
or
$c(t)=\frac{\nu \lambda}{(\nu+\lambda)^{2}} \exp [-(\lambda+\nu) t] \quad$ and $\quad c(\omega)=\frac{2 \nu \lambda}{(\nu+\lambda)} \frac{1}{\omega^{2}+(\lambda+\nu)^{2}}$,
where $c(\omega)$ is the Fourier transform of $c(t)$ and equals the power spectrum by the Wiener-Khintchine theorem. We thus obtain the exponential form of the adsorbate correlation function. For low gas pressures, $\lambda \gg \nu$ and $c(t) \simeq n_{\text {equil }} \mathrm{e}^{-\lambda t}$. The single Lorentzian form for $c(\omega)$ is a consequence of assuming constant reaction rates $\nu$ and $\lambda$-this is the case for a single step activated reaction process. However, for more complicated processes, viz. those involving two or more adsorption wells, the reaction rates vary with time and the correlation function becomes a sum of decaying exponentials, the correlation times being functions of all the rates involved. The corresponding spectrum is a sum of Lorentzians.

As an illustrative example of such a reaction we consider the adsorption of hydrogen on nickel in equilibrium:
$\mathrm{H}_{2}^{\text {gas }} \rightleftharpoons \mathrm{H}_{2}^{\mathrm{a}}, \quad \mathrm{H}_{2}^{\mathrm{a}} \rightleftharpoons 2 \mathrm{H}^{\mathrm{a}}$.
The chemisorption of atomic hydrogen proceeds via a precursor physisorbed state for molecular hydrogen [3,5] as shown in fig. 1 . We assume that the two adsorption


Fig. 1. Potential energy curve for two-step adsorption of hydrogen on nickel.
wells are ei probability $\frac{\mathrm{d}}{\mathrm{d} t} n_{\mathrm{g}}=K_{\mathrm{d}} I$
$\frac{\mathrm{d} N_{1}}{\mathrm{~d} t}=-K_{\mathrm{d}}$
$\frac{1}{2} \frac{\mathrm{~d} N_{2}}{\mathrm{~d} t}=K_{2}^{\prime}$
where $n_{\mathrm{g}}=$ adsorbates i sity of adsor area of the gas, and $\delta=$

The rate from the equ $\frac{\mathrm{d}}{\mathrm{d} t} \delta \boldsymbol{n}=M^{\prime} \delta$, where $M^{\prime}$ is the eigenvalu involving $\delta n_{1}$
$\frac{\mathrm{d}}{\mathrm{dt}} \delta \boldsymbol{n}=M \delta \boldsymbol{n}$
and
$M=\left\{\begin{array}{l}-K_{\mathrm{d}}+\frac{1}{l} \\ 2 K_{2} \frac{\overline{n_{2}}}{\overline{n_{1}}}\end{array}\right.$
where $K_{\mathrm{a}}=\delta v$
$\lambda^{2}-\lambda\left[K_{d}+\frac{\Lambda}{\lambda}\right.$
$+\frac{4 \bar{n}_{1} K_{1}(1}{\bar{n}_{2}}$
and the corres:
$\tilde{n}_{\lambda}=\binom{1}{A}$,
wells are cither at two different sites or, if they are at the same site, the occupation probability of one is independent of that in the other. The rate equations are
$\frac{\mathrm{d}}{\mathrm{d} t} n_{\mathrm{g}}=K_{\mathrm{d}} N_{1} \frac{S}{V}-\delta \frac{S}{V} n_{\mathrm{g}} v_{\mathrm{th}}\left(1-\frac{N_{1}}{N_{\mathrm{s}}}\right)$,
$\frac{\mathrm{d} N_{1}}{\mathrm{~d} t}=-K_{\mathrm{d}} N_{1}+\delta n_{\mathrm{g}} v_{\mathrm{th}}\left(1-\frac{N_{1}}{N_{\mathrm{s}}}\right)+K_{2}^{\prime}\left(1-\frac{N_{1}}{N_{\mathrm{s}}}\right) S N_{2}^{2}-K_{1}\left(1-\frac{N_{2}}{N_{\mathrm{s}}}\right)^{2} N_{1}$,
$\frac{1}{2} \frac{\mathrm{~d} N_{2}}{\mathrm{~d} t}=K_{2}^{\prime}\left(1-\frac{N_{1}}{N_{\mathrm{s}}}\right) S N_{2}^{2}-K_{1}\left(1-\frac{N_{2}}{N_{\mathrm{s}}}\right)^{2} N_{1}$,
where $n_{\mathrm{g}}=$ density of gas phase hydrogen molecules, $N_{1}=$ surface density of adsorbates in well $1, N_{2}=$ surface density of adsorbates in well $2, N_{s}=$ surface density of adsorption sites, $v_{\mathrm{th}}=$ thermal velocity of hydrogen in gas phase, $S=$ surface area of the sample, $V=$ volume of the gas, $V / S=$ mean free path of the hydrogen gas, and $\delta=$ sticking coefficient.

The rate equations can be linearized in the excursions $\delta n$ (where $n_{1}=N_{1} / N_{\mathrm{S}}$ ) from the equilibrium value $\bar{n}$. In matrix form, the linearized equation is
$\frac{\mathrm{d}}{\mathrm{d} t} \delta \boldsymbol{n}=M^{\prime} \delta \boldsymbol{n}$,
where $M^{\prime}$ is a $3 \times 3$ matrix. However, since $V n_{g}+S\left(N_{1}+\frac{1}{2} N_{2}\right)$ is a constant, one of the eigenvalues of $M^{\prime}$ is zero. The three component equation can be reduced to two involving $\delta n_{1}$ and $\delta n_{2}$ only. Thus
$\frac{\mathrm{d}}{\mathrm{d} t} \delta \boldsymbol{n}=M \delta n, \quad$ where $\quad \delta n_{1,2}=\frac{\delta N_{1,2}}{n_{s}}$,
and
$M=\left[\begin{array}{ll}-K_{\mathrm{d}}+\frac{K_{\mathrm{a}}}{N_{\mathrm{s}}} \bar{n}_{\mathrm{g}}+K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)+K_{2} \frac{\bar{n}_{2}^{2}}{n_{1}} & \frac{2 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-\frac{K_{\mathrm{a}}\left(1-\bar{n}_{1}\right) S / V}{2} \\ 2 K_{2} \frac{\bar{n}_{2}^{2}}{\bar{n}_{1}} & -4 \frac{K_{1} \bar{n}_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}\end{array}\right]$,
where $K_{\mathrm{a}}=\delta v_{\mathrm{th}}$ and $K_{2}=K_{2}^{\prime} S N_{\mathrm{s}}$. The eigenvalues $\lambda_{1,2}$ of $M$ are the roots of

$$
\begin{align*}
\lambda^{2} & -\lambda\left[K_{\mathrm{d}}+\frac{K_{\mathrm{a}}}{N_{\mathrm{s}}} \bar{n}_{\mathrm{g}}+K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)+\frac{K_{2} \bar{n}_{2}^{2}}{\bar{n}_{1}}+\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}\right] \\
& +\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}\left[K_{\mathrm{d}}+\frac{K_{\mathrm{a}}}{N_{\mathrm{s}}} \bar{n}_{\mathrm{g}}+K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)\right]+\frac{K_{2} \bar{R}_{2}^{2}}{\bar{n}_{1}} K_{\mathrm{a}}\left(1-\bar{n}_{1}\right) \frac{S}{V}=0 \tag{12}
\end{align*}
$$

and the corresponding eigenvector $\tilde{n}_{\mathrm{\lambda}}$ is

$$
\bar{p}_{\lambda}=\binom{1}{A}, \quad \text { where } \quad A=\frac{\lambda_{1}+\lambda_{2}-\dot{\lambda}-4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}}{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}-K_{2}\left(1-\bar{n}_{1}\right) S / V} .
$$

The deviation of the adsorbate density from equilibrium is then
$\delta n_{1,2}=\sum_{i=1}^{2} C_{\lambda_{i}} \exp \left(-\lambda_{i} t\right) \tilde{n}_{\lambda_{i}}$
In particular,
$\delta n_{1}(t)=\delta n_{1}(0)\left[(1-D) \exp \left(-\lambda_{1} t\right)+D \exp \left(-\lambda_{2} t\right)\right]$,
$\delta n_{2}(t)=\delta n_{2}(0)\left[(1-C) \exp \left(-\lambda_{1} t\right)+C \exp \left(-\lambda_{2} t\right)\right]$,
where
$D=\frac{1}{\lambda_{1}-\lambda_{2}}\left[\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-\lambda_{2}+\frac{\delta n_{2}(0)}{2 \delta n_{1}(0)}\left(\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)\right)\right]$
and
$C=2 D \frac{\delta n_{1}(0)}{\delta n_{2}(0)}\left[\frac{\lambda_{1}-4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}}{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}-K_{\mathrm{a}}(S / V)\left(1-\bar{n}_{1}\right)}\right]$.
When a two step chemical reaction, as in our example, occurs on the surface, adsorbates in both wells act as scattering centres for the substrate electrons, so the relevant correlation function is ( $n=n_{1}+n_{2}$ )

$$
\begin{aligned}
& \langle\delta n(t) \delta n(0)\rangle=\exp \left(-\lambda_{1} t\right)\left\langle(\delta n(0))^{2}\right\rangle-\left(\frac{\exp \left(-\lambda_{1} t\right)-\exp \left(-\lambda_{2} t\right)}{\lambda_{1}-\lambda_{2}}\right) \\
& \quad \times\left(1+2 \frac{\lambda_{1}-4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}}{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)-K_{\mathrm{a}}(S / V)\left(1-\bar{n}_{1}\right)}\right)\left[\left(\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-\lambda_{2}\right)\right. \\
& \left.\quad \times\left\langle\delta n_{1}(0) \delta n(0)\right\rangle+\frac{1}{2}\left(\delta n(0) \delta n_{2}(0)\right\rangle\left(\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)\right)\right] .
\end{aligned}
$$

However, only the chemisorbed atoms are engaged in forming a chemisorptive bond involving charge sharing - for this effect the relevant correlation function is

$$
\begin{aligned}
& \left\langle\delta n_{2}(t) \delta n_{2}(0)\right\rangle=\left\langle\left(\delta n_{2}(0)\right)^{2}\right\rangle \exp \left(-\lambda_{1} t\right)-2\left[\frac{\exp \left(-\lambda_{1} t\right)-\exp \left(-\lambda_{2} t\right)}{\lambda_{1}-\lambda_{2}}\right] \\
& \quad \times\left[\frac{\lambda_{1}-4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}}{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right) / \bar{n}_{2}-K_{\mathrm{a}}(S / V)\left(1-\bar{n}_{1}\right)}\right]\left[\left(\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-\lambda_{2}\right)\right. \\
& \quad \times\left\langle\delta n_{1}(0) \delta n_{2}(0)\right\rangle \\
& \left.\quad+\frac{1}{2}\left\langle\left(\delta n_{2}(0)\right)^{2}\right\rangle\left(\frac{4 \bar{n}_{1} K_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}-K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)\right)\right] .
\end{aligned}
$$

The equal time correlation functions can be calculated from thermodynamic considerations. For this chemical reaction, given by $\Sigma_{j} A_{j} \nu_{j}=0$, where $A_{j}$ denotes
the chemical ical potentia expanded $a b$
$S=S_{0}+\sum_{i}$
Furthermore reaction tak $i$ th species.
$S=S_{0}-\frac{1}{2 T}$
for non-inte entropy $S$ is
$\left\langle\left(\delta N_{i}\right)^{2}\right\rangle=K$
$\left\langle\delta N_{i} \delta N_{j}\right\rangle=$

In the react limiting step state, i.e., $K$
$\lambda_{1}=\frac{K_{2} \bar{n}_{2}}{\bar{n}_{1}}+$
The slower sorptive wel as indicated pared to $K_{d}$ 2 to the bat high gas pre $K_{2}$ is small root $\lambda_{1}$ now in the reactic

Since the steps in the ranges. For heated from Lichtman, S (a) Between
the chemical symbol of the $j$ th species and $\nu_{j}$ are integers; the corresponding chemical potential $\mu_{j}$ satisfy the equation $\Sigma_{j} \nu_{j} \mu_{j}=0$. The entropy $S$ of the system can be expanded about its equilibrium value $S_{0}$ in the deviations $\delta N_{i}$ as

$$
S=S_{0}+\sum_{i} \frac{\partial S}{\partial N_{i}} \delta N_{i}+\frac{1}{2}\left[\sum_{i} \frac{\partial^{2} S}{\partial N_{i}^{2}}\left(\delta N_{i}\right)^{2}+\sum_{i, j} \frac{\partial^{2} S}{\partial N_{i} \partial N_{j}} \partial N_{i} \partial N_{j}\right]+\ldots
$$

Furthermore, $\delta N_{i}=v_{i} \delta N$, where $\delta N$ is the increment of the number of times the reaction takes place, and $\mu_{i}=-T \partial S / \partial N_{i}$, where $\mu_{i}$ is the chemical potential of the $i$ th species. Then
$S=S_{0}-\frac{1}{2 T} \sum_{i} \nu_{i}^{2} \frac{\partial \mu_{i}}{\partial N_{i}}(\delta N)^{2}$
for non-interacting species of reactants. The probability $P$ that the system has entropy $S$ is $\exp \left(-S / K_{\mathrm{B}}\right)$ and therefore,
$\left\langle\left(\delta N_{i}\right)^{2}\right\rangle=K_{\mathrm{B}} T \nu_{i}^{2}\left(\sum_{i} \nu_{i}^{2} \frac{\partial \mu_{i}}{\partial N_{i}}\right)^{-1}$,
$\left\langle\delta N_{i} \delta N_{j}\right\rangle=K_{\mathrm{B}} T \nu_{i} \nu_{j}\left(\sum_{i} \nu_{i}^{2} \frac{\partial \mu_{i}}{\partial N_{i}}\right)^{-1}$
In the reaction considered here, $A_{1}=H_{2}^{\mathrm{a}}, A_{2}=H^{\mathrm{a}}, \nu_{1}=1$ and $\nu_{2}=-2$. If the rate limiting step in this two step reaction is between the gas phase and the precursor state, i.e., $K_{\mathrm{a}}, K_{\mathrm{d}} \ll K_{1}, K_{2}$ [3], then from (12)
$\dot{\lambda}_{1}=\frac{K_{2} \bar{n}_{2}}{\bar{n}_{1}}+4 K_{1} \frac{\bar{n}_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}} \gg \lambda_{2}=K_{\mathrm{d}}+\frac{K_{\mathrm{a}}}{n_{\mathrm{s}}} \bar{n}_{\mathrm{g}}+K_{\mathrm{a}} \frac{S}{V}\left(1-\bar{n}_{1}\right)$.
The slower rate $\lambda_{2}$ dominates the approach to equilibrium. Although the chemisorptive well is deeper than the precursor well, the reaction may still be rate limited as indicated above if the prefactor in $K_{\mathrm{d}}$ is so small as to make $K_{2}$ seem large compared to $K_{\mathrm{d}}$. One possible reason for this may be due to a stronger coupling of well 2 to the bath compared to well 1 . On the other hand, if we assume that for fairly high gas pressures well 1 fills up rapidly and then slowly empties into well 2, and $K_{2}$ is small at room temperatures, then $K_{1}, K_{2} \ll K_{\mathrm{a}}, K_{\mathrm{d}}$ and $\lambda_{1} \ll \lambda_{2}$. The smaller rout $\lambda_{1}$ now governs the approach to equilibrium. Thus, if a true bottleneck exists in the reaction, it is reflected in the rate at which the correlation function decays.

Since the individual rates $K_{\mathrm{a}}, K_{\mathrm{d}}, K_{1}$ and $K_{2}$ are functions of temperature, some steps in the reaction are more important than others at different temperature ranges. For instance, when a (100) nickel film with adsorbed hydrogen is slowly heated from 300 K to 1300 K , electron-impact desorption technique applied by Lichtman, Simon and Kirst [5] indicate that the following picture is reasonable:
(a) Between 300 K and 500 K , adatoms empty from well 1 into well $2, K_{2}$ and $K_{\mathrm{d}}$
are negligible and
$\lambda_{1}=\frac{K_{\mathrm{a}}}{N_{\mathrm{s}}}\left[\bar{n}_{\mathrm{g}}+\frac{N_{\mathrm{s}} S}{V}\left(1-\bar{n}_{1}\right)\right], \quad \lambda_{2}=\frac{4 K_{1} \bar{n}_{1}\left(1-\bar{n}_{2}\right)}{\bar{n}_{2}}$.
Then,
$\left\langle\delta n_{2}(t) \delta n_{2}(0)\right\rangle=\exp \left(-\lambda_{2} t\right)\left\langle\delta n_{2}^{2}\right\rangle$,
so that the effect of charge sharing contains only one decaying exponential. The other correlation function $\langle\delta n(t) \delta n(0)\rangle$ contains both the exponential factors.
(b) Between 500 K and 730 K the adsorbates in well 2 have enough activation energy to desorb thermally, so that $K_{2}$ and $K_{\mathrm{d}}$ are large whereas $K_{1}$ and $K_{\mathrm{a}}$ are small. Then, $\lambda_{1}=0, \lambda_{2}=K_{\mathrm{d}}+K_{2} \bar{n}_{2}^{2} / \bar{n}_{1}$.

It should be mentioned that a large discrepancy exists among the results of various experimentalists for the case of hydrogen adsorbed on nickel. In particular, in the electron probe surface spectroscopy experiments by Lichtman, Simon and Kirst [6] there is a possibility that the state of the adsorbate might be modified during the electron-induced desorption [7]. Furthermore, their experiment shows desorption to be essentially complete by about 730 K whereas flash desorption experiments by Lapujoulade and Neil [7] exhibit complete desorption by 500 K .

Again, the correlation functions have only one decaying exponential factor; assuming a reasonable value for $K_{\mathrm{d}}, K_{2}$ can now be determined from $\lambda$. Thus, working at suitable temperature ranges furnishes the possibility of obtaining the individual reaction rates which are otherwise buried in the general rate constants $\lambda_{1}$ and $\lambda_{2}$.

### 2.3.2. Steady state reaction

So far we have considered the surface reaction proceeding in equilibrium. Often experiments are easier to be carried out in non-equilibrium (steady state) such as maintaining a constant gas pressure while removing the products as they are formed. The fluctuations in the adsorbate density in non-equilibrium are therefore the relevant quantity for these experiments. We select a particular reaction in the steady state under nonequilibrium conditions and calculate the adsorbate density noise. We choose the reaction
$\mathrm{H}^{\mathrm{g}} \xrightarrow{\boldsymbol{W}_{\mathrm{H}}} \mathrm{H}^{\mathrm{a}}, \quad \mathrm{D}^{\mathrm{g}} \xrightarrow{\boldsymbol{W}_{\mathrm{D}}} \mathrm{D}^{\mathrm{a}}, \quad \mathrm{H}^{\mathrm{a}}+\mathrm{D}^{\mathrm{a}} \xrightarrow{\boldsymbol{W}_{\mathrm{r}}} \mathrm{HD}^{\mathrm{a}}$.
The superscript $g$ stands for the gas phase and a for the adsorbed state. The absence of all reverse reactions ensures nonequilibrium. This is realistic if $\mathrm{H}^{\mathrm{a}}$ and $\mathrm{D}^{a}$ combine rapidly so that there is only a small probability for desorption and if $\mathrm{HD}^{2}$ is removed from the system rapidly. The probability $p\left(n_{\mathrm{H}}^{\mathbb{E}}, n_{\mathrm{B}}^{\mathbb{Z}}, n_{\mathrm{H}}, n_{\mathrm{D}}, n_{\mathrm{HD}}\right)$ that there are the corresponding number of particles in the system obeys the rate equation
$\frac{\mathrm{d}}{\mathrm{d} t} p\left(n_{\mathrm{H}}^{\mathrm{g}}, n_{\mathrm{D}}^{\mathrm{g}}, n_{\mathrm{H}}, n_{\mathrm{D}}, n_{\mathrm{HD}}\right)=\boldsymbol{W}_{\mathrm{H}} p\left(n_{\mathrm{H}}^{\mathrm{g}}+1, n_{\mathrm{D}}^{\mathrm{g}}, n_{\mathrm{H}}-1, n_{\mathrm{D}}, n_{\mathrm{HD}}\right)\left(n_{\mathrm{H}}^{\mathrm{g}}+1\right)$
$\times[1-$
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$$
\begin{align*}
& \times\left[1-\frac{\left(n_{\mathrm{H}}-1\right)}{S}-\frac{n_{\mathrm{D}}}{S}\right] \\
& +W_{\mathrm{D}} p\left(n_{\mathrm{H}}^{\mathrm{g}}, n_{\mathrm{D}}^{\mathrm{g}}+1, n_{\mathrm{H}}, n_{\mathrm{D}}-1, n_{\mathrm{HD}}\right)\left(n_{\mathrm{D}}^{\mathrm{g}}+1\right)\left[1-\frac{n_{\mathrm{H}}}{S}-\frac{\left(n_{\mathrm{D}}-1\right)}{S}\right] \\
& -\left(W_{\mathrm{H}} n_{\mathrm{H}}^{\mathrm{g}}+W_{\mathrm{D}} n_{\mathrm{D}}^{\mathrm{g}}\right) p\left(n_{\mathrm{H}}^{\mathrm{g}}, n_{\mathrm{D}}^{\mathrm{g}}, n_{\mathrm{H}}, n_{\mathrm{D}}, n_{\mathrm{HD}}\right)\left[1-\frac{n_{\mathrm{H}}}{S}-\frac{n_{\mathrm{D}}}{S}\right] \\
& +W_{\mathrm{s}} p\left(n_{\mathrm{H}}^{\mathrm{g}}, n_{\mathrm{D}}^{\mathrm{g}}, n_{\mathrm{H}}+1, n_{\mathrm{D}}+1, n_{\mathrm{HD}}-1\right)\left(n_{\mathrm{H}}+1\right)\left(n_{\mathrm{D}}+1\right) \\
& -W_{\mathrm{r}} p\left(n_{\mathrm{H}}^{\mathrm{g}}, n_{\mathrm{D}}^{\mathrm{g}}, n_{\mathrm{H},}, n_{\mathrm{D}}, n_{\mathrm{HD}}\right) n_{\mathrm{H}} n_{\mathrm{D}} \tag{13}
\end{align*}
$$

where $S$ is the total number of surface sites.
Defining
$\bar{n}_{\mathrm{H}}=\sum_{\text {all } n} n_{\mathrm{H}} p\left(n_{\mathrm{H}}^{\mathrm{g}}, n_{\mathrm{D}}^{\mathrm{g}}, n_{\mathrm{H}}, n_{\mathrm{D}}, n_{\mathrm{HD}}\right)$,
the first $n_{H}$ moment of $p$ obeys the equation
$\frac{\mathrm{d} \bar{n}_{\mathrm{H}}}{\mathrm{d} t}=\boldsymbol{w}_{\mathrm{H}}\left[\overline{n_{\mathrm{H}}^{\mathrm{g}}}-\frac{\overline{n_{\mathrm{H}}^{\mathrm{g}} n_{\mathrm{H}}}}{S}-\frac{\overline{n_{\mathrm{H}}^{\mathrm{g}} n_{\mathrm{D}}}}{S}\right]-\boldsymbol{w}_{\mathrm{r}} \overline{n_{\mathrm{H}} n_{\mathrm{D}}}$,
and the first $n_{D}$ moment of $p$ obeys the equation

$$
\begin{equation*}
\frac{\mathrm{d} \overline{n_{\mathrm{D}}}}{\mathrm{~d} t}=w_{\mathrm{D}}\left[\overline{n_{\mathrm{D}}^{\mathrm{g}}}-\frac{\overline{n_{\mathrm{D}}^{\mathrm{g}} n_{\mathrm{H}}}}{S}-\frac{\overline{n_{\mathrm{D}}^{\mathrm{g}} n_{\mathrm{D}}}}{S}\right]-W_{\mathrm{r}} \overline{n_{\mathrm{H}} n_{\mathrm{D}}} \tag{15}
\end{equation*}
$$

We ignore the fluctuations in the partial gas pressures. Then, in the steady state, eqs. (14) and (15) imply
$W_{\mathrm{H}} \overline{n_{\mathrm{H}}^{\bar{g}}}=w_{D} \overline{n_{\mathrm{D}}^{\mathrm{g}}}=W$.
This means $\bar{n}_{\mathrm{H}}$ and $\bar{n}_{\mathrm{D}}$ are adsorbed at the same rate. They are also removed at the same rate to form HD - so, $\bar{n}_{\mathrm{H}}$ and $\bar{n}_{\mathrm{D}}$ may differ at most by a constant which we take to be zero i.e., $\bar{n}_{\mathrm{H}}=\bar{n}_{\mathrm{D}}=\bar{n}$. Furthermore, in calculating $\bar{n}$ we ignore fluctuations in $n_{\mathrm{H}}$ and $n_{\mathrm{D}}$ so that $\overline{n_{\mathrm{H}} n_{\mathrm{D}}}=\bar{n}_{2}^{2}$. Breaking up the higher moments in a similar manner will be justified at the end of this section.

In this approximation,
$\bar{n}=\frac{2}{W_{\mathrm{r}}}\left[-\frac{W}{S}+\left(\frac{W^{2}}{S^{2}}+W W_{\mathrm{r}}\right)^{1 / 2}\right]$.
The second $n_{H}$ moment of $p$ is given in the steady state by the equation
$W\left(1+2 \bar{n}-\frac{2 \bar{n}}{S}-\frac{2 \bar{n}^{2}}{S}-2 \frac{\overline{n_{\mathrm{H}}^{2}}}{S}\right)+W_{\mathrm{r}} \bar{n}\left(\bar{n}-2 \overline{n_{\mathrm{H}}^{2}}\right)=0$,
where we have again assumed
$\overline{n_{\mathrm{H}}^{2} n_{\mathrm{D}}}=\overline{n_{\mathrm{H}}^{2}} \bar{n}$.

So,
$\overline{n_{\mathrm{H}}^{2}}=\frac{W\left(1+2 \bar{n}-2 \bar{n} / S-2 \bar{n}^{2} / S\right)+W_{r} \bar{n}^{2}}{2 W / S+2 W_{r} \bar{n}}$,
from whence
$\overline{\Delta n_{\mathrm{H}}^{2}}=\frac{W(1-2 \bar{n} / S)}{W / S+W_{\mathrm{r}} \bar{n}}=\frac{\bar{n}(1-2 \bar{n} / S)}{(1-\bar{n} / S)}$.
In a similar manner it can be shown that
$\overline{\Delta n_{\mathrm{H}}^{2}}=\overline{\Delta n_{\mathrm{D}}^{2}}$.
Identical results for $\bar{n}$ and $\overline{\Delta n_{\mathrm{H}}^{2}}$ are obtained if we start from the master equation (13) for $p$ and take the thermodynamic limit. This limit is a "largeness" limit in volume - the procedure is thus often referred to as a "system size expansion" as shown by Kurtz [8] and Fox [9]. In this method one writes down the master equation for $\bar{n}$ in the limit $V \rightarrow \infty$. This essentially amounts to ignoring all fluctuations in $n$ and calculating $\bar{n}$. To calculate the fluctuations, one chooses the variable $\mu=$ $\sqrt{ } V(n-\bar{n})$ and then lets $V \rightarrow \infty$ in the master equation for $\mu$. This limiting procedure again removes all higher moments from the equation. We assumed this limit implicitly in decoupling our moment equations above.

For the particular reaction considered here, the density fluctuation approximately equals $\vec{n}$ in the non-equilibrium state for low coverages, whereas under equilibrium conditions, it would equal $\bar{n}_{\text {equil }}$.

## 3. Conclusions

We have presented an analysis relating the fluctuations of the conductivity of a metal film to the fluctuations in adsorbate density accompanying the adsorptiondesorption process. We find that it should be possible to determine at least the time constant of the rate limiting step in the reaction from the spectral characteristics of the conductivity. A crude estimate indicates that the resulting noise power can be up to one order of magnitude larger than Johnson noise. We propose that this method provides a viable alternative to various types of real-time measurements of the rates (e.g. observing the decay of film resistance to equilibrium upon change in gas pressure).

In: the course of this work it was necessary to estimate the non-equilibrium part of Johnson noise in the bare sample up to terms quadratic in the applied voltage. The usual relaxation time approximation to the Boltzmann equation turns out to be adequate for our purpose.
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This expansion for $W_{p p^{\prime}}$ is valid for elastic scattering from a spherically symmetric potential. Eqs. (A.3) and (A.4) show that it is inconsistent to take $f$ up to $l=2$ but still leave the collision term in the relaxation time approximation, as was done in deriving eqs. (A.1) and (A.2).

The quantities of interest are
$\left\langle j_{z}\right\rangle=\frac{e m}{\pi^{3}}\left(\frac{\pi}{3}\right)^{1 / 2} \int_{0}^{\infty} \epsilon g_{1}(\epsilon) \mathrm{d} \epsilon$,
$\left\langle j_{z}^{2}\right\rangle=\left\langle j_{z}^{2}\right\rangle_{\text {equil }}+\frac{e^{2}(2 m)^{3 / 2}}{3 m \pi^{5 / 2}} \int_{0}^{\infty} \epsilon^{3 / 2}\left(\frac{1}{2} g_{0}+\frac{1}{\sqrt{5}} g_{2}\right) \mathrm{d} \epsilon$,
$\langle\epsilon\rangle=\frac{m(2 m)^{2 / 2}}{\pi^{2}} \int_{0}^{\infty} \epsilon^{3 / 2}\left(f^{0}+g_{0} Y_{0}\right) \mathrm{d} \epsilon$,
where $\epsilon=p^{2} / 2 m$. Combining (A.3) and (A.4) we get the equation of motion of each component $g_{l}$;

$$
\begin{align*}
& \frac{\partial g_{l}}{\partial t}+e E\left[v \frac{l}{[(2 l-1)(2 l+1)]^{1 / 2}} g_{l-1}^{\prime}+\frac{v(l+1)}{[(2 l+1)(2 l+3)]^{1 / 2}} g_{l+1}^{\prime}\right. \\
& \quad-\frac{l(l-1)}{p[(2 l-1)(2 l+1)]^{1 / 2}} g_{l-1}+\frac{(l+1)(l+2)}{p[(2 l+1)(2 l+3)]^{1 / 2}} g_{l+1} \\
& \left.\quad+\left(\frac{4 \pi}{3}\right)^{1 / 2} v \frac{\partial f^{0}}{\partial \epsilon} \delta_{l, 1}\right]=-\frac{g_{l}}{\tau_{l}} . \tag{A.8}
\end{align*}
$$

Eq. (A.8) shows go has no steady state solution. To lowest order in $E, g_{0} \sim E^{2}$, $g_{1} \sim E, g_{2} \sim E^{2}, g_{3} \sim E^{3}, g_{4} \sim E^{4}$, etc. Up to second order terms in $E$, the solutions for $g_{0}$ and $g_{2}$ are

$$
\begin{align*}
g_{0} & =\frac{4 \pi^{1 / 2}(e E)^{2}}{3 m \epsilon^{1 / 2}} \frac{\partial}{\partial \epsilon}\left[\tau_{1} \epsilon^{3 / 2} \frac{\partial f^{0}}{\partial \epsilon}\left\{t+\tau_{1}\left[\exp \left(-t / \tau_{1}\right)-1\right]\right\}\right]  \tag{A.9}\\
g_{2} & =\left(\frac{\pi}{5}\right)^{1 / 2} \frac{8(e E)^{2}}{3 m} \epsilon\left[\{ \frac { \partial } { \partial \epsilon } ( \tau _ { 1 } \frac { \partial f ^ { 0 } } { \partial \epsilon } ) \} \left\{\tau_{2}\left[1-\exp \left(-t / \tau_{2}\right)\right]-\tilde{\tau}\left[\exp \left(-t / \tau_{1}\right)\right.\right.\right. \\
& \left.\left.\left.-\exp \left(-t / \tau_{2}\right)\right]\right\}-\frac{\partial f^{0}}{\partial \epsilon} \frac{\tau_{1}^{\prime}}{\tau_{1}}\left\{\tilde{\tau}^{2}\left[\exp \left(-t / \tau_{2}\right)-\exp \left(-t / \tau_{1}\right)\right]+t \tilde{\tau} \exp \left(-t / \tau_{1}\right)\right\}\right] \tag{A.10}
\end{align*}
$$
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where $\tilde{\tau}^{-1}=\tau_{2}^{-1}-\tau_{1}^{-1}$. So, $g_{2}$ has a steady state solution whereas $g_{0}$ does not. From (A.5), (A.8), (A.9) and (A.10),

$$
\begin{align*}
\left\langle j_{2}\right\rangle & =-\frac{E e^{2} m}{\pi^{3}}\left(\frac{\pi}{3}\right)^{1 / 2} \int_{0}^{\infty} \mathrm{d} \epsilon \int_{0}^{t} \mathrm{~d} t^{\prime}\left[2\left(\frac{2 \pi}{3 m}\right)^{1 / 2} \epsilon^{3 / 2} \frac{\partial f^{0}}{\partial \epsilon} \exp \left(-t^{\prime} / \tau_{1}\right)\right. \\
& +\left(\frac{2}{3 m}\right)^{1 / 2} \epsilon^{3 / 2} \frac{\partial g^{0}}{\partial \epsilon}\left(\epsilon, t^{\prime}\right) \exp \left[-\left(t-t^{\prime}\right) / \tau_{1}\right] \\
& \left.+\frac{4}{(30 m)^{1 / 2}} \frac{\partial}{\partial \epsilon}\left(\epsilon^{3 / 2} g_{2}\left(\epsilon, t^{\prime}\right)\right) \exp \left[-\left(t-t^{\prime}\right) / \tau_{1}\right]\right] \tag{A.11}
\end{align*}
$$

The first term in the squared brackets of (A.11) gives the linear response and equals
$\frac{n e^{2} \tau_{1}\left(\epsilon_{\mathrm{F}}\right)}{m} E\left[1-\exp \left(-t / \tau_{1}\right)\right]$,
where $n$ is the electronic density. If $\tau_{1}$ is independent of $\epsilon$, then both the second and the third terms individually give zero contribution to the average current, as can be easily seen from (A.11), (A.9) and (A.10). For $t>\tau_{1}, \tau_{2}$, these non-linear terms turn out to equal
$\frac{4 e^{4} E^{3}}{9 \pi^{2}}\left(\frac{2}{m}\right)^{1 / 2} \tau_{1}\left(\epsilon_{F}\right)\left[t \frac{\partial}{\partial \epsilon}\left(\epsilon^{s / 2} \tau_{1}^{\prime}\right)_{\epsilon=\epsilon_{F}}+\frac{4}{5} \frac{\partial}{\partial \epsilon}\left(\epsilon_{F}^{5 / 2} \tau_{1}^{\prime} \tau_{2}\right)_{\epsilon=\epsilon \mathrm{F}}\right]$.
Thus the average current grows linearly with time for times longer than $\tau_{1}$ and $\tau_{2}$. To see clearly why this happens, we calculate the average energy of the electrons up to quadratic terms in $E$ this is
$\langle\epsilon\rangle=\langle\epsilon\rangle_{\text {equil }}+\frac{n e^{2} \tau_{1}\left(\epsilon_{F}\right)}{m} E^{2} t$.
Eq. (A.14) shows that the average kinetic energy of the electrons increases due to the electric field exactly by the amount $\langle j\rangle E t$ that the field feeds into the system.
Evidently, the absence of a steady state solution for both $\langle j\rangle$ and $\langle\epsilon\rangle$ results from
the failure to include the coupling of the electrons to the lattice which provides a heat bath for the former. To exhibit this quantitatively, we include a clectronphonon collision term in the Boltzmann equation for temperatures higher than the Debye temperature for the solid and in the limit of weak coupling. Since $g_{2}$ is already finite at long times even in the absence of lattice effects, we include the latter only to obtain a steady state value for $g_{0}$.

The electron-phonon collision term in the Boltzmann equation can be written as [10]
$\left.\frac{\partial f_{k}}{\partial t}\right|_{\text {collision }}=\int \frac{\mathrm{d} \boldsymbol{k}^{\prime}}{(2 \pi)^{3}}\left[W_{k^{\prime} k} f_{k^{\prime}}\left(1-f_{k}\right)-W_{k k^{\prime}} f_{k}\left(1-f_{k^{\prime}}\right)\right]$,
where the scattering probability $W_{k k^{\prime}}$ is given by

$$
\begin{align*}
& W_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=\frac{C^{2} \Delta \boldsymbol{k}-\left.\boldsymbol{k}^{\prime}\right|^{2}}{2 M}\left\{\left(n_{\boldsymbol{k}-\boldsymbol{k}^{\prime} \mid}+1\right) \delta\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}^{\prime}}+h \nu_{\boldsymbol{k}-\boldsymbol{k}^{\prime} \mid}\right)\right. \\
& \left.\quad+n_{\| \boldsymbol{k}-\boldsymbol{k}^{\prime} \mid} \delta\left(\epsilon_{k}-\epsilon_{\boldsymbol{k}^{\prime}}-h \nu_{\boldsymbol{k}-\boldsymbol{k}^{\prime} \mid}\right)\right\} \tag{A.16}
\end{align*}
$$

with $\Delta$, the unit cell volume; $M$, mass of a lattice point; $\nu_{\left|k-k^{\prime}\right|}$ the phonon frequency; $C$ is a constant, being of the same order as the average energy of an electron and lies between 1 and 10 eV [10]; $n_{\left|k-k^{\prime}\right|}$, the phonon occupation function - it is assumed to have its equilibrium value. Detailed balance requires
$W_{k^{\prime} k} / W_{k k^{\prime}}=\exp \left[\left(\epsilon_{k^{\prime}}-\epsilon_{k}\right) / K_{\mathrm{B}} T\right]$.
For temperatures much higher than the Debye temperature, $f_{k}$ and its derivatives being smooth functions of energy, the $\delta$-function occurring in $W_{k k^{\prime}}$ may be approximated by
$\delta\left(\epsilon_{k}-\epsilon_{k^{\prime}}+h \nu_{\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)} \simeq \delta\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right)+h \nu_{\boldsymbol{k}-\boldsymbol{k}^{\prime} \mid} \frac{\partial}{\partial \epsilon_{k}} \delta\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right)\right.$.
This approximation allows us to break up $W_{k k^{\prime}}$ into $W_{k k^{\prime}}^{S}$, which is symmetric and $w_{\hat{k} k^{\prime}}^{A}$ which is antisymmetric in $k$ and $k^{\prime}$; i.e.,
$W_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{S}=A \frac{\left|\boldsymbol{k}-\boldsymbol{k}^{\prime}\right|}{\nu_{\boldsymbol{k}-\boldsymbol{k}^{\prime} \mid}}\left(1+2 n_{\boldsymbol{k}-\boldsymbol{k}^{\prime} \mid}\right) \delta\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}^{\prime}}\right)$,
$W_{k k^{\prime}}^{\mathrm{A}}=A \boldsymbol{k}-\left.\boldsymbol{k}^{\prime}\right|^{2} h \frac{\partial}{\partial \epsilon_{k}} \delta\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right)$,
with $A=C^{2} \Delta / 2 M$.
Since both $W_{k k^{\prime}}^{\mathrm{A}}$ and $W_{k k^{\prime}}^{\mathrm{S}}$ depend on the angle between $k$ and $\boldsymbol{k}^{\prime}$ only, we expand these functions in a complete set of Legendre polynomials:
$W_{k}^{S} k^{\prime}=\frac{2 \pi^{2} \hbar^{2}}{m k} \sum_{l=0}^{\infty}(2 l+1) U_{l}\left(k k^{\prime}\right) P_{l}\left(\hat{k} \cdot k^{\prime}\right) \delta\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right)$,
$W_{k}^{A} k^{\prime}=\frac{2 \pi^{2} \hbar^{3}}{m(2 m)^{1 / 2}} \sum_{l=0}^{\infty}(2 l+1) V_{l}\left(k k^{\prime}\right) P_{l}\left(\hat{k} \cdot \hat{k}^{\prime}\right) \frac{\partial}{\partial \epsilon_{k}} \delta\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right)$.
It is also seen that both $U_{l}$ and $V_{l}$ are symmetric in $|\boldsymbol{k}|$ and $\left|\boldsymbol{k}^{\prime}\right|$; also, $V_{l}$ is non-zero for $l=0$ and 1 only.

The collision term can then be rewritten as
$\left.\frac{\partial f_{k}}{\partial t}\right|_{\text {collision }}=-\sum_{i=0}^{\infty} \frac{g_{l}(k) Y_{l}(\hat{k})}{\tau_{l}^{\mathrm{P}}(k)}+\left(1-2 f_{k}\right) \sum_{l=0}^{\infty} Y_{l}(\hat{k}) \frac{\partial}{\partial \epsilon_{k^{\prime}}}\left\{\phi_{l}\left(k k^{\prime}\right) g_{l}\left(k^{\prime}\right)\right\}_{\epsilon_{k}=\epsilon_{k^{\prime}}}$

$$
+f_{k} \frac{\partial}{\partial \epsilon_{k}}
$$

where
$\tau_{i}^{\mathrm{P}}(k)=\left\{U_{\mathrm{c}}\right.$
When (A. 1 over the so $g_{1}\left[e E\left(\frac{2}{3 m}\right.\right.$
where $\alpha=$
From th order terms $g_{1} \simeq-2 e E$ and thus, $\mathrm{f}_{\mathrm{r}}$
$\frac{g_{0}}{(4 \pi)^{1 / 2}} \simeq-$
in the limi for $g_{0}$ and $\frac{4 e^{4} E^{3}}{9 \pi^{2}}\left(\frac{2}{m}\right)$
which is $t$ phonon col mean squar
$\left\langle\left(\Delta j_{z}\right)^{2}\right\rangle=$
$+n\left(\frac{e^{2} E}{n}\right.$
The first th by taking order of $m$ $\tau_{2} \sim \tau_{\text {eff }}$, a order of $\tau_{e}$ three term adequate $t$ time appro

$$
\begin{equation*}
+\left.f_{k} \frac{\partial}{\partial \epsilon_{k^{\prime}}} \phi_{0}\left(k k^{\prime}\right)\right|_{\epsilon_{k}=\epsilon_{k^{\prime}}}, \tag{A.19}
\end{equation*}
$$

where
$\tau_{l}^{\mathrm{p}}(k)=\left(U_{0}-U_{l}\right)^{-1} \quad$ and $\quad \phi_{l}\left(k k^{\prime}\right)=\left(\epsilon_{k^{\prime}}\right)^{1 / 2} V_{l}\left(k k^{\prime}\right)$.
When (A.19) is added to the Boltzmann transport equation and the latter integrated over the solid angle of $k$, then up to second order in $E$, the result is
$g_{1}\left[e E\left(\frac{2}{3 m}\right)^{1 / 2}-\frac{\alpha}{(12 \pi)^{1 / 2}} g_{1} \epsilon_{k}\right]=\alpha g_{0} \epsilon_{k}$,
where $\alpha=A(2 m)^{5 / 2} / \pi h^{4}$.
From the $Y_{1}(k)$ moment of the transport equation, the value of $g_{1}$ up to first order terms in $E$ is found to be
$g_{1} \simeq-2 e E \tau_{\text {eff }}\left(2 \pi \epsilon_{k} / 3 m\right)^{1 / 2} f_{0}^{\prime}$,
and thus, from (A.20)
$\frac{g_{0}}{(4 \pi)^{1 / 2}} \simeq-\frac{(e E)^{2} \tau_{\mathrm{eff}}}{3 \alpha m \epsilon_{k}^{1 / 2}} f_{0}$,
in the limit of small $\alpha ; 1 / \tau_{\text {eff }}=1 / \tau_{1}+1 / \tau \mathrm{P}$. Eq. (A.21) is the steady state solution for $g_{0}$ and the non-linear terms in $\langle j\rangle$ are now (from (A.11))
$\frac{4 e^{4} E^{3}}{9 \pi^{2}}\left(\frac{2}{m}\right)^{1 / 2} \tau_{e f f}\left[\frac{1}{2 \alpha \epsilon_{\mathrm{F}}^{1 / 2}} \frac{\partial}{\partial \epsilon}\left(\tau_{\mathrm{eff}} \epsilon^{3 / 2}\right)_{\epsilon=\epsilon \mathrm{F}}+\frac{4}{5} \frac{\partial}{\partial \epsilon}\left(\epsilon_{\mathrm{F}}^{5 / 2} \tau_{\mathrm{eff}}^{\prime} \tau_{2}\right)_{\epsilon=\epsilon \mathrm{F}}\right]$,
which is to be compared with eq. (A.13) obtained in the absence of electronphonon collisions. From (A.21), (A.6) and (A.10), up to quadratic terms in $E$, the mean squared current fluctuation is now

$$
\begin{align*}
& \left\langle\left(\Delta j_{z}\right)^{2}\right\rangle=\left\langle j_{z}^{2}\right\rangle_{\text {equil }}+n\left(\frac{e^{2} E \tau_{\text {eff }}}{m}\right)^{2} \\
& \quad+n\left(\frac{e^{2} E \tau_{\text {eff }}}{m}\right)^{2}\left[-2+\frac{1}{3 \tau_{\text {eff }}}\left(\frac{1}{2 \alpha \epsilon_{F}^{1 / 2}}+\frac{8}{5} \epsilon_{F} \tau_{2}^{\prime}+4 \tau_{2}\right)\right] . \tag{A.22}
\end{align*}
$$

The first two terms on the r.h.s. of (A.22) equal the r.h.s. of (A.1) which was derived by taking the collision term in the relaxation time approximation. To make an order of magnitude estimate of the last term in squared brackets, we assume $\tau_{2}^{\prime}=0$, $\tau_{2} \sim \tau_{\text {eff }}$, and for $C=10 \mathrm{eV}, \Delta=10^{-21} \mathrm{~cm}^{3},\left(\alpha \epsilon_{\mathrm{F}}^{1 / 2}\right)^{-1}$ also turns out to be of the order of $\tau_{\text {eff }}$ for a mean free path $l_{0}$ of $10 \AA$ given by $l_{0}=\tau_{\text {eff }} v_{f}$. So, the sum of the three terms in the squared brackets is approximately zero. It is, therefore, quite adequate to restrict the collision term in the transport equation to the relaxation time approximation in calculating the mean squared current fluctuation.
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[^4]D. TRANSPORT AND DIFFUSION

The main achievements of these studies are:

1. Further development of the theory of rates of diffusion controlled catalytic reactions on surfaces. The structure dependence of unimolecular and bimolecular reactions has been analytically evaluated.
2. A review article on "Transport and Reaction on Surfaces: A Stochastic Approach" to be published in "Surface Reactions", Edited by U. Landman (AIP, N.Y., 1980) has been written.
3. Using our method of continuous-time random walks with internal states the effect of temporal and spatial correlations on transport and conductivity in superionic conductors has been analyzed. Saturation of the conductivity, at large frequencies, below the D.C. level (observed in AgI) due to a caterpillar mechanism is obtained.
4. A study of surface transport which may involve participation of subsurface channels of migration has been initiated. A formalism which combines the principles of the stochastic treatment of diffusion developed by us with the continued fraction method for the calculation of a Green's function is being developed.
5. Using the method mentioned in (4) a calculation of $S(\vec{k}, \omega)$ for incoherent quasi-elastic neutron scattering from hydrogen diffusing in thin film is being performed, and modifications in line-shapes due to differences between surface and subsurface diffusion are analyzed.

# TRANSPORT AND REACTION ON SURFACES: A STOCHIASTIC APPROACH* 

Michael F. Shlesinger and Uzi Landman<br>School of Physics, Georgia Institute of Technology<br>Atlanta, Georgia 30332

## I. INTRODUCTION

In recent years surface physics has received a resurgent interest because of its importance in fields such as heterogeneous catalysis, thin film and crystal growth, interfacing electronic devices, and photovoltaic cells. Essential to this renewed interest in surface physics has been the advent of new and improved experimental techniques which enable detailed investigation of structure (geometrical, electronic and vibronic) and reaction processes under well controlled conditions.

It is convenient to describe surface reactions in terms of "elementary processes" such as adsorption, desorption, migration, dissociation and association. The fundamental understanding of each of the above steps comprises rather broad fields of study. In this paper we will concentrate on the migration or diffusion step and on some aspects of certain diffusion controlled reactions on surfaces. Basic knowledge of these processes which would enable the optimization of the parameters of catalytic materials, requires an understanding on a microscopic level. Recent developments and refinements of measurement techniques, such as Field Ion Microscopy (FIM) and Field Emission Microscopy (FEM) serve as the impetus for the development of theoretical microscopic models and refined methods of data analysis. In Section II we will review recent developments in the analysis of FIM diffusion experiments. These new methods when applied to the analysis of experimental data provide a spectroscopy of the migration mechanism, i.e. allow the detailed determination of kinetic parameters (frequency factors and activation energies) corresponding to elementary steps of the diffusion process. The recent direct observations using FIM of the diffusion of adatom clusters where the migration of the cluster proceeds via alternating spatial configurations (internal states of the cluster), provide data which when properly analyzed yields the above mentioned spectroscopy.

Our basic approach employs s:ochastic techniques. While single particle diffusion is described cummonly in terms of a random walk process, a generalization of the formalism is needed in order to describe complex diffusion mechanisms, and diffusion in defective systems. Propagating systems may be endowed with internal states which may represent spatial configurations, mobile and immobile states, spin states, different band components in a Wannier site localized representation or even a temporal correlation memory.
*Supported by DOE Grant No. EG-77-S-05-5489

Mapping the internal states onto a random walk lattice and using matrix Green's function techniques enables us to analyze such complex systems. These methods and their generalization to periodically defective lattices by introducing supercell Green's function are described in Section II.

In Section III we present a different approach to studying diffusion on defective lattices which has computational advantages (particularly for small defect concentrations) over the method described in Section II. The method is based on a defect renormalized Green's function.

Kinetics of unimolecular and bimolecular diffusion controlled reactions on surfaces, catalyzed by active sites is the subject of Section IV. The reaction rate which appears in the master equation description of the reaction is expressed as the conditional probability first passage time density which is related to the more well known first passage time density. The reaction rate is related to the probability distributions governing migration on the surface which reflects the geometrical structure and potential surface. It is found that the reaction rate is in general time dependent, approaching a constant value at long times, and that it depends on the atomic arrangement at the surface. The structural dependence of the rates can become quite pronounced for a low concentration of active sites.

Finally in Section $V$ we propose an explanation to a puzzle in heterogeneous catalysis. The bimolecular reaction of the disproportionation of propylene on the surface of a catalyst is seen to have a reaction rate maxima as a function of temperature. However, thermodynamic inequalities which must be satisfied for a rate maxima to occur are violated by the experimental data. We show how the thermodynamic inequalities may be satisfied if multistate diffusion mechanisms, such as described in Section II and III, are assumed.

The unifying feature to our treatment of the above studies of diffusion and reaction on surfaces is a stochastic description via random walk lattice Green's function propagators.

## II. PARTICLE AND CLUSTER MOTION ON IDEAL AND DEFECTIVE SURFACES: Green's Function with internal states method

In order to analyze diffusion controlled reactions, as we do in Sections IV and V, we must first discuss the process of diffusion on a surface. The diffusive motion of adatoms and clusters of adatoms on surfaces has been dramatically revealed by Field Ion Micrc scope (FIM) ${ }^{1-5}$ studies. Field Ion Microscopy which was conceived and developed by E. W. Müller in the early 1950's was used first for the investigation of adatom migration on surfaces by Ehrlich and Hudda ${ }^{6}$ in 1966. Later studies revealed that adatoms on metal surfaces can become correlated to move as a single cluster. ${ }^{7-16}$. One example we will analyze in detail is the motion of rhenium dimers on a $\mathrm{W}(211)$ surface ${ }^{7}$.

The FIM is, under certain conditions, able to give images from which one can determine the distance traveled by an adatom in a time $t$ at a temperature $T$. For example, the motion of a single tungsten adatom on a $W$ (211) surface is seen to occur ${ }^{6}$ (away from boundaries) as a one dimensional random walk with symmetric nearest neighbor hopping. Standard random walk theory gives for the mean squared displacement, $\sigma^{2}(t)$, after a time $t$,

$$
\begin{equation*}
\sigma^{2}(t)=\lambda L^{2} t \tag{2.1}
\end{equation*}
$$

where $\lambda$ is the hopping transition rate, $L$ is the lattice spacing, and $\sigma^{2}(t)$ can be obtained from FIM pictures. The transition rate $\lambda$ is seen to be in the Arrhenius form

$$
\begin{equation*}
\lambda=\nu \exp (-E / k T) \tag{2.2}
\end{equation*}
$$

since a semilog semilogrithmic plot of $\sigma^{2}(t) L^{2} t$ vs. $1 / k T$ yields a straight line of slope - E and ordinate intercept $\log \nu$. Thus, an analysis of the FIM pictures can yield the activation energy, E, for diffusion, as well as, the frequency factor $v$. We will now discuss how the maximum amount of information can be extracted from FIM data when the motion of a cluster occurs and several transition rates are involved. This will lead us to the study of random walks with several internal states.

The nature of the motion of a cluster on a surface depends on the substrate compasition and morphology as well as on the type and number of atoms in the cluster. For example rhenium dimers ${ }^{7}$ are seen to undergo one dimensional motion on $W(211)$ by alternating between straight and staggered configurations as shown in Fig. 1. If only one staggered position is allowed the center of mass motion of the dimer can be mapped onto a perfect lattice with two states per unit cell (Fig. 1b), and the motion is characterized by the transition rates, $a, \alpha, b$, and $\beta$. If there is no bias caused by say, an external electric field then $\alpha=a$ and $b=\beta$. We express the rates in activated form,

$$
\begin{align*}
& a=v_{a} \exp \left[\left(-E_{a}+v\right) / k T\right],  \tag{2.3}\\
& \alpha=v_{a} \exp \left[\left(-E_{a}-v\right) / k T\right],
\end{align*}
$$

As seen, a and $\alpha$ are not independent quantities even in the presence of a biasing electric potential V . Thus the dimer motion in 'ig. lb is characterized by only two transition rates. If a third more extended (non-dissociated) state is allowed then the center of mass motion can be mapped onto a lattice with three states per unit cell (two of which overlap) as shown in Fig. 1c. The motion is then characterized by the four transition rates $a, b, c$, and $d$. If the dimer can move in two dimensions then the center of mass motion can be mapped onto a two-dimensional lattice, as shown in Fig. 2., characterized by four transition rates, i.e, four activation energies
and four frequency factors.
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FIG. 1. One-dimensional dimer migration. (a) Three possible spatial configurations of a dimer (filled circles connected by heavy line) moving along the $x$ direction (the allowed equivalent mirror-image configurations are not included): if only states 1 and 2 are allowed, a 2 -state dimer; if all states are allowed, a 3-state dimer. The location of the dimer centroid is marked X. (b) Random-walk lattice describing the motion of the centroid of a 2-state dimer in (a). The unit cell is denoted by numbered circles. Lettered arrows indicate transitions to and from states. Note that transition rates connecting states can be different for transitions to the left or right (i.e., $a=\alpha, b=\beta$ ). (c) Random-walk lattice for the 3-state dimer shown in (a). Note that the centroid location is the same for states 1 and 3; however, they are distinguished by different transition rates.

FIG. 2. Two-dimensional dimer migration: (a) spatial configurations; (b) random-walk lattice.
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## Mathematical Formalism of Random Walks with Internal States

We will now develop the mathematical formulation of random walks on these lattices with internal states and show how to relate the unknown transition rates in terms of the known FIM observables such as diffusion distances and equilibrium occupation probabilities of the different internal states. Our generating (Green's) function analysis will be based on the semi-Markiv continuous time random walk of Montroll and Weiss ${ }^{17}$ and its generalizations. ${ }^{18-23}$. In addition this approach has been shown to be equivalent to a generalized master approach. ${ }^{24}$

In the course of our study many probab1istic quantities will be introduced in order to calculate the values of FIM observables. Let us first introduce $R_{i j}\left(\vec{l}, t \mid \vec{l}_{0}\right)$ which is the probability density for reaching, site $\vec{\ell}$ in internal state $i,(\vec{l}, i)$, exactly at time $t$ given that ( $\ell_{0}, j$ ) was attained at $t=0$. This quantity satisfies the following recursion relation ${ }^{20}$, and identifies R as a Green's function propagator

$$
\begin{align*}
\left.R_{i j}(\vec{l}, t) \mid \vec{l}_{o}\right) & =\sum_{\vec{l}} \sum_{m} \int_{0}^{t} \Psi_{i m}\left(\vec{l}-\vec{l}^{\prime}, \tau\right) R_{m j}\left(\vec{l}, t-\tau \mid \vec{l}_{o}\right) d t  \tag{2.4}\\
& +\delta_{l, \vec{l}_{0}} \delta_{i j} \delta(t)
\end{align*}
$$

where $\Psi_{i m}(\vec{l}, t)$ is the probability density that at time $t$ a single jump occurs from ( $0, m$ ) to ( $\vec{l}, i$ ) given that the state ( $0, m$ ) was attained at $t=0$. If there are s internal states then $\underline{\underline{R}}$ and $\underline{\underline{\psi}}$ are sxs matrices and in matrix notation Eq. (2.4) becomes
where we have Laplace transformed over time ( $t \rightarrow u$ ). To proceed further one must examine the waiting time density matrix $\underset{\underline{\Psi}}{\Psi}$. We write

$$
\begin{equation*}
\psi_{i j}(\vec{l}, t)=p_{i j}(\vec{l}) \psi_{j}(t) \tag{2.6}
\end{equation*}
$$

where $\psi_{j}(t)$ is the probability density that a transition occurs at ti.e $t$ from an internal state $j$ which was attained at time $t=0$. To keep a matrix notation we treat $\psi_{j}$ as the $j j$ element of a diagonal matrix. The probability that this jump goes into an internal state $i$ is given py $p_{i j}(\ell)$. Using Eq. (2.5) in Eq. (2.6) and Fourier transforming ( $\vec{\ell}+\vec{k}$ ) over all lattices sites $\vec{\ell}$ we arrive at in matrix notation

$$
\begin{equation*}
\underset{\underline{R}}{\underline{k}}\left(\vec{k}, u \vec{l}_{0}\right)=[\underline{\underline{1}}-\underline{\underline{\mathrm{p}}}(\vec{k}) \underline{\underline{\Psi}}(u)]^{-1} \exp \left(+i \vec{k} \cdot \vec{\ell}_{0}\right) \tag{2.7}
\end{equation*}
$$

where the Fourier transform and its inverse are defined in Appendix A. In our notation, functions of $u$ have always been Laplace transformed over time, and functions of $\vec{k}$ have been Fourier transformed over the lattice space.

The probability for being at $(\vec{l}, i)$ at time $t, P_{i j}\left(\vec{l}, t \mid \vec{l}_{\ell}\right)$ when the stochastic process began at $\left(\vec{l}_{0}, j\right)$ is related to $R_{i j}\left(\vec{\ell}, t l_{\ell}\right)$ by

$$
\begin{align*}
P_{i j}\left(\vec{l}, t \mid \vec{l}_{0}\right) & =\int_{0}^{t} \quad R_{i j}\left(\vec{l}, t-\tau \mid \vec{l}_{0}\right)\left[\int_{\tau}^{\infty} \psi_{i}\left(\tau^{\prime \prime}\right) \mathrm{d} \tau^{\prime}\right] \mathrm{d} \tau \\
& \equiv \int_{0}^{t} \quad R_{i j}\left(\vec{l}, t-\tau \mid \vec{l}_{0}\right) \Phi_{i}(\tau) \mathrm{d} \tau \tag{2.8}
\end{align*}
$$

where the factor $\Phi$ takes into account that the system may have reached $(\vec{l}, i)$ at on earlier time $t-\tau$, and no transition out of $\overrightarrow{(l}, i)$ occurs in the remaining time $\tau$.

All, the quantities one wishes to calculate are derivable from $P_{i j}(\vec{l}, t \mid \vec{\ell})$ which in turn only depends on $\Psi_{i j}(\vec{l}, t)$ as can be seem from Eqs 2.7 ) and (2.8). We choose $\Psi$ to be normalizable, i.e,

$$
\begin{equation*}
\sum_{i} \sum_{l} p_{i j}(\vec{l})=1, \int_{0}^{\infty} \psi_{i}(\tau) d \tau=1 \tag{2.9}
\end{equation*}
$$

We now show how to calculate positional moments and equilibrium occupation probabilities from a knowledge of $\Psi$.

The positional moments of the probability distribution are given by

$$
\begin{equation*}
\left.\left\langle l_{r}^{n}(t)\right\rangle=\sum_{\vec{l}} \sum_{i, j} \quad \vec{l}_{r}\right)^{n} P_{i j}(\vec{l}, t \mid 0) f_{i} \tag{2.10}
\end{equation*}
$$

where $f_{f}$ is the probability that an internal state $j$ is occupied initially. Since from Eq. (2.8)

$$
\begin{equation*}
\underline{\underline{P}}(\vec{k}, t)=\mathscr{L}^{-1} \mid u^{-1}\left[\underline{\left.\underline{1}-\underline{\underline{t}}(u)] \sum_{l} e^{i \vec{k} \cdot \vec{l}} \underline{\underline{R}} \overrightarrow{(\vec{l}, u)}|,|\right) \mid}\right. \tag{2.11}
\end{equation*}
$$

where $\mathscr{L}^{-1}$ is the inverse transform and $r=x, y$, or $z$, we see that. Eq. (2.10) can be rewritten as

$$
\begin{align*}
\left\langle l_{r}^{n}(t)\right\rangle= & \lim _{\substack{\mathrm{k} \rightarrow 0}} \mathscr{L}^{-1} \mid(-i)^{n} \sum_{i, j} \partial^{n} R_{i j}(\vec{k}, u \mid o) / \partial k_{r}^{n} x  \tag{2.12}\\
& \left.u^{-1}\left[1-\psi_{i}(u)\right] f_{i}\right\}
\end{align*}
$$

where $\underset{=}{R}(\vec{k}, u \mid 0)$ is given in terms of $\Psi$ in Eq. (2.7).
Note that the matrix $R$ is the inverse of the matrix [ $1-\underline{\underline{p}}(\vec{k}) \Psi(u)]$ (see Eq. 2. $\overline{\overline{7}}$ ). Performing the matrix inversion we write $\underset{\underline{R}}{ }$ as

$$
\begin{equation*}
\underset{\equiv}{R}(\vec{k}, u)=M(\vec{k}, u) \Delta^{-1}(\vec{k}, u) \tag{2.13}
\end{equation*}
$$

where $\Delta$ is the determinant of the cofactors in M. All the physical quantities we will be interested are in the $t \rightarrow \infty$ limit and will only involve $R$ and its derivatives in the limit of both $\vec{k}$ and $u$ going to zero. In this limit ${ }^{26}$ the elements of $M$ will approach constants, while $\Delta$ will diverge as $\mathrm{u}^{-1}$. Thus $\partial^{2} \underline{\underline{R}} / \overline{\bar{\partial}} \mathrm{k}^{2}$ in Eq. (2.12) (which enters the calculation of the variance $\sigma^{2}(t)$ will diverge as $u^{-2}$ causing the mean squared displacement of the random walker to grow linearly with time as was given in Eq. (2.1). This is the standard diffusion limit $(t \rightarrow \infty)$ result. It can be shown ${ }^{26}$ that in the diffusion limit Eq. (2.12) for $\sigma^{2}(t)$ reduces to

$$
\begin{align*}
\sigma^{2}(t) & =\left\langle\ell^{2}(t)\right\rangle-\langle\ell(t)\rangle^{2} \\
& =\lim _{u \rightarrow 0} \lim _{k \rightarrow 0} \frac{u^{2}}{\Delta^{2}} \frac{\partial^{2} \Delta}{\partial k^{2}} t \tag{2.14}
\end{align*}
$$

Thus one only needs to calculate $\Delta$ and one does not have to perform the tedious matrix inversion to calculate $M$.

Another quantity of interest which can be obtained from FIM data on cluster motion by simply counting the number of micrographs in which the cluster is found in the various spatial configurations is the equilibrium probability of occupying an internal state $j$, $P_{j}$, eq. This quantity is defined as

$$
\begin{equation*}
P_{j}, \text { eq. }=\lim _{t \rightarrow \infty} \sum_{i} \sum_{\vec{l}} p_{j i}(\vec{l}, t \mid 0) f_{i} . \tag{2.15}
\end{equation*}
$$

The RHS can be written in Laplace space as

$$
\left.P_{j}, \text { eq. }=\lim _{t \rightarrow \infty} \sum_{i} \sum_{\vec{l}} u P_{j i} \overrightarrow{(l}, u \mid 0\right) f_{i} .
$$

Since $\lim _{k \rightarrow 0} P_{j i}(\vec{k}, u \mid 0)=\sum_{\vec{l}} P_{j i}(\vec{\ell}, u \mid 0)$, we can express $P_{j}$, eg. as

$$
P_{j}, \text { eq. }=\underset{u \rightarrow 0}{\lim }{\underset{k}{k} \rightarrow 0}_{\lim }^{\sum_{i}} \sum_{j i}(\vec{k}, u \mid o)\left[1-\psi_{j}(u)\right] f_{i}
$$

Except in extreme cases where the mean time to make a transition between states is infinite, $\mathrm{R}_{\mathrm{j} 1}$ will not depend on the initial state 1 so

$$
\begin{equation*}
P_{j}, e q=\lim _{u \rightarrow 0} \lim _{k \rightarrow 0} R_{j i}(k, u \mid 0)\left[1-\psi_{j}(u)\right] \tag{2.16}
\end{equation*}
$$

## Dimer Diffusion in 1D

The set of transition rates $\{a\}$ connecting the different internal states of a cluster are assumed to be in an activated form, $a=v_{a} \exp \left(-E_{a} / k T\right)$.

To find all the individual activation energies and frequency factors characterizing the diffusion we need to consider a random walk with internal states.

Consider first the two state dimer in Fig. 1. The effect of a bias can be incorporated by choosing $a \neq \alpha, b \neq \beta$. The total rate of leaving state 1 is $A=a+\alpha$, and the probability that the transition is to the right is $a / A$, and the probability that the transition is to the left is $\alpha / A$. We choose $a=\alpha, b=\beta$. The waiting time density matrix is then given by

$$
\underline{\underline{\Psi}}(\ell, \mathrm{t})=\left(\begin{array}{ccc}
0 & \left.\begin{array}{cc}
\frac{1}{2} B \exp (-\mathrm{Bt}) & \left(\delta_{\ell, 0}+\delta_{\ell, 1}\right) \\
\frac{1}{2} \mathrm{~A} \exp (-A t) & \left(\delta_{\ell, 0}+\delta_{\ell,-1}\right) \\
& 0 \\
(2,17)
\end{array}\right), ~
\end{array}\right)
$$

where if the transition is within the unit cell $\ell$ does not change value, and it changes by $\pm \mathrm{L}$ depending on whether the transition moves the dimer centroid to the unit cell on the right or the left. We will measure lengths in units of the unit cell size $L$. The matrix $\underset{\underline{N}}{ }$ is given by, from Eq. (2.7),

$$
\begin{gather*}
\underline{\underline{R}}(k, u)=\underline{M} / \Delta=\left[1-\frac{1}{2} \frac{A B}{(A+u)}(B+u)\right. \\
(1+\cos k L)]^{-1}  \tag{2.18}\\
\left(\begin{array}{ll}
1 & \frac{1}{2} \frac{B}{B+u}\left(1+e^{i k L}\right) \\
\frac{1}{2} \frac{A}{A+u}\left(1+e^{-i k L}\right) & 1
\end{array}\right)
\end{gather*}
$$

In the diffusion limit ( $t \rightarrow \infty$ ) using Eq. (2.14) we find

$$
\begin{equation*}
\sigma^{2}(t)=\frac{1}{2} L^{2} \frac{A B}{A+B} t=L^{2} \frac{a b}{a+b} t \tag{2.19}
\end{equation*}
$$

From the knowledge of $\underset{\underline{q}}{ }$, detailed balance relations, Eq. (2.16) can be calculated to give

$$
\begin{equation*}
\frac{P_{1}, e q}{P_{2}, e q}=\frac{b}{a} \equiv R_{12}(T) \tag{2.20}
\end{equation*}
$$

Eqs. (2.19) and (2.20) allow us to solve for the individual rates, i.e.,

$$
\begin{align*}
& v_{a} \exp \left(-E_{a} / k T\right)=a=L^{-2} t^{-1} \sigma^{2}(t)\left[1+R_{12}(T)\right]  \tag{2.21a}\\
& v_{b} \exp \left(-E_{b} / k T\right)=b=L^{-2} t^{-1} \sigma^{2}(t)\left[1+R_{12}^{-1}(T)\right] \tag{2.21b}
\end{align*}
$$

Experimentally $\sigma^{2}(t)$ and $P_{1}$, eq. $(T)=1-P_{2}$. ( $T$ ) are measurable and $L^{2} t$ is known. Thus, a semilogarithmic plot ${ }^{\text {q }}$ f the RHS of Eq. (2.21a) vs. $1 / \mathrm{kT}$ would yield a straight line of slope $-\mathrm{E}_{\mathrm{a}}$, and ordinate intercept $\log v_{a}$. Similarly, the same plot for Eq. (2.21b) would yield $\mathrm{E}_{\mathrm{b}}$ and $\nu_{\mathrm{b}}$. Note, that for this case merely plotting $\log \sigma^{2}(t)$ vs. $1 / k T$ (where $\sigma^{2}(t)$ is the variance of the dimer centroid position), does not allow the determination of $\mathrm{E}_{\mathrm{a}}, v_{\mathrm{a}}, \mathrm{E}_{\mathrm{b}}$ and $\mathrm{v}_{\mathrm{b}}$. Such a plot would in fact yield a "curved" Arrhenius line as can be seen by substituting activated forms for $a$ and $b$ in Eq. (2.19) for $\sigma^{2}(t)$. However, in a limited temperature range a plot of $\log \sigma^{2}(t)$ vs. $1 / \mathrm{kT}$ may appear to be a straight line, but its slope and intercept will not characterize the individual transition rates of the dimer motion. We emphasize that full use of all the FIM data such as both $\sigma^{2}(t)$ and detailed balance relations $\mathrm{R}_{12}(\mathrm{~T})$ must be employed to calculate the individual dimer transition rates. Reed and Ehrlich ${ }^{10}$ have also obtained Eq. (2.19) for the positional variance using Kolmogorov birth and death equations for the study of dimer motion. In a later paper ${ }^{7}$ pertaining to the motion of rhenium dimers on $W(211)$ Graham, Stolt, and Ehrlich find $a=17.5 \pm .4 \mathrm{kcal} / \mathrm{mole}$, while $\mathrm{b}=18.2 \pm .3 \mathrm{kcal} /$ mole, where as by just plotting $\log \sigma^{2}(t)$ for the dimer centroid vs. 1. kT yields a "straight line" with slope $18.0 \pm .3 \mathrm{kcal} / \mathrm{mole}$. This demonstrates the spectroscopic kinetic information available from such studies. We note that our matrix continuous-time random walk approach can be applied to a system with any number of states per unit cell, even if different states of the cluster have the same center of mass. This point was an obstacle to extending the approach of Reed and Ehrlich. ${ }^{10}$

## Three State Dimer in 1D

We now consider the last case in Fig. 1 where the dimer is allowed to extend into a third (non-dissociative) state which we term the extended state. Note that the center of mass of the dimer is the same for states 1 and 3 and thus states 1 and 3 coincide spatially but are distinguished by the different transition rates connecting
them to state 2. Two new transition rates, $c$ and $d$, are introduced to give us a total of four independent transition rates. We now inquire, "Is there sufficient FIM data to determine all four rates?" We can derive one equation for $\sigma^{2}(t)$, and two other independent detailed balance equations for $R_{12}(T)$ and $R_{23}(T)$. To obtain a fourth equation the diffusion experiment must be done under the influence of an electrical bias so the first spatial moment < ( $t$ ) > is non-vanishing. Such experiments have been performed by Tsong and Walko. ${ }^{25}$
Thus the amount of information one wishes to extract from the data will determine what type of experiment should be undertaken. The solution for each of the four individual transition rates in terms of the FIM observables ( $\sigma^{2}(t),<2(t)>, R_{12}(T), R_{23}(T)$ ) has been given in reference 21 , along with other examples, including diffusion on periodically defective lattices. The defects can be partially reflecting or absorbing or may just be described by different transition rates. The method used ${ }^{21}$ to include periodic defects was to construct identical super unit cells so that each of them contained the same defect structure. For example, in $1 D$ consider the motion of a single adatom on a lattice with every $n$-th site being defective (e.g. described by a different transition rate from a normal site). We would construct identical unit cells (see Fig. 3) and a corresponding nxn matrix $\Psi$ and use the internal state method of analysis described above. However, this can become difficult for large $n$ and thus we present in the next section an alternative renormalization method.


FIG. 3 (a) A 1D random-walk lattice with two alternating states is shown. The distance between sites 1 and 2 is $\ell$, and the unit cell (dashed lines) has length $2 \ell$. The total rates of leaving states 1 and 2 are $a$ and $b$, respectively. The probabilities of going to the left or right from states 1 or 2 are $\frac{1}{2}$. The lattice may represent the centroid positions of a dimer performing a 10 "channeled" motion on a
crystalline surface [e.g., W. dimer on a $W$ (211) suface, or a 1 D ordered, alternating two-component system. The random motion is solved by two methods. First, the lattice is treated as having two states per unit cell and $2 \times 2$ Green's-function propagator is derived. An alternative approach treats state 2 as a periodically occurring defect, and a defect-renormalized scalar Green's-function propagator is derived. (b) The defects (state 2) are now spaced a distance nl apart. In the text, it is shown that the defect-renormalizedpropagator solution is much simpler than the $n \times n$ matrix internalstate approach.

## III. MOTION ON DEFECTIVE SURFACES: RENORMALIZED GREEN'S FUNCTION METHOD

In this section we develop an alternative to the internal state supercell approach to random walks an defective lattices. ${ }^{22,26,27}$ The fact that we only treat periodically placed defect does not render the model inapplicable to physical situations. It pertains to a.c. conductivity in ordered overlayer assemblies ${ }^{28}$, transport in alloy or multicomponent systems, and ordered overlayer adsorption systems. ${ }^{29}$ The results are shown to be similar to the average T -matrix approximation for diffusion in the presence of a low concentration of randomly placed defects. ${ }^{30}$. 31 The coherent potential approximation may also be used for randomly placed low defect concentrations. ${ }^{32}$

We return to the original Green's function equation (2.4) and treat the effects of defects as inhomogeneities rather than as extra internal states. Consider the case in $1 D$ periodically placed defects spaced n lattice sites apart (see Fig. 3). The normal sites are characterized by

$$
\begin{equation*}
\psi(\ell, t)=\psi_{0}(t) p(\ell)=A \exp (-A t) \frac{1}{2}\left(\delta_{\ell, 1}+\delta_{\ell,-1}\right) \tag{3.1}
\end{equation*}
$$

and defect sites differ only by changing the transition rate from A to D, i.e.,

$$
\begin{equation*}
\Psi_{d}(\ell, t)=\psi_{d}(t) p(\ell)=D \exp (-D t)^{\frac{1}{2}}\left(\delta_{\ell, 1}+\delta_{\ell, 1}\right) \tag{3.2}
\end{equation*}
$$

Only nearest neighbor jumping is allowed. Eq. (2.4) becomes (when Laplace transformed over time) for a walker beginning at $\ell=0$,

$$
\begin{align*}
R(\ell, u) & -\sum_{\ell^{\prime}} p(l-\ell) \psi_{o}(u) R\left(l^{\prime}, u\right)-\delta_{\ell, 0}  \tag{3.3}\\
& =\sum_{j=-\infty}^{\infty} p(\ell-n j)\left|\psi_{d}(u)-\psi_{o}(u)\right| R(n j, u)
\end{align*}
$$

where the LHS represents propagation on an ideal lattice and the RHS is non-zero only for terms which involve transitions from a defect.

We wish to solve for $R(k, u)$. The solution to the ideal lattice problem in Fourier space ( $k$ ) and Laplace space ( $u$ ) is given by

$$
\begin{align*}
R_{0}(k, u) & =\left[1-p(k) \psi_{0}(u)\right]^{-1} \\
& =\left[1-\cos (k) \psi_{0}(u)\right]^{-1} \tag{3.4}
\end{align*}
$$

Fourier transforming Eq. (3.3) we obtain

$$
\begin{equation*}
\left[R_{0}(k, u)\right]^{-1} R(k, u)=1+p(k)\left[\psi_{d}(u)-\psi_{o}(u)\right] \sum_{j=-\infty}^{\infty} e^{i k n j} R(n j, u) \tag{3.5}
\end{equation*}
$$

Using the calculation of partial discrete Fourier transforms from Appendix A (Eqs. (A-3) and A-6)) we find the sum on the RHS of Eq. (4.5) can be written as

$$
\begin{equation*}
\frac{1}{n} \sum_{m=0}^{n-1} R\left(k+m \frac{2 \pi}{n}, u\right) \tag{3.6}
\end{equation*}
$$

where the first argument of $R$ is calculated modu.lo $2 \pi$ and $0 \leq k \leq 2 \pi$. next write the defect term $D(k, u)$ as

$$
\begin{equation*}
D(k, u)=p(k)\left[\psi_{d}(u)-\psi_{o}(u)\right] . \tag{3.7}
\end{equation*}
$$

For small $u$ (long times) note that

$$
\begin{equation*}
D(k, u) \sim u \cos k\left[A^{-1}-D^{-1}\right]+O\left(u^{2}\right) \tag{3.8}
\end{equation*}
$$

Using the notation

$$
\begin{equation*}
L(k, u)=\left[R_{0}(k, u)\right]^{-1} R(k, u)-1 \tag{3.9}
\end{equation*}
$$

Eq (4.5) becomes

$$
\begin{equation*}
L(k, u)=n^{-1} D(k, u) \sum_{m=1}^{n-1} R\left(k+m \frac{2 \pi}{n}, u\right) . \tag{3.10}
\end{equation*}
$$

Let us first consider $k$ values in the first "Brillouin zone" denoted by $K$, such that $0 \leq K \leq \frac{2 \pi}{n}$. Since

$$
\begin{equation*}
L\left(K+m \frac{2 \pi}{n}, u\right)=n-1 D\left(K+m \frac{2 \pi}{n}, u\right) \sum_{j=0}^{n-1} R\left(K+\frac{2 \pi}{n}, u\right) \tag{3.11}
\end{equation*}
$$

the $L(k, u)$ function for all values of $k,(0 \leq k \leq 2 \pi)$ and thus $R(k, u)$ can be related to $L(K, u)$ evaluated just in the first 3rillouin zone by

$$
\begin{align*}
& L\left(K+m \frac{2 \pi}{n}, u\right)=D\left(K+m \frac{2 \pi}{n}, u\right) D^{-1}(K, u) L(K, u) \\
& m=0,1, \ldots, n-1 \tag{3.12}
\end{align*}
$$

for
and where $D(k, u)$ is easily evaluated for any $k$.
We now write $R\left(k=K+m \frac{2 \pi}{n}\right.$, u) from Eq. (3.9) in terms of known quantities $D(k, m)$ and $R_{0}(k, u)$ evaluated just in the first Brillouin zone using Eq. (3.12)

$$
\begin{align*}
& R\left(K+m \frac{2 \pi}{n}, u\right)=R_{0}\left(K+m \frac{2 \pi}{n}, u\right)\left[L\left(K+m \frac{2 \pi}{n}, u\right)+1\right] \\
& =R_{0}\left(K+m \frac{2 \pi}{n}, u\right)\left[D\left(K+m \frac{2 \pi}{n}, u\right) D^{-1}(K, u) L(K, u)+1\right] \tag{3.13}
\end{align*}
$$

Summing both sides of Eq. (3.13) from $m=0, \ldots, n-1$ we find

$$
\begin{align*}
& \sum_{m=0}^{n-1} R\left(K+m \frac{2 \pi}{n}, u\right)=R(K, u) \\
& \quad+\sum_{m=1}^{n-1} R_{0}\left(K+m \frac{2 \pi}{n}, u\right)\left[D\left(K+m \frac{2 \pi}{n}, u\right) D^{-1}(K, u)\right. \\
& \left.\quad x\left\{\left[R_{0}(K, u)\right]^{-1} R(K, u)-1\right\}+1\right] \tag{3.14}
\end{align*}
$$

where the $m=0$ term has been separated from the sum on the RHS. Using Eq. (3.11) with $m=0$ the LHS of Eq. (3.14) can also be expressed in terms of $R(K, u)$. Thus one can solve for $R(K, u)$ in the first Brillouin zone and relate $R\left(K+m \frac{2 \pi}{n}, u\right)$ to $R(K, u)$ using Eq. (3.12). The result is

$$
\begin{equation*}
R(K, u)=W^{-1}(K, u) V(K, u) \tag{3.15a}
\end{equation*}
$$

where

$$
\begin{align*}
W(K, u) & =\left[\left(R_{0}(K, u)\right)^{-1}-n^{-1} D(K, u)\right] \\
& -n^{-1}\left(R_{0}(K, u)\right)^{-1} \sum_{m=i}^{n-1} R_{0}\left(K+m \frac{2 \pi}{n}, u\right) D\left(K+m \frac{2 \pi}{n}, u\right) \tag{3.15b}
\end{align*}
$$

and

$$
\begin{equation*}
V(K, u)=1+n^{-1} \sum_{m=1}^{n-1}\left(R_{0}\left(K+m \frac{2 \pi}{n}, u\right)\left[D(K, u)-D\left(K+m \frac{2 \pi}{n}, u\right)\right]\right) \tag{3.15c}
\end{equation*}
$$

Note that $R_{0}(k, u)=[1-\psi(u) \cos k]^{-1}$ diverges in the $u \times o$ and $k>0$ limits only as $u^{-1}$, and that $D(k, u) \rightarrow u$ for small $u$ (see Eq. (3.8) ). The propagator $R_{0}\left(K+m \frac{2 \pi}{n}\right.$,u) for $m \neq 0$ does not diverge. Thus all the terms meq. (3.15) do ${ }^{\mathrm{n}}$ not contribute in the diffusion limit. As $u \rightarrow 0, k \rightarrow 0$ the reduced expression becomes in the diffusion limit.

$$
\begin{equation*}
R(K, u)=\left\{\left[R_{0}(K, u)\right]^{-1}-\frac{1}{n} D(K, u)\right\}^{-1} \tag{3.16}
\end{equation*}
$$

We see that the effect of the defects is to renormalize the Green's function propagator $R_{0}(k, u)$ to $R(K, u)$ as in Eq. (3.15). In the long time limit ( $u \rightarrow 0$ ) the renormalization is a simple "self-energy" term

$$
n^{-1} D(K, u)=n^{-1} \cos k[u(D-A)] /[(A+u)(D+u)],
$$

In a previous publication we omitted the sum in Eq. (A.5) and kept only the $\mathrm{m}=0$ term, which led us directly to Eq. (3.16) rather than Eq. (3.15). We thank Dr. Harvey Scher and Dr. C. H. Wu for pointing this out to us. In a preprint they have considered random walks on lattices with periodic defects along with a temperature dependent defect to defect hops instead of just nearest neighbor hops. This is shown to lead to different channels of transport as a function of temperature.

Using the renormalized $R(K, u)$ we can calculate the variance as

$$
\begin{align*}
\sigma^{2}(t) & =\int_{0}^{t} \sum_{l} \ell^{2} R(\ell, t-\tau) \Phi(\ell, \tau) d \tau \\
& =\sum_{\ell} \ell^{2} \int_{0}^{t} R(\ell, t-\tau)\left\{\Phi_{A}(\tau)+\left[\Phi_{B}(\tau)-\Phi_{A}(\tau)\right] \delta_{\ell, n j} d \tau\right. \\
& =-\ell^{2} \mathscr{L}^{-1}\left\{\partial^{2} R(K, u) /\left.\partial K^{2}\right|_{K=0}\left[\Phi_{A}(u)+n^{-1}\left(\Phi_{B}(u)-\Phi_{A}(u)\right)\right]\right\} \\
& =\frac{n A B}{A+(n-1) B} \ell^{2} t \tag{3.17}
\end{align*}
$$

where $\Phi_{A}, B(u)=u^{-1}\left[1-\psi_{A, B}(u)\right]$ has been used (see Eq. (2.8). For $n \rightarrow \infty$ or $A^{\prime}=B$, (no defects), we obtain the perfect lattice result, Eq. (2.1), $\sigma_{0}^{2}(t)=A l^{2} t$. If the transition rate $A$ is known then one car solve for the defective transition rate $B$ to find

$$
\begin{equation*}
\frac{A \sigma^{2}(t)}{A \operatorname{An} \ell^{2} t-(n-1) \sigma^{2}(t)}=v_{B} \exp \left(-E_{B} / k T\right)=B \tag{3.18}
\end{equation*}
$$

Thus a semilogarithmic plot of the experimentally known quantities on the LHS vs. $1 / \mathrm{kT}$ will yield the activation energy and frequency factor characterizing the rate $B$. Note again that $\sigma^{2}(t)$ itself is not of the Arrhenius forms, and a plot of $\log \sigma^{2}$ vs. $1 / \mathrm{kT}$ will not allow a determination of $A$ and $B$.

By treating the defects as inhomogeneities in our Green's function
Eq. (3.3) we were able to calculate $R(K, u)$ as a scalar quantity.

In contrast, with the supercell method of Section II, we would need to use nxn matrices and their inverses. Unless special symmetries exist the calculations with nxn matrices can become prohibitive, thus showing the advantage in those cases of renormalized propagator method.

It is interesting to observe that to first order in the concentration of defects $\mathrm{C}=\mathrm{n}^{-1}$ the expansion of Eq. (4.17) yields

$$
\begin{align*}
\sigma^{2}(t) & =\sigma_{o}^{2}(t)\left\{1-C\left[\left(\nu_{B} / \nu_{A}\right) e^{-\left(E_{A}-E_{B}\right) / k T}-1\right]\right\} \\
& +O\left(C^{2}\right) \tag{3.19}
\end{align*}
$$

Which is similar to the effective diffusion constant in a system containing randomly placed defects as given by the average -Tmatrix approximation. ${ }^{30,31}$

The renormalization procedure used for calculating the variance for the example in Eq. (3.17) is actually more general and applies to cases in higher dimensions where the structure factor $p(k)$ is different at defective sites and when the diffusant cartains internal states (configuration, energetic, etc.) and a set of defects can be periodically repeated. When internal states are present the renormalization equations become matrix equations. The solution in Eq. (3.15) is already in the correct order for the proper matrix multiplication. Only the definition of the "self-energy" needs to be generalized to

$$
\begin{equation*}
\underline{\underline{D}}(\vec{k}, u)=\sum_{d}\left[\underline{p}_{\underline{d}}(\vec{k}) \psi_{\underline{d}}(u)-P_{\underline{\underline{O}}}(\vec{k}) \psi_{\underline{O}}(u)\right] \tag{3.20}
\end{equation*}
$$

where the sum is over the set of periodically repeating defects. When $p_{d}(\vec{k}) \neq p_{o}(\vec{k})$ care must be exercized arriving at asymptotic results since now $D(\vec{k}=0, u+0) \sim$ constant while if $p_{d}(\vec{k})=p_{0}(\vec{k})$ then $D(k=0, u \succ 0) \sim u$.

Before we proceed to discuss certain aspects of diffusion controlled reactions we comment on an interesting result concerning the effect of defects (inhomogeneities) on the lattice structure dependence of the diffusion constant. In reference (26) we have studied particle and cluster motion on defective surfaces. In one example, we considered square (sq.) hexagonal (hex), and triangular (tri) lattices with equal bond lengths and equal defect concentrations. Il addition we let the effect of the defects to extend to nearestneighbor sites. Norma1, defect, and defect nearest neighbor sites were ascribed transition rates $A, D$, and $B$ respectively. It was found for single particle motion that the variances in position (and thus the diffusion constants) order as $\sigma_{\operatorname{tri}}^{2}(t) \leq \sigma^{2}(t) \leq \sigma_{\text {hex }}^{2}(t)$ when $B \leq A$, i.e, when the migration of the particid is slowex in the vicinity of the defect. It should be noted that this structural (lattice connectivity) dependence occurs only for diffusion on defective lattices in which the range of influence of the defects extendes to at least nearest neighbors.

Studies of particle diffusion on surfaces containing defects are not abundant. Recently an FIM investigation of diffusion on a $3 \% \mathrm{R}_{\mathrm{e}}$ substituted $\mathrm{W}(100)$ surface was performed ${ }^{10}$, since defects are of $\mathrm{i}_{\mathrm{mp}}^{\mathrm{e}} \mathrm{portance}$ in catalytic reactions on surfaces, either as promoters or inhibiturs of migration, and in eight of the above results it is suggested that detailed studies of diffusion on such systems be carried out.

## IV. DIFFUSION CONTROLLED REACTIONS ON SURFACES

In this section we examine closely the meaning of "reaction rate" as it appears in probabilistic master equation descriptions of chemical kinetics. We show that the reaction rate is a conditional probability density, and describe its evaluation for certain model systems using the formalisms outlined in the previous sections. An explicit example of a diffusion controlled bimolecular reaction is discussed in Section $V$.

Unimolecular Reactions: What is a Reaction Rate?
The evolution of many physical systems can be viewed as unimolecular, bimolecular, or pseudo-unimolecular (if from two reactive species one species is vastly more abundant than the other) reactions. Unimolecular decay reactions involve the irreversible loss of independent reactants. McQuarrie ${ }^{34}$ has reviewed the master equation approach to unimolecular and bimolecular reactions. This stochastic approach allows the calculation of fluctuations, which deterministic equations do not. McQuarrie's solutions are in terms of rate constants, but he does not discuss how to calculate these rate constants from first principles. In this section, we show that the rate constants are conditional first passage (coincidence) probability densities and we relate them to the probability that the lifetime of a reactant is greater than a time $t$.

The master equation governing unimolecular decay is

$$
\begin{equation*}
\mathrm{dP}(\mathrm{~N}, \mathrm{t}) / \mathrm{dt}=\mathrm{K}(\mathrm{t})[\mathrm{P}(\mathrm{~N}+1, \mathrm{t})-\mathrm{NP}(\mathrm{~N}, \mathrm{t})], \tag{4.1}
\end{equation*}
$$

where $N$ is a random variable representing the number of reactants which have not yet reacted (decayed). The solution of Eq. (4.1) for the mean is

$$
\begin{equation*}
\langle N(t)\rangle=N_{0} \exp \left[-\int_{0}^{t} K(\tau) d t\right] \tag{4.2a}
\end{equation*}
$$

where $N_{0}$ is the initial number of reactants, and $N(t)$ satisfies the equation

$$
\begin{equation*}
d\langle N(t)\rangle / d t=-K(t)\langle N(t)\rangle . \tag{4.2b}
\end{equation*}
$$

The major task involved with Eq. (4.1) is to calculate the reaction rate $K(t)$ which contains all the physics of the reaction under study.

The quantity $K(t)$ is the conditional probability of a reaction occurring, of a particular reactant, in the interval ( $t, t+d t$ ), given that no reaction occurred in the interval ( $0, t$ ). We assume the stochastic process began at $t=0$. The quantity $K(t)$ dt says that the stochastic process began at $t=0$ and that at time $t$ one has the information that the particular reactant of interest has not yet decayed, and then asks with what probability will the decay occur at time $t+d$. Thus, $K(t)$ is a prediction at time $t$ of what will happen at time $t+d t$, given the information that the reactant did not decay in ( $0, t$ ). The conditional first passage density $K(t)$ can be related to the unconditional first passage density $F(t)$. The quantity $F(t) d t$ says that the stochastic process began at time $t=0$ and then asks for the probability that the decay takes place in the interval ( $t, t+d t$ ). So $F(t)$ is a prediction at time $t=0$ of what will happen at time $t+d t$.

To calculate $K(t)$, we first define $P(L>t)$ to be the probability that the lifetime of a particle is greater than $t$, i.e., that the decay takes place in the interval ( $t, \infty$ ):

$$
\begin{equation*}
P(L>t)=\int_{t}^{\infty} F(\tau) d \tau \tag{4.3}
\end{equation*}
$$

Now, $P(L>t+d t)$ can be written terms of a conditional probability

$$
\begin{equation*}
P(L>t+d t)=P[L>t+d t \mid \text { no decay in }(0, t)] P(L>t), \tag{4.4}
\end{equation*}
$$

where the last factor on the RHS is the probability that no decay has occurred in the interval ( $0, t$ ). Dividing both sides of Eq. (4.4) by $P(L>t)$ and expanding $P(L>t+d t)$ in a Taylor series about $t$, we find

$$
\begin{align*}
& P[L>t+d t \mid \text { no decay in }(0, t)] \\
& \quad=1+d t(d / d t) \log P(L>t)+0(d t)^{2} \tag{4.5}
\end{align*}
$$

Now,

$$
\begin{align*}
K(t) d t & \equiv P[L \leq t+d t \mid \text { no decay in }(0, t)] \\
& =1-P[L>t+d t \mid \text { no decay in }(0, t)] \tag{1.6a}
\end{align*}
$$

or

$$
\begin{align*}
K(t) & =-(d / d t) \log P(L>t) \\
& =F(t) / \int^{\infty} F(\tau) d \tau \tag{4.6b}
\end{align*}
$$

Using Eq. (4.6b) in (4.2a) yield the intuitive result

$$
\begin{equation*}
<N(t)\rangle / N_{0}=\exp \left[-\int_{0}^{t} K(\tau) d \tau\right]=\int_{t}^{\infty} F(\tau) d \tau \tag{4.7}
\end{equation*}
$$

and shows the connection between the unconditional and conditional first passage distributions.

We see that if $P(L>t) \sim \exp (-\lambda t)$ as $t \rightarrow \infty$, then $K(t)>\lambda$, a constant. This is the reason why constant reaction rates can often be used in Eq. (4.1). Note that

$$
\begin{equation*}
K(t)=-(d / d t) \log \left(\left\langle N(t)>/ N_{0}\right),\right. \tag{4.8}
\end{equation*}
$$

which is similar in structure to Eq. (4.6b). In Eq. (4.8), one uses experimental results to find $\mathrm{K}(\mathrm{t})$, while in Eq . (4.6), one uses assigned microscopic parameters to predict $K(t)$. Together, Eqs. (4.6) and 4.8) help allow for a determination of the microscopic parameters governing $K(t)$.

Calculation of a Diffusion Controlled Unimolecular Reaction Rate

Consider now the situation where Eq. (4.1) represents $N_{0}$ reactants per active site at $t=0$, and where there is one active site per $V$ lattice sites. A reaction occurs at the instant when a reactant reaches an active site on our periodic lattice. We divide our system into identical unit cells each initially with $N_{0}$ reactants and a active site at the origin of a unit cell with Vsites. Periodic boundary conditions are used in each unit cell, so the study of one cell will yield the kinetics of the concentration of the reactants $C(t)=N(t) / V$. We could endow our reactants with internal states (energetic, configurational, spin, etc.) and the lattice with various types of defects (promoters or inhibitors of diffusion) using our matrix renormalized propagator as discussed in Section III. However we will choose for simplicity a single particle on a perfect 2D square lattice governed by nearest neighbor jumps and $\psi(t)=A \exp (-A t)$. This model is then similar to Montroll's ${ }^{37}$ and Lindenberg ${ }^{32}$, Heninger, and Pearlstein's studies of exciton trapping. The equations which are now presented to calculate $K(t)$ (Eq. 4.6) should not be confused with the unimolecular reaction Eq. (4.1).

Given $\psi(\vec{\ell}, t)=\psi(t) p(\vec{l})$ we now calculate the unconditional first passage time $F(t)$ for a reactant initial at a non-active site. The probability density $f\left(0, t \vec{l}_{0}\right)$ for reaching the active site $\vec{l}=0$ at time $t$ for the reactant starting at $\vec{l}_{0}$, enters the following equation

$$
\begin{equation*}
\sum_{\vec{l}_{l_{0}} \neq 0} R\left(0, t \mid \vec{\ell}_{0}\right) g\left(\vec{l}_{0}\right)=\sum_{\ell_{0} \neq 0} \int_{0}^{\tau} f\left(0, t-\tau \mid \vec{l}_{0}\right) g\left(\vec{l}_{0}\right) R(0, \tau \mid 0) d \tau \tag{4.9}
\end{equation*}
$$

where we have averaged over the initial probability of occupying $\vec{l}_{0}$, and the RHS takes into account that for the reactant to reach the origen at time $t$ it could have reached there at an earlier time $t-\tau$ and returned to the origin (any number of times) in the remaining time
т. Here we are treating the origin as a normal site and calculating the first passage into $\vec{\ell}=0$. The propagator $R$ was first discussed in Eq. (2.4). Eq (4.9) can be solved by Fourier and Laplace transforms to yield

$$
\begin{equation*}
F(t)=\frac{1}{v-1} \sum_{\vec{l}_{0} \neq 0} f\left(0,\left.t\right|_{0} ^{\vec{l}_{0}}\right)=\frac{1}{v-1} \mathscr{C}^{-1}\left[\frac{R(\vec{k}=0, u \mid 0)}{R(\vec{l}=0, u \mid 0}-1\right] \tag{4.10}
\end{equation*}
$$

The denominator on the RHS is the random walk Green's function for return to the origin and is given by, in 2D,

$$
\begin{equation*}
R(\vec{l}=0, u \mid 0)=\frac{1}{V} \sum_{k_{1}=1}^{V_{1}} \sum_{k_{2}=1}^{v_{2}}[1-p(\vec{k}) \psi(u)]^{-1} \tag{4.11}
\end{equation*}
$$

where $V=V_{1} V_{2}$ and $k_{i}=2 \pi h_{i} / V_{i}, i=1,2$. While the Green's function has a
simple form in Fourier and Laplace space (see Eq. (2.9) it is not known, in general, in closed form in real space other than as in Eq. (4.11). Note however, that $\mathrm{R}(\vec{\ell}=0, \mathrm{u} \mid \mathrm{o})$ diverges for small u. ${ }^{17}$ This is because $\left.\lim _{\vec{u} \rightarrow 0} R^{-1} \overrightarrow{(l}=0, u \mid 0\right)$ represents the probability that $a$ random walker never returns to the origin after any number of steps, and this is zero for a finfte lattice. Montroll ${ }^{37}$ has analyzed the behavior of Eq. (4.11) in the small u limit. Using Montroll's results we obtain in 2D.

$$
\begin{equation*}
F(u) \sim 1-S V[1-\psi(u)]+0[1-\psi(u)]^{3 / 2} \tag{4.12}
\end{equation*}
$$

where $S=S_{1} \log V+S_{2}+S_{3} / V+S_{4} / V^{2}+\ldots \ldots$ and the values of $S_{1}, \ldots, S_{4}$ are of the order of 0.1 to 1.0 and differ for hexagon, square, and triangular lattices. In our example $1-\psi(u) \sim u<t>$ where $\langle t\rangle=\oint^{\infty} t \psi(t) d t$ is the mean time between jumps. In the long time limit $F(t)$ and $\psi(t)$ will have the same form, but different parameters such that

$$
\begin{equation*}
\int_{0}^{\infty} t F(t) d t=S V \int_{0}^{\infty} t \psi(t) d t \tag{4.13}
\end{equation*}
$$

so approximately SV steps are taken before the reactionoccurs. Thus we arrive at the equation for the consentration of reactants $C(t)$ in the long time limit

$$
\begin{equation*}
\frac{C(t)}{C(o)}=\exp \left(-\frac{A}{S V} \quad t\right) \tag{4.14}
\end{equation*}
$$

For shorter times the reaction rate $(\mathrm{K}(\mathrm{t})=\mathrm{A} / \mathrm{SV}$ ) will be time dependent. The structure of the substrate enters the rate through the quantity $S$. Using Montroll's values for $S_{1}, S_{2}, \ldots$, it can be shown that the rates order as $K_{t r i}>K_{s q}>K_{h e x}$, which is the same ordering as the coordination numbers. The structural effect is more pronounced
$\begin{array}{ll}\text { for } 1 \text { large } V \\ \text { are } 23 \% \text { (1ow active site concentrations). } 29 \% \text { larger, respectively, than } K & \text {. }=10, K_{s q} \text { and } K_{t r i}\end{array}$ are $23 \%$ and $29 \%$ larger, respectively, than $K_{\text {hex }}$.

## Diffusion Controlled Bimolecular Reactions

Bimolecular reactions on a surface can be treated in a similar fashion as unimolecular reactions, but they are inherently more difficult. ${ }^{36}$ First, the bimolecular master equations (Eqs. 4.15) and (4.16) are more complicated than the simple unimolecular one. Secondly, the calculation of $K(t)$ involves conditional first pair coincidences rather than first passage times. Thirdly, a single reactant upon reaching a reactive site will leave if the second reactant (which is necessary for the reaction) does not arrive in sufficient time. It is likely that the transition rate for a single particle to leave the reactive site is different than for it to leave a non-reactive site. In this case single particles will migrate on a defective lattice in the bimolecular reaction due to the nature of the reactive site, but not in the unimolecular reaction where they immediately react at the reactive (defective) site.

The bimolecular reaction master equation for identical particles $A+A+2 A$ is ${ }^{34}$

$$
\begin{equation*}
\frac{\mathrm{dP}(\mathrm{~N}, \mathrm{t})}{\mathrm{dt}}=\mathrm{K}(\mathrm{t})\left[\binom{\mathrm{N}+2}{2} \mathrm{P}(\mathrm{~N}+2, \mathrm{t})-\binom{\mathrm{N}}{2} \mathrm{P}(\mathrm{~N}, \mathrm{t})\right] \tag{4.15}
\end{equation*}
$$

where $N$ is the number of reactants which have not decayed at time $t$. We assume N is initially even, and changed by two after a reaction.

For two different species $A+B \rightarrow C$ the bimolecular master equation is given by ${ }^{34}$

$$
\frac{d P(N, t)}{d t}=K(t) \quad\left[(N+1) P\left(Z_{0}+N+1\right)-N\left(Z_{0}+N\right) P(N, t)\right]_{4.16)}
$$

where $N$ is the number of type $A$ reactants, and $M=Z_{0}+N$ is the number of $B$ reactants. Recombination reactions such as annealing are of this type.

Eqs. (4.15) and (4.16) can be solved by generating function techniques ${ }^{34}$ to yield respectively,

$$
\begin{equation*}
\langle N(t)\rangle=\sum_{N=2}^{N_{0}} A_{N} \exp \left[-2^{-1} N(N-1) \int_{0}^{t} K(\tau) d \tau\right] \tag{4.17}
\end{equation*}
$$

where

$$
A_{N}=\frac{1-2^{N}}{2^{N}}\left(\frac{\Gamma\left(N_{0}+1\right) \Gamma\left(\frac{N_{0}-N-1}{2}\right)}{\Gamma\left(N_{0}-N+1\right) \Gamma\left(\frac{N_{0}+N+1}{2}\right)}\right)
$$

and N is even, and

$$
\langle N(t)\rangle=\sum_{N=0}^{N_{0}} \frac{\left(2 N+Z_{0}\right) \Gamma\left(N_{0}+1\right) \Gamma\left(N_{0}+Z_{0}+1\right)}{\Gamma\left(N_{0}-N+1\right) \Gamma\left(N_{0}+Z_{0}+N+1\right.} \exp \left(-N\left(N+Z_{0}\right) \int_{0}^{t} K(\tau) d \tau\right)
$$

Here $K(t) d t$ is the conditional probability distribution that a reaction takes place between two particular reactants in the interval ( $t, t+d t$ ) given that the reaction did not occur before in ( $0, t$ ). As before we will be interested in diffusion controlled reactions at reactive sites which we take to be the origins of the defect superlattice cells of volume $V$ with periodic boundary conditions. In analogy to Eq. (4.9) to find the probability density for a first coincidence at the reactive site $\vec{l}=0$, at time $t, f\left(0, t \mid \vec{l}_{1}, \vec{l}_{2}\right)$ of two reactants which were at $\vec{l}_{1}$ and $\vec{l}_{2}$ at $t=0$, we first need to calculate the probability density of any coincidence $C\left(o,\left.t\right|_{\vec{l}} ^{l}, \vec{l}_{2}\right)$, of two particles which initially were situated at sites $\ell_{1}$, and $\ell_{2}$ and coincide at the origin of their unit cell at time $t$.

$$
\begin{align*}
C(t) & =\sum_{\vec{l}_{2}} \sum^{\prime} \mathrm{C}\left(0, t \mid \vec{\ell}_{1}, \vec{l}_{2}\right) \mathrm{g}\left(\vec{l}_{1}\right) \mathrm{g}\left(\vec{l}_{2}\right)  \tag{4.19}\\
& =\sum_{\vec{l}_{2}} \sum_{\vec{l}_{1}} \int_{0}^{t} f\left(0, t-\tau \mid \vec{l}_{1}, \vec{\ell}_{2}\right) \mathrm{g}\left(\vec{l}_{1}\right) \mathrm{g}\left(\vec{l}_{2}\right) \mathrm{C}(0, \tau \mid 0 \quad 0) \mathrm{d} \tau
\end{align*}
$$

where we have averaged over all initial positions of the two particular reactants, except for both being at the origin initially. The above equation can be solved for the first coincidence density $f$ to give

$$
\begin{align*}
F(t) & \equiv \sum_{\vec{l}_{1} \sum_{\vec{l}_{2}} \mathrm{f}\left(0, \mathrm{t} \mid \vec{l}_{1}, \vec{l}_{2}\right) \mathrm{g}\left(\vec{l}_{1}\right) \mathrm{g}\left(\vec{\ell}_{2}\right)}  \tag{4.20}\\
& =\mathscr{L}^{-1}[C(u) / C(0, u \mid o \quad 0)]
\end{align*}
$$

To proceed further we need to specify the allowable states of the reactants and the probability distributions governing transitions. We will treat the simplest case where all reactants are of the same type and have the waiting time density $\psi(t)=A \exp (-A t)$ for hopping, anc only nearest nieghbor jumps occur. We also consider that the release rate from the reactive site is unchanged from that of the normal site when only one reactant is there at the origin. A reaction will occur at time $t$ if one reactant already resides on the reactive site (having a rived there earlier) and a second reactant arrives there exactly at time $t$, or vice versa. Remembering that $R$ is the probability density for just arriving at a site, and $P$ is the probability for being at a site, we have

$$
\begin{equation*}
\left.\left.C(t)=\frac{2}{V(V-1)} \sum_{\vec{l}_{1}} \sum_{\vec{l}_{2}} P(0, t) \right\rvert\, \vec{l}_{1}\right) R\left(0, t \Gamma_{l_{2}}\right) \tag{4.21}
\end{equation*}
$$

Thus for large $V$ we have

$$
\begin{equation*}
F(t)=\mathscr{L}^{-1}\left(\frac{\mathrm{p}(\vec{k}=0, u \mid 0) R(\vec{k}=0, u \mid o)}{\mathrm{P}(\vec{l}=0, u \mid 0) R(\vec{l}=0, u \mid o)}\right) \tag{4.22}
\end{equation*}
$$

Again using Montroll's ${ }^{37}$ asymptotic ( $\leftrightarrow>0$ ) results for the terms in the denominator we find for the rate constant in Eq. (4.17)

$$
\begin{equation*}
\lim _{t \rightarrow \infty} K(t)=A / 2 S \tag{4.23}
\end{equation*}
$$

where $S$ is given in Eq. (4.12). Note that this rate is one half of the unimolecular reaction rate, but both rates enter completely different equations (Eq. (4.17) and Eq. (4.18)) for the mean number of reactants). For reaction between two species whose transition rates are characterized by rates $A$ and $B$ we find for large $t$ the $K$ to be used in Eq. (5.22) is

$$
\begin{equation*}
K(t)=(A+B) /(S[2+A / B+B / A]) \tag{4.24}
\end{equation*}
$$

## V. CONDITIONS FOR A RATE MAXIMIZING TEMPERATURE

 IN LANGMUIR-HINSHELWOOD REACTIONSIn this section we illustrate the manner in which multistate diffusion mechenisms might provid an interpretetion of certain experiments in which the rate of a catalytic reaction can be maximized as a function of temperature.

A number of heterogeneous catalytic reactions exhibit a maximum rate of reaction as a function of temperature. This may be due to the reaction mechanism or to changes in the catalytic structure as a function of temperature or a combination of both. We will consider the experiment of Moffat and Clark ${ }^{38}$ who in 1969 found a rate temperature maximum for the olefin disproportion ation reaction of propylene into ethylene on the cobaltmolybdate-alumina catalyst $\mathrm{C}_{\mathrm{o}}-\mathrm{M}_{\mathrm{o}}-\mathrm{Al}_{2} \mathrm{O}_{3}$. They also found that the reaction obeys the bimolecular Langmuir-Hinshelwood law. This means that two adsorbed propylenes react, perhaps at an active site. Other reaction mechanisms are possible. For example, Begley and Wilson ${ }^{39}$ found an Eley-Rideal mechanism (an adsorbed species reacting with a gas phase species) for olefin disproportionation on a tungsten-selica catalyst.

The Langmuir-Hinshelwood law is derived as follows. Let $\theta$ be the fractional surface coverage by the reactants. Then

$$
\begin{equation*}
\frac{d \theta}{d t}=P k_{1}(1-\theta)-k_{2} \theta, \tag{5.1}
\end{equation*}
$$

where $k$, is the adsorption rate and $k_{2}$ is the desorption rate and $P$ is the pressure. At equilibrium

$$
\begin{equation*}
\theta=K P /(1+K P), \tag{5.2}
\end{equation*}
$$

where $K=k_{1} / k_{2}$. The bimolecular rate of reaction is proportional to $\theta^{2}$ and to the diffusion controlled rate of reaction on the surface denoted by $k$. Thus the Langmuir-Hinshelwood rate of reaction $r$ is

$$
\begin{equation*}
r=k\left[\frac{K P}{1+K P}\right]^{2} . \tag{5.3}
\end{equation*}
$$

Note that Eq. (5.3) can be rewritten as

$$
\begin{equation*}
\frac{1}{\sqrt{r}}=\frac{1}{\sqrt{R}} \quad\left(1+\frac{1}{K_{P}}\right) \tag{5.4}
\end{equation*}
$$

Thus a plot of $\mathrm{r}^{-\frac{1}{2}}$ vs. $\mathrm{P}^{-1}$ should yield a straight line, as is seen in the propylene disproportionation reaction studied by Moffat and Clark ${ }^{38}$.

Usually, Arrhenius forms are assumed for both $k$ and $K^{38-40}$, i.e.

$$
\begin{align*}
& k=A \exp (-E / R T) \\
& K=\exp (\Delta S / R) \exp (-\Delta H / R T) \tag{5.5}
\end{align*}
$$

where $E$ is the activation energy for diffusion, $\Delta S$ is the differential entrophy of adsorption, $\Delta H$ is the heat of adsorption, and $A i_{1,2}$ the frequency factor. Since $k$ and $K$ can be determined from the $r^{-\frac{1}{2}}$ vs. $P^{-1}$ plot, one can further calculate the activation energy $E$ by

$$
\begin{equation*}
E=-\frac{\partial \ell_{n} k}{\partial(1 / R T)} \tag{5.6}
\end{equation*}
$$

and the heat of absorption by

$$
-\Delta H=\frac{\partial \ell_{n} K}{\partial(1 / R T)}
$$

Moffat and Clark ${ }^{38}$ found the values $E=8.2 \mathrm{~K} \mathrm{cal} / \mathrm{mole}$ and $|\Delta \mathrm{H}|=2.8$ K c. $1 / \mathrm{mole}$ as well as a rate maximizing temperature $\mathrm{T}_{\mathrm{m}} \sim 420^{\circ} \mathrm{F}$. If Eq. (5.5) is substituted into the rate equation (5.3) and the derivative with respect to temperature of the resulting expression is set equal to zero, a condition for the appearance of a rate maximum as a function of temperature is obtained. When the adsorption step of the reaction is exothermic, $\Delta H<0$, and the rate maximum condition is ${ }^{38}$

$$
\begin{equation*}
|\Delta H|>E(\beta+1) / 2 \tag{5.8}
\end{equation*}
$$

where $\beta=P \exp (\Delta S / R)$ and is usually much smaller than unity. This condition Eq. (5.8) is not satisfied by the measurements of Moffat and

Clark and yet a rate maximum still occurs.
To explain this apparent paradox we ${ }^{41}$ propose mechanisms where the Langmuir-Hinshelwood form of Eq. (5.3) is preserved, but the rate maximum condition Eq. (5.8) is modified to a form which can be consistent with the experimental results. Commen to the mechanisms which we propose is the property that $k$, which is related to the diffusive motion on the surface, is characterized by more than one rate constant. For example the motion of the nine atoms comprising the propylene $\mathrm{CH}_{3} \mathrm{CH}=\mathrm{CH}_{2}$ may involve transitions between different configurations of this cluster each with its own transition rate. Out of all the possible transitions those with the highest activation energies will be the rate limiting steps. Considering the two most important rate limiting transitions with rate $A$ and $B$, the diffusion constant in Eq. (5.3) will take the form, as in Eq. (2.19)

$$
\begin{equation*}
\mathrm{k}=\frac{\mathrm{AB}}{\mathrm{~A}+\mathrm{B}} \tag{5.9}
\end{equation*}
$$

We write both $A$ and $B$ in the Arrhenius form

$$
\begin{align*}
& A=v_{A} \exp \left(-E_{A} / R T\right) \\
& B=v_{B} \exp \left(-E_{B} / R T\right) \tag{5.10}
\end{align*}
$$

so k will not be of the Arrhenius form. If however a straight line results from an experimental plot of $\log \mathrm{k}$ vs. (RT) ${ }^{-1}$ this does not necessarily imply that $k=v \exp (-E / R T)$ and that $k$ cannot be written as in Eqs. (5.9) and (5.10). In practice, a plot of log $k$ from Eqs. (5.9) and (2.10) vs. (RT) ${ }^{-1}$ will yield a straight line of slope $-E_{A}$, in an appropriate temperature range, if

$$
\begin{equation*}
\text { (1) } E_{A} \approx E_{B} \tag{5.11a}
\end{equation*}
$$

or

$$
\begin{equation*}
\text { (2) } \quad E_{A} \gg E_{B}+R T \ln \left(\nu_{A} / \nu_{B}\right) \tag{5.11b}
\end{equation*}
$$

Using the k in Eqs. (5.9) and (5.10) the following condition is found for the occurance of a rate maximizing temperature $T_{m}$ in Eq. (5.3)

$$
\begin{equation*}
\frac{1+P \exp \left[\Delta S / R-|\Delta H| / R T_{m}\right]}{2|\Delta H|}=\frac{A+B}{E_{B} A+E_{A} B} \tag{5.12}
\end{equation*}
$$

Let us denote the RHS by $\Gamma$. A linear analysis shows that a small decrease in pressure $\delta P$ will decrease $T_{m}$ by the amount $\delta T_{m}$, where

$$
\begin{align*}
\delta T_{\mathrm{m}}= & \delta \mathrm{P} \exp \left[\Delta \mathrm{~S} / \mathrm{R}+|\Delta \mathrm{H}| / \mathrm{RT}_{\mathrm{m}}\right] \mathrm{RT}_{\mathrm{m}}^{2} /|\Delta \mathrm{H}| \mathrm{x} \\
& |2| \Delta H\left|\Gamma-1+2 A B\left[\Gamma\left(E_{A}-E_{B}\right) /(A+B)\right]^{2}\right|^{-1} \tag{5.13}
\end{align*}
$$

This is in accord with the experimental result that a decrease in pressure lowers the maximizing temperature. ${ }^{38}$ Neglecting $p \exp (\Delta S / R)$ compared to unity we arrive at the following inequality for the existence of a rate maximum

$$
\begin{equation*}
\nu_{A}\left(2|\Delta H|-E_{B}\right)>\nu_{B}\left(E_{A}-2|\Delta H|\right) \tag{5.14}
\end{equation*}
$$

where we have assumed, without loss of generality, that $E_{A}>E_{B}$. In contrast to Eq. (5.8) this inequality can be satisfied by the measurements of Moffat and $\mathrm{Clark}^{38}, \mathrm{E}_{\mathrm{A}}=8.2 \mathrm{Kcal} / \mathrm{mole}$ and $|\Delta \mathrm{H}|=2.8$ k cal/mole, if

$$
\begin{equation*}
0<E_{B}<5.6-2.6-\frac{v_{B}}{v_{A}} \quad \mathrm{~K} \mathrm{cal} / \mathrm{mole} \tag{5.15}
\end{equation*}
$$

For $k$ to be adequately described by an Arrhenius plot, Eq. (5.11b) must also be satisfied. A similar inequality can be derived by assuming the surface contains two types of sites with two different release rates ${ }^{41}$.

Not all reactions have reversible rate maxima. For example, Maatman et. $a^{40}$. studied the cracking of isopropylbenzene $\left[\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CH}\left(\mathrm{CH}_{3}\right)_{2}\right]$ into benzene $\left[\mathrm{C}_{6} \mathrm{H}_{6}\right.$ ] and propylene $\left[\mathrm{C}_{3} \mathrm{H}_{6}\right]$ on a silicaalumina catalyst. They derived the condition that the heat of desorption from active sites must be greater than the activation energy for diffusion for a rate maxima to exist. This condition is not met and no rate maxima is seen.

It would be interesting to find the conditions for the existence of a rate maximizing temperature for the production or various hydrocarbons in a Fischer-Tropsch reaction where progressively heavier hydrocarbons are produced from a catalyzed gaseous CO and $\mathrm{H}_{2}$ mixture.

$$
\begin{equation*}
\mathrm{nCO}+(2 \mathrm{n}+1) \mathrm{H}_{2} \rightarrow \mathrm{C}_{\mathrm{n}} \mathrm{H}_{2 \mathrm{n}+2}+\mathrm{nH}_{2} \mathrm{O} \tag{5.16}
\end{equation*}
$$

## APPENDIX A

## PARTIAL DISCRETE FOURIER TRANSFORMS

We define the discrete Fourier transform (Eq. A.1) and its inverse (Eq. A.2) on an infinite lattice of dimension $d$, as

$$
\begin{align*}
& f(\vec{k})=\sum_{\ell_{1}=-\infty}^{\infty} \cdots \sum_{\ell_{d}=-\infty}^{\infty} f(\vec{\ell}) e^{i \vec{k} \cdot \vec{\ell}},  \tag{A.1}\\
& f(\vec{\ell})=(2 \pi)^{-d} \int_{0}^{2 \pi} \int_{0}^{2 \pi} f(\vec{k}) e^{-i \vec{k} \cdot \vec{\ell}} d \overrightarrow{d k} \quad \tag{A.2}
\end{align*}
$$

Consider first a 1D lattice and define the partial Fourier transform

$$
\mathbf{f}_{\gamma, n}(k)=\sum_{\ell=-\infty}^{\infty} f(\gamma \ell+n) \quad e^{i k(\gamma \ell+n)}
$$

Using Eq. (A.2) we obtain

$$
\begin{align*}
f_{\gamma, n}(\vec{k}) & =\sum_{l=-\infty}^{\infty}(2 \pi)^{-1} \int_{0}^{2 \pi} f\left(k^{\prime}\right) e^{i\left(k-k^{\prime}\right)\left(\gamma^{l}+n\right) d k} \\
& =\frac{1}{\gamma} \int_{0}^{2 \pi} f\left(k^{\prime}\right) \delta\left(k-k^{\prime}+\frac{2 \pi m}{\gamma}\right) d k^{\prime}  \tag{A.4}\\
& =\frac{1}{\gamma} \sum_{m} f\left(k+\frac{2 \pi m}{\gamma}\right) \tag{A.5}
\end{align*}
$$

where the summation is over all integer values of $m$ (positive and negative) such that $k+\frac{2 \pi m}{\gamma} \varepsilon(0,2 \pi)$. Eqs. (A.3) and (A.5) can be easily generalized to higher dimensions, say $d$, to yield

$$
\begin{equation*}
\left(\gamma_{1} \ldots \gamma_{d}\right)^{-1} \sum_{m_{1}} \ldots \sum_{m_{d}} f\left(k_{1}+\frac{2 \pi m}{\gamma_{1}}, \ldots, k_{d}+\frac{2 \pi m_{d}}{\gamma_{d}}\right) \tag{A.6}
\end{equation*}
$$

For a finite lattice of dimensions (the number of lattice points being $N_{1} x \ldots \times N_{d}$ the discrete Fourier transforms are defined as

$$
\begin{equation*}
f(\vec{k})=\sum_{l_{1}=1}^{N_{1}} \cdots \sum_{l_{d}=1}^{N_{d}} f(\vec{l}) e^{\overrightarrow{i k \cdot} \cdot \vec{l}} \tag{A.7}
\end{equation*}
$$

and

$$
\begin{equation*}
f(\vec{\ell})=\left(N_{1} \ldots N_{d}\right)^{-1} \sum_{S_{1}=1}^{N_{1}} \cdots \sum_{S_{d}=1}^{N_{d}} f(\vec{k}) e^{-1 \vec{k}_{k} \cdot \vec{\ell}} \tag{A.8}
\end{equation*}
$$

where $k_{i}=2 \pi S_{i} / N_{1}, 1=1, \ldots, d$; and $s_{i}=1, \ldots, N_{i}$.
For the partial discrete transform

$$
\begin{equation*}
f_{\gamma}(\vec{k})=\sum_{l_{1}=1}^{N_{1}} \ldots \sum_{\ell_{d}=1}^{N_{d}} f\left(\gamma_{1} \ell_{1}, \ldots, \gamma_{d} \ell_{d}\right) e^{i \vec{k} \cdot\left(\gamma_{1} \ell_{1}, \ldots, \gamma_{d}{ }_{d}\right)} \tag{A.9}
\end{equation*}
$$

we obtain the same result as in Eq. (A.6), except $k$ can on1y take on the $N_{1} x \ldots \times N_{d}$ values in Eq. (A.8)
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The Scher-Lax model for the calculation of a.c. conductivity is modified to allow for temporal and spatial correlations. If, due to, say, lattice relaxation effects, a charge is most likely to continue to move in the same direction (caterpillar mechanism), then the real part of the conductivity will saturate, at large frequencies, below the d.c. level. The reverse will be true if a bounce-back mechanism dominates. These two cases of correlation can be related to the behavior of the superionic conductors AgI and Na B-alumina, respectively. The degree of disorder in the hopping sites determines the distribution of ionic transition rates which in turn governs the details of the conductivity curve. The
frequency dependent conductivity due to the motion of an ionic cluster (dimer) is also analyzed.
I. Introduction

In recent years attention has been focused on the frequency dependent conductivity $\sigma(\omega)$ of superionic conductors, as probed by optical, infrared, and microwave radiation, in order to gain information about the fast ion transport mechanism. ${ }^{1}$ Several studies have suggested that ion-ion correlations play an important role in lonic transport in superionic conductors. For example, van Gool and Bottelberghs, ${ }^{2}$ and Wang, Gaffari, and Choi ${ }^{3}$ have shown for Na $\beta$-alumina that the thermal activation energy, for transporting from a Beevers-Ross to an anti-Beevers-Ross site, decreases significantly when several $\mathrm{Na}^{+}$ ions are involved as opposed to a single ion. This is consistent with the x-ray data of Peters et al., ${ }^{4}$ which suggests that the $\mathrm{Na}^{+}$ions form clusters, as well as the measurements of Strom et al., ${ }^{5}$ showing a broad distribution of collective ion modes. It has been suggested by Roth ${ }^{6}$ and by van Gool and Bottelberghs ${ }^{2}$ that the excess cation concentrations in $\beta$-aluminas form domains. The recent EXAFS measurements, on AgI, of Boyce et al., ${ }^{7}$ Imply an lonic hopping model. In addition, Flynn ${ }^{8}$ has suggested that mobile ions can form small polarons, and Emin ${ }^{9}$ has shown how this can lead to correlated motion involving a time dependent activation energy. Kimball and Adams ${ }^{10}$ have studied the effects of correlation on $\operatorname{Re} \sigma(\omega)$ by using a GreenKubo formalism and keeping single and double hop terms. A kinetic Ising model is used to determine the transition rates between the states of the system. They find that Re $\sigma(\omega)$ always increases with $\omega$, regardless of the type of correlation.

In the present paper, the Scher-Lax model ${ }^{11}$ for calculating $\sigma(\omega)$ is modified to include the effects of correlation. Two types of correlation are studied,
*Supported by DOE Grant No. EG-77-S-05-5489

1) bounce-back and caterpillar mechanism (lattice relaxation correlation)
2) cluster (dimer) motion (ion-ion correlation)
The first type of correlation treats the effect of lattice relaxation on altering the relative probabilities for an ion hopping in the same and opposite directions as the previous hop. In section III we will show for the bounceback mechanism that $\operatorname{Re} \sigma(\omega)$ will saturate above the d.c. level, and that the reverse will be true for the caterpillar mechanism. In Section IV the spatial correlations involved in the motion of a dimer are analyzed to show that Re $\sigma(\omega)$ increases with $w$. Thus the Scher-Lax model ${ }^{11}$ provides a unified approach equally well describing an increasing Re $\sigma(w)$, as observed in Na B-alumina, ${ }^{12}$ or decreasing $\operatorname{Re} \sigma(\omega)$, as observed in AgI. ${ }^{13}$

## II. The Scher-Lax Model

Scher and Lax ${ }^{11}$ have used the Nyquist-like Green-Kubo formalism, which relates mobility to noise, to calculate the conductivity $\sigma(\omega)=$ $\mathrm{n}(\mathrm{Ze})^{2} \mathrm{D}(\omega) / \mathrm{kT}$ for impurity conduction in semiconductors in $3 D$ where $n$ is the density of carriers, Ze is the charge on a carrier, and $D(\omega)$ is the diffusion coefficient. They convert the usual expression containing the velocity correlation into an expression with a spatial displacement correlation, i.e.

$$
\begin{align*}
D(\omega) & =-\frac{1}{6} \omega^{2} C(\omega, T) \int_{0}^{2} \exp (i \omega t)<[\vec{l}(t)- \\
& -\vec{l}(0)]^{2}>d t, \tag{1}
\end{align*}
$$

where $C(\omega, T)=(\hbar \omega / 2 \mathrm{kT}) \operatorname{coth}(\hbar \omega / 2 \mathrm{kT})$ and is close to unity for $\hbar \omega<2 \mathrm{kT}$. This is the case for the temperatures at which superionic
conductors operate and for the frequencles at which they are probed. Thus we will neglect $C(\omega, T)$ in the following discussion, but it must be accounted for at high frequencies. The calculation, in Eq. (1), is essentially made classical by assuming that the density matrix and the position operator $\overrightarrow{\&}$ are diagonal in a site representation which leads to, in 3D,

$$
\begin{align*}
& D(\omega)=-\frac{1}{6} \omega^{2} \sum_{\vec{l} \vec{l}_{0}}\left|\left(\vec{l}-\vec{l}_{0}\right)\right|^{2} \\
& \quad \int_{0}^{\infty} \exp (i \omega t) P\left(\vec{l}_{0}, t \mid \vec{l}_{0}\right) f\left(\vec{l}_{0}\right) d t \tag{2}
\end{align*}
$$

where $P\left(\vec{l}, t| |_{0}\right)_{+}$is the probability for finding the carrier at $\vec{\ell}$ at time $t$, given it was at $\vec{l}_{0}$ at time, $t=0$, and $f\left(\bar{X}_{0}\right)$ is the probability it wat at $\vec{l}_{0}$ initially. The probability $P\left(\vec{\ell}, t \mid \vec{l}_{0}\right)$ can be calculated from a Hamiltonian, a transport equation, or through a random walk. The last approach is used by Scher and Lax who use the semi-Markovian continuous-time random walk of Montroll and Weiss, 14 and show how to calculate $P\left(\vec{l}, t \mid \vec{l}_{0}\right)$ from a knowledge of the hopping distribution. In the next section we modify this calculation for correlated random walks.

$$
\underset{\sim}{\mathrm{P}}(\ell, t)=\left(\begin{array}{lll}
{\left[\frac{1}{2}+\varepsilon \exp (-\alpha t)\right] \delta_{\ell, 1}} & {\left[\frac{1}{2}-\varepsilon\right.} & \exp (-\alpha t)] \delta_{\ell, 1} \\
{\left[\frac{1}{2}-\varepsilon \exp (-\alpha t)\right] \delta_{\ell,-1}} & {\left[\frac{1}{2}+\varepsilon\right.} & \exp (-\alpha t)] \delta_{\ell,-1}
\end{array}\right)(4)
$$

and the lower state 2 is attained if the previous jump was to the left. Different transition rates can be assigned for jumps which continue in the same direction (caterpillar mechanism) or which reverse direction (bounce-back mechanism). The jumps are governed by a probability distribution

$$
\begin{equation*}
\Psi_{i j}(l, t)=\psi_{j}(t) p_{i j}(l, t) \tag{3}
\end{equation*}
$$

where $\psi_{j}(t)$ is the probability density for leaving an internal state $j$ (which was attained at $t=0$ ) at time $t$, and $p_{i f}(\ell, t)$ is the probability that this jump is to an internal state $1, \ell$ lattice sites away. We choose here $\psi_{1}(t)=\psi_{2}(t)=\psi(t)$, and
and denote $\frac{1}{2}+\varepsilon=p=1-q$. With this form of $p$ the correlation is strongest immediately after a jump has occurred. We maximize this effect by choosing $\alpha=0$.

The matrix governing the transitions on our periodic lattice with internal states completely determines the matrix $\underset{\sim}{P}$ needed in Eq. (2). The solution of the semi-Markovian matrix random walk equations has been given in several contexts, 15,16 and when used in Eq. (2) leads to in 1D
III. Temporally Correlated Random Walks

We assume the ions hop between periodically situated lattice sites. There may be several non-equivalent sites/unit cell, but in this paper we restrict ourselves to $1 D$ and one site/ unit cell, and consider a random walk in 1D

$$
\begin{equation*}
D(\omega)=\frac{\ell^{2}}{2}\left(\frac{1 \omega \tilde{\psi}(1 \omega)}{1-\tilde{\psi}(1 \omega)}\right)\left(\frac{1+(p-q) \tilde{\psi}(1 \omega)}{1-(p-q) \tilde{\psi}(1 \omega)}\right) \tag{5}
\end{equation*}
$$

where $\ell^{2}$ is the mean squared single jump displacement and $\Psi(1 \omega)={ }^{\circ} \exp (1 \omega t) \psi(t) d t$. For $p=q$ this reduces to the ${ }^{0}$ Scher-Lax result. In uging the random walk to derive Eq. (5) it was assumed that the first hop was governed by the same hopping distribution as suceeding hops. However, if at $t=0$ we only know the site where the carrier is located but not when it arrived
present site from the left or the right. This type of correlation is realized mathematically by mapping this non-Markovian random walk onto a Markovian random walk with two internal states/ lattice site, 15 (see Fig. 1). The upper state 1 is attained if the previous jump was to the right,


Figure 1. Each lattice site is represented by a unit cell with two states. State 1 (2) is occupled if the lattice site in question was occupled by a transition from its left (right). The probability of the next jump being in the same direction as the previous one is $p$, and to be in the reverse direction the probability is $q=1-p$. The generalization to correlations over more than the preceding jump involves additional internal states.
there, then Feller has shown the first transition in an ongoing random process must be treated differently than the succeeding transitions, as pointed out by Tunaley, ${ }^{17}$ This consideration will lead to
$D(\omega)=\frac{l^{2}}{2}\left(\frac{1+(p-q)}{} \tilde{\tilde{\psi}(i \omega)} 1\right) \lim _{\omega \rightarrow 0}\left(\frac{i \omega \tilde{\psi}(\omega)}{1-\tilde{\psi}(\omega)}\right)$.

Lax and Scher ${ }^{18}$ have argued that the procedure, for $p=q$, leading to Eq. ( 5 ) is correct for the case of impurity conduction. In any event, both results are equivalent and yield frequency
independent conductivities if $\psi(t)=\lambda \exp (-\lambda t)$
and $p=q$. The transition rate is usually written in an activated form $\lambda=v \exp (-E / k T)$. However, if $p \neq q$, this $\psi(t)$ yields, using Eq. (4) with $a=0$,
$D(\omega)=\frac{\ell^{2}}{4} \frac{A B}{A+B}\left(\frac{(A+B)^{2}+2 \omega^{2}+1 \omega(A+B)}{(A+B)^{2}+\omega^{2}}\right)$
Studies, ${ }^{2,3}$ suggest that the activation energies for cluster motion will be lower than for single particle motion. It is seen from Eq. (8) that Re $D(w)$ will increase with frequency.

## V. Conclusions

It has been shown how correlations can be treated as internal states in a matrix approach to continuous-time random walks. The effect of correlations in a hopping model with a single transition rate is to make the conductivity complex and frequency dependent. The degree of disorder in the environment of the charge carrier can be incorporated ${ }^{11}$ in the hopping distribution
$D(\omega)=\frac{\lambda \ell^{2}}{2}\left(\frac{\omega^{4}+(1+4 p q) \omega^{2} \lambda^{2}+4 p q \lambda^{4}-21(p-q) \omega \lambda\left(\omega^{2}+\lambda^{2}\right)}{\left(\omega^{2}+2 q \lambda^{2}\right)^{2}+(p-q)^{2} \omega^{2} \lambda^{2}}\right)$
where the real part of the term in brackets varies from $p / q$ at $\omega=0$ to 1 at $\omega=\infty$. Thus for $p>q$ (caterpillar mechanism) Re $\sigma(\omega)$ will decrease with $\omega$, and for $q>p$ (bounce-back mechanism) $\operatorname{Re} \sigma(\omega)$ will increase with frequency. An exponential $\psi(t)$ will also lead to frequency dependent results in multilayer assemblies. ${ }^{19}$
IV. Spatial Correlation: The Transport of a Dimer

As shown in Fig. 2, we assume that for 1D motion a dimer ${ }^{20}$ can exist in a straight or a staggered configuration. The motion must alternate between these states. Hopping distribution functions $\psi_{1}(t)=A \exp (-A t)$, and $\psi_{2}(t)=B \exp (-B t)$ are assigned for making transitions from the straight and staggered configurations, respectively. Using the continuous-time random walk formalism with internal states for the dimer motion leads to
function. An algebraic $\psi(t) \sim t^{-1-\alpha}, 0<\alpha<1$, implies a large distribution of hopping rates and leads to a $D(\omega) \sim \omega^{\alpha}$ regime, as is seen in B-alumina. ${ }^{12}$ To describe realistic systems the motion of ionic clusters combined with the lattice relaxation effects of caterpillar and bounce-back mechanisms with the appropriate $\psi(t)$ should be studied in 2D and 3D. Also, following Huberman and Sen, ${ }^{20}$ one may wish to describe the transport above a temperature dependent cutoff frequency (i.e. at short times) by a damped harmonic oscillator driven by random forces to insure solid like behavior at low temperatures, and $\sigma(\omega) \sim \omega^{-2}$ for $\omega+\infty$ as in the free ion model of Rice and Roth. ${ }^{21}$ The above considerations will be developed in the future.
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Figure 2. In 1D we allow the dimer to exist in a straight (state 1) or staggered configuration (state 2). The allowable positions of the dimer's center of mass are then mapped onto a periodic lattice with two states per unit cell. The total rate of leaving states 1 and 2 are $A$ and $B$, respectively. Transitions to the right and left occur with equal probability. In the upper figure we show a transition from state 1 to state 2.
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#### Abstract

Using solvable models it is shown that conpling onc-and two-dimensional systems to sulstates produces siguffant alterations in their Jong-range order and seattering characteristies, even if the coupling is very weak. Expressions for Pecerls's long-range-order parancter, $\left\langle\delta_{n}^{?}\right\rangle$, are obtained, with their asymptotic forms, and static structure factors, $S(\overrightarrow{\mathrm{Q}})$, are evaluated.


PACS numbers: $68.60 .+\mathrm{q}, 64.60 . \mathrm{Cm}, 68.20 .+\mathrm{t}$

Recent theoretical and experimental studies of systems of "less than three dimensions" have inspired a resurgence of interest in this subject. Among the systems reported to exhibit one-dimensional (1D) or quasi-1D behavior are some organic ${ }^{1}$ and inorganic ${ }^{2}$ complexes. Systems exhibiting two-dimensional (2D) or quasi-2D behavior include adsorbed layers, ${ }^{3}$ electrons trapped on a liquid helium surface ${ }^{4}$ and thin "soap-bubble films." Particularly intriguing are questions of ordering (degree and type) and stability in such systems. ${ }^{6-10}$ Of special interest here is their degree of long-range order in light of physical arguments, ${ }^{6}$ and rigorous proofs ${ }^{7}$ that true longrange order does not exist for strict 1 D and 2 D systems. Since the physical systems mentioned above are coupled to a skeletal or substrate environment, one should expect, in general, quasi1D or quasi-2D rather than strict 1D or 2D behavior. Such coupling effects have been observed in recent neutron-scattering studjes of $\mathrm{Hg}_{3-6} \mathrm{AsF}_{6}$, ${ }^{2,11}$ and of phases of $\mathrm{CD}_{4}$ monolayer films on graphite ${ }^{12}$ for which the scattered neutron line shapes could not be interpreted, even for the registered (commensurate) plase, on the basis oi strict 2D theories.

Our purpose is to show that coupling to a substrate significantly affects the degree of longrange order and scattering characteristics in certain 1D and 2D model systems. To elucidate our discussion we limit our considerations to cerain solvable nodels employing simple coupling chemes.
A measure of the long-range order in an $N$ article system is provided by the function $\left\langle\delta_{n \bar{\kappa}}^{2}\right\rangle$ $\left\langle\left(\left(\vec{u}_{n}-\overrightarrow{\mathrm{u}}_{a}\right) \cdot \hat{\kappa}\right)\right\rangle$ given $\mathrm{b}_{j}$

$$
\begin{equation*}
\left.\left\langle\delta_{n \hat{k}}^{2}\right\rangle=\left.4(N m)^{-1} \sum_{\hat{q}}\langle | U_{\mathrm{q}}^{+} \cdot \hat{k}\right|^{2}\right\rangle \sin ^{2}\left(\frac{1}{2} \overrightarrow{\mathrm{q}} \cdot \overrightarrow{\mathrm{R}}_{n}\right), \tag{1}
\end{equation*}
$$

here $\vec{u}_{n}$ is the deviation of particle $n$ of mass $m$ om its cquilibrium position $\vec{R}_{n}$, $\hat{x}$ is an arbitrary rection in the lattice, and $U *$ is the normalode amplitude. The angular brackets denote
temperature ensemble averaging. At sufficiently high temperatures, $T$ (typicaliy larger than the Debye temperature) equipartition can be used ${ }^{\text {b, }, ~}$ to write $\left.\left.\langle | U_{q} \cdot \hat{k}\right|^{2}\right\rangle=k_{B} T \omega_{q}^{-2}$, where $\omega_{q}$ is the nor-mal-mode frequency.

Consider first a 1D chain of atoms of lattice spacing $a$ and interparticle nearest-neighbor (NN) force constants $K$. Let it be coupled via NN and next NN force constants $K_{\perp}$ and $K_{D}$, respectively, to a 1D parallel substrate chain of heavy masses each a distance $a$, for simplicity, below a lattice site of the first chain. In the harmonic approximation, and for a stationary suostrate, the longitudinal normal-mode frequency (describing motions along the chain axis) is given by $\omega_{q}^{2}=\left(4 K^{\circ}\right.$ $/ m)\left[R^{2}+\sin ^{2}(q a / 2)\right]$, where $2 R=K_{D}^{2} / K^{2}$ is a measure of the interchain relative coupling strength. Notice that this mode possesses a $q=0$ gap, equal to $4 K R^{2} / m$. Using the high- $T$ approximation and the above $\omega_{a}$, transformation of the sum in Eq. (1) over $\overrightarrow{\mathrm{q}}$ to an integral and converting to a contour integral in the complex plane yields the following closed-form result:

$$
\begin{align*}
\left\langle\delta_{n}^{2}\right\rangle / a^{2} & =\sigma\left(\frac{1-\left[2 R^{2}+1-2 R\left(R^{2}+1\right)^{1 / 2}\right]^{n}}{R\left(R^{2}+1\right)^{1 / 2}}\right) \\
& \equiv C_{1}\left(1-e^{-\alpha n}\right), \tag{2}
\end{align*}
$$

where $\sigma=k_{B} T / 2 K a^{2}$ (typically ${ }^{11}$ of the order $\left.10^{-3}-10^{-4}\right)$. In the limit of vanishing coupling, $R=0$, and for large $n$ the previously known result ${ }^{11}\left\langle\delta_{n}^{2}\right\rangle / a^{2 \sim}(2 \sigma)_{n}$ is recovered. With a criterion that long-range order exists when $\left\langle\delta_{n}^{2}\right\rangle /$ $a^{2}<1$ as $n-\infty$, it follows that there is a longrange order if $R \approx \sigma$, so that even weal: coupling to a substrate restores long-range order. The modified behavior upon coupling is shown in Fig. 1 (a).

Using the expression siven in Eq. (2), the fre-quency-integrated dynamical structure lactor $S(\vec{Q})$ ( $\operatorname{Cor} \vec{Q}$ parallel to the chain) can be evaluated, yielding


FIG. 2. 2D layer coupled to a stationary substrate layer. (a) $\left\langle\sigma_{11}^{2}(\rho)\right\rangle$ vs $\rho=r_{11} / a$ for various values of $R$. For $R=0$, results obtained with (dotted) and without (solid) the long-wavelength approximation are shown. For finite $R$ values, results are shown using Eq. (4) (solid) and via the indicated fits (dashed). (b) Subtracted static structure factors, $S^{\prime}(\vec{Q})$, around the (10) Bragg peak for several coupling strengths, $R, \sigma=10^{-4}$. Note changes in scalc.

$$
\begin{align*}
S^{\prime}(\vec{Q})=S(\vec{Q})-\delta(\vec{Q}, \overrightarrow{\mathrm{G}}) & \exp \left(-A Q^{2} / 2\right) \\
= & \exp \left(-A Q^{2} / 2\right)\left(4 \sum_{\mu=0}^{\infty} \sum_{\nu=0}^{\infty} \cos \left(Q_{x} \mu a\right) \cos \left(Q_{y} \nu a\right)\left[\exp \left(\frac{1}{2} B Q^{2} e^{-\gamma\left(\mu^{2}+\nu^{2}\right) 1^{1 / 4}}\right)-1\right]\right. \\
& -2 \sum_{\mu=0}^{\infty} \cos \left(Q_{x} \mu a\right)\left[\exp \left(\frac{1}{2} B Q^{2} e^{-\gamma \mu^{1 / 2}}\right)-1\right]-\sum_{\nu=0}^{m} \cos \left(Q_{y} \nu a\right)\left[\exp \left(\frac{1}{2} B Q^{2} e^{-\gamma \nu^{1 / 2}}\right)-1\right] \\
& \left.+\exp \left(\frac{1}{2} B Q^{2}\right)-1\right), \tag{6}
\end{align*}
$$

where $A, B$, and $\gamma$ are the parameters defined above and $\overrightarrow{\mathrm{G}}$ is a reciprocal-lattice vector of the 2 D net. For a finite sample the summations in the above equation should extend up to $N_{\mathrm{z}} / 2$ and $N_{y} / 2$, where $N_{x}$ and $N_{y}$ are the extensions of the 2 D
sample in the $x$ and $y$ directions. Resuits for $S^{\prime}(\ddot{Q})$ around the ( 10 ) Brage peak, for various values of $R$, are shown in Fig. 2(b). It is of interest to comment that for a strict 2 D lattice, i.e., $R=0$, the peaks in $S(\bar{Q})$ near reciprocal-lattice vectors

$$
\begin{equation*}
S^{\prime}(\bar{Q})=S(Q)-N e^{-f^{2}} \delta(\hat{Q}, \dot{Q})=\sum_{i=1}^{\infty} \frac{(-f)^{2 l}}{l!} Z(l), \tag{3a}
\end{equation*}
$$

$$
\begin{equation*}
Z(l)=\sum_{j=0}^{1}(-1)^{\prime}\binom{l}{j}\left(\frac{e^{-\alpha j}-\cos ((q a)}{\cosh (\alpha j)-\cos (Q a)}\right), \tag{3b}
\end{equation*}
$$

here $2 f^{2}=Q^{2} C_{1}$ and $\vec{G}$ is a reciprocal-lattice ector. In the limit of vanishing interchain couling ${ }^{11} S^{\prime}(\bar{Q})$ [and $S(\bar{Q})$ ] consists of a series of arrow peaks centered upon the reciprocal-lattice ectors. For nonvanishing coupling strengths a roadening of the peaks accompanied by a propunced asymmetry occurs as shown in Fig. 1(b) ote changes in scales). Sufficient accuracy is ptained by truncating the sum over $l$ in Eq. (3a) pically at $l=3-5$. The above could provide praccal functional form for fitting purposes.
We turn next to the evaluation of $\left\langle\delta_{11}^{2}(\rho)\right\rangle$ (where $=r_{11} / a$ and $r_{\|}$is an interparticle distance in an bitrary direction) for a 2D square lattice, of ttice constant $a$ which is coupled to a stationary uare substrate layer via NN and next NN force pnstants $K_{\perp}$ and $K_{D^{*}}$. Following arguments similar the above, we obtain

$$
\begin{equation*}
\left\langle\delta_{11}^{2}(\rho)\right\rangle / a^{2}=(\sigma / 2 \pi) \rho^{-2} \int_{0}^{2 \sqrt{ } \pi \rho} d y y \frac{1-J_{0}(y)}{R^{2}+\sin ^{2}(y / 2 \rho)} \tag{4}
\end{equation*}
$$

here the Debye cutoff has been employed and $J_{0}$ the Bessel function of the first kind. For vanhing interplane coupling, $R=0$, the previously ${ }^{3,8}$ rived asymptotic logarithmic divergence of $\left.{ }_{i 1}^{2}(\rho)\right\rangle$ is observed. For finite coupling asymptic analysis yields nonlogarithmic asymptotic havior (see Appendix).

$$
\begin{equation*}
\left\langle\delta_{\|}^{2}(\rho)\right\rangle / a^{2} \sim(\sigma / \pi)\left(F(R)-\frac{\sqrt{\pi} J_{1}(2 \pi \rho) / \rho}{R^{2}+\sin ^{2} \sqrt{\pi}}\right), \tag{5a}
\end{equation*}
$$

ere

$$
\begin{equation*}
F(R)=\int_{0}^{2 \sqrt{\pi}} d y y\left(2 R^{2}+1-\cos y\right)^{-1} \tag{5b}
\end{equation*}
$$

merical evaluation of Eq. (4) for various values $R$ indicated that good fits to $\left\langle\delta_{1}^{2}(\rho)\right\rangle$ are given the form $A-B \exp \left(-\gamma \rho^{1 / 2}\right)$ where $A, L \prime$, and $\gamma$ e constants dependent upon $R$. Sample results e shown in Fig. $2(\mathrm{a})$. Using the above form, an pression for $S^{\prime}(\vec{Q})$ (for $\vec{Q}$ parallel to be plane) a be derived, yielding


FIG. 1. 1D chain couplerl to a stationary substrate chain. (a) $\left\langle\zeta_{n}^{2}\right\rangle$ ws it, for various va'ues of relative coupling strength $R$. Solid lines after Fiq. (2); dashed lines correspond to the $R=0$ case. (1) Subtracted static strueture factors, $S^{\prime}(\overrightarrow{(Q)})$, around the first Bragg peak for various coupling strensths, $\pi=10^{-4}$. Note changes in scale.
$\vec{G}$ are piven by power-law singularities, ${ }^{10} S(\vec{Q})$ $\sim|\vec{Q}-\stackrel{\rightharpoonup}{G}|^{-2 \cdot n \cdot(2)}$, where the bounded exponents $\eta_{\ddot{3}}(T)$ are related to the elastic moduli of the lattice. We note that for both the 1D and 2D cases, the $\delta(\vec{Q}, \overrightarrow{\mathrm{G}})$ term has been subtracted in $S^{\prime}(\vec{Q})$ [c.g., Eq. (3a)|. This term which is absent in the $R=0$ limit ${ }^{11}$ increases with $R$, i.c., increasing coherent scattering intensity at $\vec{Q}=\vec{G}$. Correspondingly, the residual $S^{\prime}(\vec{Q})$ decreases in amplitude and broadens upon increased coupling to the substrate [note scales in Figs. 1(b) and 2(b)].

It is important to note that for both the 1D and 2D coupled systems the long-range-order parameters exhibit an altered asymptotic behavior, deviating significantly from the uncoupled results $(R=0)$ even for small substrate coupling strengths [Figs. 1(a), 2(a)]. In fact, for both cases $\left\langle\delta_{n}^{2}\right\rangle$ converges to a limit at microscopic distances even for small $R$ values. Consequently, even for small couplings to the substrate strict $1 D$ or $2 D$ behavior is lost. This is due to the fact that by turning on the couplings to the substrate (finite $R$ ) the numbur of possible paths for linkage between any two atoms increases (the effective increase is related to the value of $R$ ). Thus the tendency
to maintain long-ranse-order inereases ubon coupling. These characteristics are exhibited in the integrated scatering functions [Figs. 1(b), $2(b) \mid$, which provide possible forms for the interpratation of experimental data.
While we recornize that the above model calculations employed simplifying assumptions, such as a particular geometry, range of interaction, classical description, and a stationary substrate, the essential results pertaining to the salient offects of the dimensionality of the system on the degree

- of long-range-order and scattering characteristics should remain valid in more general circumstances. Moreover, the first three assumptions can be easily relaxed (for commensurate arrangements) and do not modify the main conclusions. Noncommensurate configurations and couplings to extended nonstationary substrates remain the subjects of further investigations.
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## APPENDIX

In this Appendix we outline the evaluation of the asymptotic expression for $\left\langle\delta_{11}^{2}(\rho)\right\rangle$ given in Eqs. (5). First, we rewrite Eq. (4) as

$$
\begin{equation*}
\left\langle\delta_{\| I}^{2}(n)\right\rangle / a^{2}=\left(\frac{\sigma}{n}\right) \frac{1}{n^{2}} \int_{0}^{2 \pi \sqrt{n}} d x x \frac{1-J_{0}(\beta x)}{2 R^{2}+1-\cos (x / n)}, \tag{A1}
\end{equation*}
$$

where in terms of the lattice constant, $a$, the distance between two lattice sites $\gamma_{\|}(=p a)$ is equal to $\beta a n$ ( $\beta a$ is the smallest distance between lattice sites in a chosen direction, and $n$ is an integer). Owing to the large value of $n$ with which we are concerned, the denominator of the integral in the above equation varies much more slowly than the numerator. Therefore, we partition the integral into a sum of integrals in which the denominators are almost constant,

$$
\begin{equation*}
\left\langle\delta_{\|}^{2}(n)\right\rangle / a^{2}=\left(\frac{\sigma}{\pi n^{2}}\right)\left(\sum_{m=0}^{n-1} \int_{m \pi}^{(m+1) \pi} d x x \frac{1-J_{0}(\beta x)}{2 R^{2}+1-\cos (x / n)} \int_{\lambda^{1}}^{\frac{1}{n} \pi} \int_{0}^{2 n \sqrt{n}} d x x \frac{1-J_{0}(\beta x)}{2 R^{2}+1-\cos (\lambda / n)}\right), \tag{A2}
\end{equation*}
$$

vhere $\tilde{n}$ is the largest integer such that $\tilde{n} \pi \leqslant 2 \sqrt{\pi n}$, Considering the denominators in the integrands in Eq. A2) as constant over their ranges of integration and performing the remaining integration, we obtain

$$
\begin{aligned}
\left\langle\delta_{11}^{2}(n)\right\rangle / a^{2}=\frac{\sigma}{\pi n^{2}} & \left(\sum_{m=0}^{n} \frac{\left(m+\frac{1}{2}\right) \pi^{2}}{2 R^{2}+1-\cos (m \pi / n)}\right. \\
& \left.+\sum_{m=0}^{n} \frac{\cos (m \pi / n)-\cos (m+1) \pi / n}{\left[2 R^{2}+1-\cos (m \pi / n)\right]\left\{2 R^{2}+1-\cos [(m-1) \pi / n]\right\}} \frac{m \pi J_{2}(\beta m \pi)}{\beta}-\frac{2 n \sqrt{\pi} J_{1}(2 \beta n \sqrt{\pi})}{\beta\left[2 R^{2}+1-\cos (n \pi / n)\right]}\right) .
\end{aligned}
$$

onsider the first sum in Eq. (A3). With negligible ror (large $n$ ) the arrument of the cosine in the nominator can be replaced by $y_{m}=\left(m+\frac{1}{2}\right) \pi / n$. onverting to an integral we get to a good approxiation the expression $n^{2} F(R)$, where $F(R)$ is given
by Eq. (5b). Next, we approximate the thira term in Eq. (A3) by replacing, the argument of the cosine in the denominator by $2 \sqrt{\pi}$ (note the above definition of $\bar{n}$ ). Now, note that the first (erm in Eq. (A3) contributes a constant term, $(\sigma / \pi) r^{\prime}(R)$, to
he asymptotic form of $\left\langle\delta^{2}(n)\right\rangle / a^{2}$ while the third erm behaves asymptotically as $n^{-3 / 2}$. While we ave not been able to evaluate the second sum in q. (A3) analysis of its terms for various ranges $m$ and $R$ indicates that its contribution to
$\left\langle\delta^{2}(n)\right\rangle / a^{2}$ falls off asymptotically at least as fast as $n^{-2}$. Consequently, retaining only the contribution from the two leading terms, we arrive at the asymptotic expression given by Eq. (5).
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F. Cooper-Pairing in the Vicinity of a Localized Phonon Mode

A many-body scattering theory for the interaction of a single localized phonon with the conduction electrons of a metal is developed. Local screening is determined self-consistently by the non-1inear dependence of single particle averages on dynamic two-body correlation functions. Assuming the atom executes one-dimensional harmonic oscillations only, the electronic subspace coupled to this motion is rigorously shown to be one-dimensional using the Haydock-HeineKelly recursion method. Two-body fluctuations off the mean one-body state are treated with one-dimensional Tomonage-Luttinger boson techniques. A complete set of many-body eigenstates is obtained.

The study of local Cooper-Pairing $\left(\left\langle c_{1 \uparrow}^{+} c_{1 \downarrow}^{+}\right\rangle\right)$yields a simple criterion for anomalous enhancement of pairing fluctuations in the normal-metal phase. For a half-filled conduction band, neglecting screening, it is simply

$$
K=\frac{32}{\pi}\left(z \frac{e^{2}}{a}\right)^{2} \quad \frac{1}{a^{2} w}
$$

where $K$ is the effective spring-constant of the vibrating impurity of charge Ze, a is its distance to the nearest electronic shell and $W$ is the band-width. The origin of this effect is the appearance of an electron-hole scattering resonance in the long-wavelength portion of the many-body continuum.

We are concerned particularly with the question of relating the microscopic parameters which characterize a localized optic mode and its coupling to the electron gas of a metal in which it is embedded, to the effect which this interaction has on the local distribution of Cooper-pairs in the vicinity of the impurity.

Our approach is unusual. We begin by considering a microscopic model Hamiltonian for the electrostatic coupling of a charged vibrating interstitial impurity with the conduction electrons of a metal when these are in the immediate
vicinity of the impurity. The model is a charge-transfer model in the sense that the conduction electrons are not allowed to hop onto the impurity. This type of situation is expected to occur, for example, in the absorption of a single hydrogen atom by a transition metal where it is believed that the hydrogen's electron settles in low-lying, hybridized, hydrogen-metal bonding states. This charge-transfer assumption is dispensable, however, and is introduced to minimize the ensuing complexities. With little modification this theory may also be applied to the study of a substitutional rather than an interstitial defect.

A complete set of approximate many-body eigenstates will be obtained for this Hamiltonian using a self-consistent procedure, termed Self-Consistent Late Bosons (S.L.B.) which has recently been applied to the study of a magnetic impurity problem, the Wolff model.

The S.L.B. method is an unambiguous procedure which yields an approximate set of self-consistent many-body eigenstates for a class of impurity problems in metals and alloys. The class of problems for which it is most naturally suited satisfy two basic conditions:

Condition 1. They are "Weak-Coupling" problems in the sense that a selfconsistent Hartree-Fock (H.F.) analysis of them yields a single non-degenerate H.F. - ground state. That is, the mean-field ground state is unique. In general, this requirement trans1ates into a restriction on the magnitude of the parameters appearing in the microscopic Hamiltonian. Only in this restricted region may one hope to achieve a straightforward S.L.B. diagonalization of the problem.
(Figure 1). Bonding of the impurity to the metal and its interaction with core electrons is assumed to be accounted for by $K_{o}^{\prime}>0$ of (3). A single band of conduction electrons which hop itinerantly by the action of (2) is assumed. For technical reasons it is necessary to assume that the impurity (of mass $M_{o}$ ) executes oscillations along a single spatial direction, the x-direction. Coupling of the conduction electrons to the impurity is electrostatic in origin. The impurity of charge Ze (either positive or negative) couples to the total (proton + electrons) charge assumed localized on the two sites at $\pm$ ax. The F.C.C. lattice constant is 2 a (Figure 1 ). In ( 4 ), $0 \leq \rho \leq 2$ parametrizes the valency of the metal lons with $\rho=1$ for a $1 / 2$-filled conduction band. Finally $\Delta U$ in (5) describes correlation effects in the conduction band. Concerning the origin of this term, two points of view are possible. The first presumes the Hamiltonian (1) to describe the interaction of the impurity with a band of real electrons in which case $\Delta U>0$ parametrizes local correlation effects while distant correlations are neglected. The alternate view interprets (1) as describing the coupling of the impurity to a band of non-interacting quasielectrons resulting from a partial diagonalization of a (weakly-correlated) electronic Hamiltonian over sites not neighbouring the impurity. In this case (5) results from the impurity's destruction of translational invariance. $\Delta U$ parametrizes a residual correlation between quasi-electrons and could be negative though it is generally expected to be positive. This latter interpretation has recently been applied to a self-consistent theory of metallic magnetism.

Implementation of the S.L.B. method may be achieved in 7 steps:
Step 1. Separation of the one-body (mean-field) terms from the many-bodyfluctuations contribution to the impurity Hamiltonian and approxi-
mation of the latter by their leading-order two-body processes to include: terms at most bi-quadratic in fermion creation and destruction operators; terms linear in bosons and quadratic in fermions; terms quadratic in bosons.

Step 2. Re-expression of the local two-body-fluctuation terms as a sum of bi-1inear products of eigenoperators of an element of the symmetry group of the kinetic energy operator.

Step 3. Application of the Haydock-Heine-Kelly (H.H.K.) recursion method to obtain the one-dimensional kinetic manifold which couples to each of the local fluctuation operators identified in Step 2. Symmetry ensures that the one-dimensional subspaces obtained will be orthogonal and dynamically independent.

Step 4. Self-consistent Hartree-Fock diagonalization of all the independent one-body Hamiltonians obtained in Step 3. In general, these HartreeFock problems will be parametrized by two-body correlation functions over the fluctuation variables which are yet to be determined. Also this step will generally necessitate some approximation to the neardefect one-dimensional kinetic energy matrix elements.

Step 5. Transformation of the two-body Hamiltonian terms by the unitary operations which removed one-body terms in Step 4. This introduces an important mean-field renormalization of one-electron wave functions.

Step 6. Approximation of the renormalized one-electron wave function by their fermi-leve1 value and factorization of these from the band-sum representations of the symmetry-resolved fluctuation operators. In this manner a mean-field renormalization of two-body coupling constant is achieved.

Step 7. Application of one-dimensional Tomonage-Luttinger (T.L.) bosonization methods to the diagonalization of the resulting multichannel scattering problem. A complete set of (boson) eigenoperators of the defect Hamiltonian are obtained.

Details of the application of the above procedure to the Hamiltonian given in Eqs. (1-6) will be reported in due course. Once the approximate set of manybody eigenstates is found an approximate representation of the local Fermion operators is constructed and the local Cooper-pair enhancement factor

$$
R=\frac{\left\langle C_{1 \uparrow}^{+} C_{1 \downarrow}^{+}\right\rangle(z)}{\left\langle C_{1 \uparrow}^{+} C_{1 \downarrow}^{+}\right\rangle(z=0)}
$$

analyzed. It is shown to diverge subject to the criteria mentioned above. Analysis of the influence of adsorbate (or impurity) local modes at surfaces on local Cooper-pairing enhancement is currently being pursued.

re 1.
We obtiaf approximate many-body efgenstates for the electrostat interaction of a single vibrating impurtty of inass $M_{o}$ and effective charge Ze with the conduction electrons of an F.C.C. metal. The impurity, whose stable position is the octohedral :ite of the central. cell, is assumed to execute one-dimensional harmonic oscillations along the x-axis, only. It interacts with conduction electrons when they are located at sites labeled $j= \pm 1$. $2 a$ is the F.C.C. lattice constant.

## G. LOCAL ELECTRONIC PROPERTIES: Si

## 1. INTRODUCTION

## A. The Nature of Cluster Calculations

Increased resolution and sensitivity of experimental bulk and surface analytical probes in the last two decades have produced results well correlated with the microscopic properties of solids. However, the conventional band theories of solids, primarily developed to understand bulk properties of crystalline solids, have undergone extensive modifications in efforts to accommodate phenomena such as impurities, vacancies, surfaces, interfaces, and other defects. These phenomena generally enter the theoretical framework as perturbations on the long-range order of a crystalline solid system. Conventional condensed matter theories apparently cannot handle with ease such problems as lattice distortions, isolated defect change states, interstitials, polycrystalline matter, and amorphous matter.

Acting on the premise that the details of the local geometry and the electronic microstructure, in terms of local bonding directionality and inhomogeneous charge distribution, may be more important in certain cases than extended condensed matter properties, one is led to consider clusters of atoms as a preliminary model. The obvious treatment for the first attempting to model local properties of condensed matter systems is to define one cluster of atoms in an arbitrary geometrical arrangement and model it's environment, which represents the remainder of the solid, in a realistic way. In contrast, then, to conventional theories of solids, the local region is perturbed by the environment. The advantage of the cluster concept is that it can be used to study in detail phenomena at least of short-range nature, incorporating flexibility in the specification of geometry, atomic species and electronic
configuration. Perhaps concepts involving multiple clusters could also be developed for polycrystalline or amorphous studies.

Quantum chemistry methods have presently evolved to the point of handling "large" clusters of $10-30$ atoms based on ab-initio theories of electronic structure. The use of a rigorous theory, based on fundamental principles, for the calculation of the local electronic microstructure of a cluster with the inclusion of environmental effects in some manner represents an alternative approach to the traditional theoretical description of condensed matter.

The size of the cluster necessary to simulate an imperfect local region may be qualitatively determined by considering the range of interaction of the imperfection. One prerequisite for a valid cluster calculation, then, is that an imperfection must be well screened within the confines of a cluster boundary. Another consideration, not often mentioned, is that the cluster size should not be chosen very large because of the well known deficiencies of the fundamental theories, for example, Hartree-Fock, when they are applied to extended systems.

The development of a model to include the environmental effects of a cluster and, hence, the remainder of the solid, which is coupled to the cluster is a largely unexplored area. The best attempts appear to be that of Grimley and Pisani in the context of local chemisorption. In many cluster calculations, claiming to be representative of solids in terms of localized properties, environmental effects are totally ignored. This appears to be generally the case for metal substrates. For the case of host systems with covalent bonds, the neglect of environmental effects is more serious due to unpaired electrons at the cluster boundary, so-called "dangling bonds". For homopolar semiconductors, these unpaired electrons are associated with cluster surface states and manifest themselves within the forbidden energy gap. First attempts at
modeling the environment of such systems have relied on adding atoms to the cluster proper in the context of "bond saturators". Since the saturators are actually part of the cluster, they are self-consistently connected to the local cluster of interest. This model has the disadvantage of not providing an absolute reference between systems when the cluster of interest is changed. The development of a good environmental model must have the requirements that in the limit that the local cluster is "perfect", bulk results are obtained, and that when the local cluster is imperfect, results must be related to bulk results (i.e., band edges, charge densities, local densities of states, etc.). The comparison of results of a good cluster/ environmental model to cluster models neglecting the environment or modeling it by "saturators" may, in addition, define better the range of problems accessible by the less sophistocated models. The development of a hybrid cluster/environment scheme is currently in progress by the authors.
B. Hydrogen-Bounded Silicon Clusters

In an effort to assess the quality of using 12 hydrogen "saturators" for environmental modeling of a cluster of 5 silicon atoms arranged geometrically in tetrahedral coordination, ab-initio calculations have been performed variationally and self-consistently to determine the electronic microstructure.

As our method of calculation we use the unrestricted Hartree-Fock (UHF-SCF) procedure. In general, the calculations are done using an ab-initio effective core potential for the 10 core electrons on each silicon center. However, test calculations have been done which include all electrons on a silicon center.

The UHF method, coupled with the frozen HF effective core and symmetry projection, provides a first-principles testing ground for medium size clusters (10 ~ 20 atoms) 1imited primarily by current computational facilities. As with all cluster models, based on $H F$ theory or derivatives thereof, the "range of
application and flexibility" should be qualified relative to the basic approximations used.

Atomic silicon and several different geometries of hydrogen-bounded and unbounded silicon clusters have been studied primarily directed at establishing the validity of the $\mathrm{Si}_{5} \mathrm{H}_{12}$ cluster in terms of the selection of an appropriate basis set. The cluster species studied include: Si ${ }^{\text {ae }}$, Si, $S i^{a e_{H}}, S i H_{3}, S i^{a e_{H}}, S i H_{4}, S i_{2} H_{6}, S i_{5}, S i^{a e_{H}}, S i_{12}, H_{12}$, and $S i_{8}$, where the superscript "ae" designates a silicon center including all electrons. In the cases where "saturating" hydrogen atoms are used, the si-H bond lengths have been varied over the range $1.332 \AA$ to $2.6 \stackrel{\circ}{\mathrm{~A}}$, retaining tetrahedral coordination, in order to assess the "saturation" placement with respect to the silicon core.

## 2. CLUSTER GEOMETRIES AND BASIS SETS

Figure 1 illustrates the geometrical arrangement chosen for the 17 atom cluster $\mathrm{Si}_{5} \mathrm{H}_{12}$. A central silicon atom is at the origin, surrounded by four silicon nearest neighbors in tetrahedral coordination with Si-Si bond lengths of $b_{S i}=\frac{\sqrt{3} a}{4}=2.3517 \AA$, where $a$ is the lattice constant of bulk silicon. Surrounding the shell of nearest neighbors are hydrogen atoms (or saturators) in tetrahedral coordination with the central $\mathrm{Si}_{5}$ complex. In this study, the 12 Si-H bond lengths, $b_{H}$, have been varied simultaneously, retaining the underlying tetrahedral $\left(\mathrm{T}_{\mathrm{d}}\right)$ symmetry. The Si-H bond lengths have been varied over the range $1.332 \AA$ to $2.6 \AA$ encompassing the experimental bond lengths of $1.48 \AA$ in silane $\left(\mathrm{SiH}_{4}\right)$ and the Si-Si distance of $2.3517 \AA$ in bulk silicon. The values of $\mathrm{b}_{\mathrm{H}}$ chosen are $1.332,1.48,1.776,2.1,2.3517$, and $2.6 \stackrel{\circ}{\mathrm{~A}}$.

Defining the quantities:

$$
\begin{aligned}
& \alpha=\frac{a}{4}=\frac{b_{S i}}{\sqrt{3}} \\
& \beta=\frac{b_{H}}{\sqrt{3}} \\
& \delta=\alpha+\beta \\
& \sigma=\alpha-\beta
\end{aligned}
$$

the coordinates of $\mathrm{Si}_{5} \mathrm{H}_{12}$ are tabulated in Table 1 .
The 8 atom clusters $\mathrm{Si}_{2} \mathrm{H}_{6}$ and $\mathrm{Si}_{8}$, used for supporting studies, retain the tetrahedral bonding angles and have $C_{3 v}$ symmetry (no inversion symmetry). All Si-Si bonds are fixed at the $b_{S i}$ value and in the case of $\mathrm{Si}_{2} \mathrm{H}_{6}$, the $\mathrm{Si}-\mathrm{H}$ bond lengths have been varied.

## 3. RESULTS AND DISCUSSION

## A. Groundstate and Excited State Calculations

The $\mathrm{Si}_{5} \mathrm{H}_{12}$ cluster has a singlet groundstate with a closed-shell configuration of 32 electrons. By virtue of its tetrahedral point group symmetry $\left(T_{d}\right)$, the electronic eigenfunctions may be classified according to 5 irreducible representations: $a_{1}, a_{2}, e, t_{1}$, and $t_{2}$ (singly, doubly, and triply degenerate).

Figure 2 illustrates the change in total energy as a function of all twelve hydrogen "saturators" being placed at one of the six bond lengths (1.332, 1.48, $1.776,2.1,2.3517$, or $2.6 \AA$ ), but still in tetrahedral coordination with the fixed cluster core of 5 silicon atoms. The minimum of the groundstate curve lies at $1.48 \AA$, which is expected, since this is the experimental $\mathrm{Si}-\mathrm{H}$ bond length in silane $\left(\mathrm{SiH}_{4}\right)$ where $\mathrm{sp}^{3}$-s bonds are also found. The minimization of total energy, based on variational self-consistent techniques, for predicting geometry is well established for molecular systems. However, there is no a-priori reason for using the equilibrium Si-H distance when the hydrogens are used as "saturators" for the simulation of silicon.

In addition, Figure 2 illustrates the total energies for an excited state configuration where an electron is forced from an orbital of $3 t_{2}$ symmetry to occupy an orbital of $3 a_{1}$ symmetry. A dynamic symmetry searching procedure has been implemented during each iteration to insure the desired occupation numbers for the orbitals due to the fact that energetically close-lying orbitals of different symmetries often switch positions. Figure 3 illustrates the energy switching for the groundstate $1 t_{1}$ symmetry's orbital energy as a function of Si-H bond lengths.

In Figure 3, the orbitals with symmetries $1 a_{1}, 2 a_{1}, 1 e, 1 t_{2}, 2 t_{2}, 3 t_{2}$, and I $t_{1}$ are all fully occupied with 32 electrons and the orbitals $3 a_{1}, 4 t_{2}$, and $2 e$ are the first 3 unoccupied symmetries. Since $\mathrm{Si}_{5} \mathrm{H}_{12}$ is closed-shell, the
spin up and spin down electrons are degenerate. By analysis of the basis function coefficients and the charge densities of the $1 t_{1}$ and $2 e$ symmetry orbitals, it is found that they contribute minimally to the bonding of the central silicon atom and are delocalized in the outlying region of the cluster, contributing to the Si-H bonds. In contrast, the orbitals of symmetry $\mathrm{a}_{1}$ and $t_{2}$ are found to contribute predominately to the bonding region about the central silicon with moderate contributions from the outlying hydrogens. Since the central core of 5 silicons has been geometrically fixed in the calculations, Figure 3 illustrates, in particular, the rapid movement of the $1 t_{1}$ and le states with respect to the others in the valence band based on hydrogen placement. One importance consequence of "saturator" placement is that, in effect, the leve1s associated with the "saturators", and hence the environment can be moved to anywhere desired with respect to levels localized in the central cluster region. The Si-H bond length then could be considered as an adjustable parameter and is perhaps analogous to surrounding the cluster with a directional self-consistent potential. The SCF-X $\alpha$-SW silicon calculations generally include the directional hydrogen spheres but also include a Watson sphere surrounding the entire cluster with an adjustable charge. Fazzio has suggested that the Watson sphere by itself, with a fixed charge equal to that of the unpaired electrons, is a successful model of the semiconductor environment. It is unclear what effect the loss of bonding directionality by the uniform distribution of charge on the Watson sphere has on Si-Si bonds within the cluster.

If the assumption is made that the $1 t_{1}$ symmetry is representative of the bulk valence band edge, some credence can be given to the selection of the 2.3517 A Si-H bond length based on the observation in Figure 3 that the $1 \mathrm{t}_{1}$ and $3 t_{2}$ states are nearly degenerate. It is observed that the $1 t_{1}$ and $3 t_{2}$ levels become degenerate at the distance of $\sim 2.30 \AA$. Since the central atom
is a silicon and the $3 t_{2}$ state is associated with the central region, the (near) degeneracy can be associated with a self-consistent match of the central cluster to the "saturators", i.e. environment. Cartling, using SCF-Xa-SW with the same geometry, points out that "the high location of the $1 t_{1}$ level [with respect to the $3 t_{2}$ level] is probably due to the model inequivalence of equal atoms". In the UHF cluster, the same symmetry ordering is obtained, and in addition to the above remark, we conclude that the $1 t_{1}$ level can be adjusted based on the "saturator" placement. Since the $3 t_{2}$ orbital is predominantly representative of the central silicon atom bonding, it is perhaps more representative of the valence band edge in the local region, in agreement with Cartling. Any localized exitations from the top of the valence band should be performed with this symmetry.

It is observed in Figure 3 that for $\mathrm{Si}-\mathrm{H}$ bond lengths less than $2.30 \stackrel{\circ}{\mathrm{~A}}$, the $l t_{1}$ and le levels become further depressed in the valence band. If the $1 t_{1}$ and le symmetry states are associated with unwanted cluster surface states, as in the $\mathrm{Si}_{5}$ cluster, the addition of hydrogens at distances near the $\mathrm{Si}-\mathrm{H}$ equilibrium distance results in the transferral of these states deep into the valence band.

The selection of either the $1.48 \AA$ or $2.3517 \AA^{\circ}$ "saturator" distance used by different authors, is shown by UHF to have significantly different electronic character based on the total energies and orbital symmetry order. Furthermore, the results for the two different distances question as to what role the
"saturators" should actually play - that of modeling the environment or that of just eliminating unwanted states from the forbidden energy gap.

## B. Cluster Band Gap Calculations

The "cluster band gap" is now defined as the energy difference required for a localized excitation of an electron from the highest occupied cluster orbital to the lowest unoccupied cluster orbital where the orbitals are primarily localized in the central region. This last qualifying statement prohibits, for example, the participation of $e$ and $t_{1}$ symmetry orbitals. As remarked previously, the $3 t_{2}$ symmetry orbital is representative of the central silicon bonding region and is shown, in Figure 2, to be at the top or just beneath the $1 t_{1}$ symmetry level in the energetic order of occupied states. In addition, the $3 t_{2}$ orbital is predominately $p$ character and can be associated with the $\Gamma_{25}^{\prime}(\vec{k}=0)$ point at the top of the valence band in bulk silicon. The lowest unoccupied states in the clusters are of $3 a_{1}$ symmetry and are also found to be primarily located in the central region of the cluster but possess predominantly s character. The $3 a_{1}$ state might be associated with the $\Gamma_{2}^{\prime}(\vec{k}=0)$ conduction band state which is known to be of $s$ character, but is not the conduction band minimum. The association of the $3 a_{1}$ orbital with other non-zero $\vec{k}$ points in the Brillouin zone, such as the conduction band minimum at $\vec{k} \simeq 0.8 X_{1}$, is questionable since classification based on an atomic orbital model is known to be deficient. Nevertheless, if the cluster model does represent silicon in some manner, the transition of an electron from $3 t_{2}$ to $3 a_{1}$ symmetry should represent some localized low-energy transition and is favored by selection rules. Whether such a cluster model can represent the true energy band gap to any degree of accuracy, since this is an intrinsically extended bulk property of a semiconductor, is questionable. In fact, Phillips points out that in a bond model for semiconductors, the difference between averages of antibonding and bonding energies, called the "bond energy gap", is in general much greater than the conventional energy band gap defined by the maximum valence and minimum
conduction band edges. For silicon, the bond energy gap is 4.77 eV and the band energy gap is 1.1 eV at room temperature. For the lowest cluster excitation ( $3 t_{2}-3 a_{1}$ ), one should expect the transition energy to be in this range if the model is appropriate at all.

Figure 4 illustrates the calculation of the cluster band gap for the various $\mathrm{Si}-\mathrm{H}$ bond lengths. Curve (a) is the difference between the groundstate $3 t_{2}$ and $3 a_{1}$ orbitals energies, interpreted by Koopmans' theorem, which includes no hole electronic relaxation. In contrast, curve (b) utilizes a $\triangle$ SCF approach, by taking the difference between the total energies of the excited state and groundstate calculations, and, hence, includes the electronic relaxation due to the presence of a "valence band" hole. The difference of the two curves in Figure 4 is a measure of the hole electronic relaxation and can be considered significant compared to the expected transition energy range of $1.1-4.8 \mathrm{eV}$. The relaxing of symmetry in the UHF method could even increase this electronic relaxation. One might question the results of the SCF-X $\alpha-\mathrm{SW}$ calculations for silicon when they are based on a Koopmans' theorem analysis and even when a "transition-state" procedure is used where the occupation of an electron is split between the levels of interest. The curious rise in the Koopmans' theorem curve at $2.3517 \AA$ is due to the switching of the $3 t_{2}$ and $l t_{1}$ orbital energies. Based on Figure 3, the calculation of intermediate distances apparently would show the local minimum of this curve to be around $2.3 \stackrel{\circ}{\mathrm{~A}}$, where the degeneracy occurs. Note that the $\triangle S C F$ curve, however, continues its downward trend. Based on the expected transition energy range, bounded by the bond and band energy gaps on Figure 4, one notes that "saturator" distances at least greater than $2.1 \AA$ should probably be used.

## C. Charge Densities

In addition to the energetic properties discussed previously, charge densities are analyzed in this section to characterize more fully the details of the electronic microstructure. Figure 5 a illustrates the groundstate charge density of the $[\overline{1}, 1,1]$ plane in the cluster and includes the central silicon atom, two nearest silicon neighbors, and two hydrogens located at the boundary. It is observed that the central silicon forms covalent bonds with the nearest neighbors and that partially ionic Si-H bonds are found with charge piled up on the hydrogens. Figure $5 b$ focuses in on the central silicon and two of its bonds. Figure 5c is a further magnification of one Si-Si bond, with the central silicon at the bottom and the next-nearest neighbor near the top. Qualitatively and quantitatively, the charge density results for all of the Si-H bond lengths studied are remarkably similar in the cluster core region-described in this plane by the three silicon atoms. Three important points are noticed concerning the Si-Si bond in Figure 5c. First, the charge density is symmetric about both the bond axis and a line perpendicular to the bond axis through the bond midpoint. Secondly, the Si-Si bond is elongated along the bond axis. Thirdly, there apparently exists two areas of maximum electron concentration along the bonding direction giving rise to the hourglass appearance of the contours.

Symmetry, parallel and perpendicular to the bond, is naturally expected for the bonds appearing in the bulk system, but not expected a priori in the hydrogen-bounded Si cluster where the central and nearest-neighbor atoms are inequivalent in terms of bonding. The fact that symmetry perpendicular to the bond does exist and that the hydrogens are not the dominant contributors in this region suggests that the cluster model with a "saturated" boundary may
represent with accuracy some details of bulk silicon. Figure 6 shows a line scan of the charge density along the bond axis. One observes that some asymmetry begins to become evident at the smaller Si-H distances.

The result that the Si-Si bond is elongated in the direction of the bond axis is in agreement with experimental $x$-ray diffraction results and nonlocal pseudopotential calculations, as illustrated in Figure 7a and 7b. Earlier local pseudopotential results, shown in Figure 7c, show elongation perpendicular to the bond.

In disagreement with the experimental $x$-ray diffraction and pseudopotential results, the UHF cluster does not yield the maximum charge density at the midpoint of the bond. Instead the charge density has two maxima symmetrically located, as shown in Figures 5 c and 6, with a small depression in the midpoint region. Figure 6 also illustrates the charge densities along a Si-Si bond for the $x$-ray and non-local pseudopotential results for a comparison of absolute magnitudes. It is observed that the magnitude and slope of the cluster charge densities outside of the midpoint region compare relatively closely. It is perhaps remarkable that such a small cluster, computed with ab-initio methods can yield, at least, comparable results to bulk silicon. It is also worthwhile to observe that the experimental $x$-ray results, in Figure $7 a$, shows evidence of the bond being more elongated and charge pulled more towards the atomic sites - resulting in a "pinched" appearance of contours at the outskirts of the bond. These details are not apparent in the pseudopotential results, shown in Figure 7 b , where the contours are essentially elliptical and not very elongated.

In order to assess the quality of the charge densities for $\mathrm{Si}_{5} \mathrm{H}_{12}$, supporting studies have been performed on $\mathrm{Si}^{\mathrm{ae}} \mathrm{Si}_{4} \mathrm{H}_{12}, \mathrm{Si}_{2} \mathrm{H}_{6}$, and $\mathrm{Si}_{8}$ clusters.

The $\mathrm{Si}^{\mathrm{ae}} \mathrm{Si}_{4} \mathrm{H}_{12}$ cluster posesses all of the electrons on the central silicon and was used to assess the quality of the effective core potential. Energetically the system exhibits valence orbital energies very close to the $\mathrm{Si}_{5} \mathrm{H}_{12}$ results establishing the adequacy of the core potential. Figure 8 illustrates the Si-Si region, with only the valence orbitals included in the charge density. Qualitatively the hourglass appearance is similar, however, some asymmetry is noted. A line scan along the bond shows good quantitative agreement with the previous results.

Figure 9 illustrates the charge density results, in a plane with a Si-Si bond and two hydrogens, of an $\mathrm{Si}_{2} \mathrm{H}_{6}$ cluster. Gaussian type p-functions were optimized on the silicon atoms and p-functions added on the hydrogens in order to test for basis set deficiencies. Results showed little change in the energetics and essentially no change in the qualitative appearance of the Si-Si bonding region.

An $\mathrm{Si}_{8}$ cluster was studied to see if next-nearest neighbor effects or hydrogen bonding effects might produce "detrimental" results for the $\mathrm{Si}_{5} \mathrm{H}_{12}$ cluster. Figure 10 illustrates the charge density in a region containing 4 silicon atoms. Each "central" silicon has four nearest neighbors and three next-nearest neighbors. Qualitatively, the central Si-Si bond also exhibits the double maxima and hourglass appearance characteristic of the other clusters. Due to the lack of any environment, one notices the asymmetry in the outlying covalent Si-Si bonds. The $\mathrm{Si}_{8}$ result illustrates that the hydrogens possibly have very little effect on the charge density of the central bonding region. Based on supporting studies including basis set analyses, hydrogen bonding effects, next-nearest neighbor effects, and core potential effects, we conclude that the inability to represent accurately the precise charge density in the central bonding region might be the lack of correlation or relativistic corrections
to UHF. In addition, charge densities of the $3 \mathrm{t}_{2} \rightarrow 3 \mathrm{a}_{1}$ excited system have been studied giving similar qualitative results.

The overall analysis of charge density results suggest that the environmental effects have very little effect on the central bonding region of the $\mathrm{Si}_{5} \mathrm{H}_{12}$ cluster.

The variation of $\mathrm{Si}-\mathrm{H}$ bond lengths and even the use of silicons as next-nearest neighbors has been shown to affect the central charge distribution minimally. However, the effect on the energetics of the cluster has been shown to be dramatic, in terms the "cluster band gap", the total energies, the $1 t_{1}$ and 1 e orbital energies, and the occupation of electronic states.
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Coordinates of an $\mathrm{Si}_{5} \mathrm{H}_{12}$ cluster ( $\mathrm{T}_{\mathrm{d}}$ symmetry).

| (1) | Si | $(0,0,0)$ | Central |
| :---: | :---: | :---: | :---: |
| (2) | Si | $(-\alpha,-\alpha,-\alpha)$ |  |
| (3) | Si | ( $\alpha, \alpha,-\alpha$ ) | Nearest Neighbors |
| (4) | Si | ( $\alpha,-\alpha, \alpha$ ) | to (1) |
| (5) | Si | $(-\alpha, \alpha, \alpha)$ |  |

(6) H $\quad(-\sigma,-\sigma,-\delta) \quad \begin{aligned} & \text { Next-Nearest Neighbo } \\ & \text { to (1) through Si }(\mathrm{n})\end{aligned}$
(7) $\mathrm{H} \quad(-\sigma,-\delta, \sigma) \quad \mathrm{n}=2$
(8) $\mathrm{H} \quad(-\delta,-\sigma,-\sigma)$,
$\begin{array}{lll}\text { (9) } & \mathrm{H} & (\sigma, \sigma,-\delta) \\ \text { (10) } & \mathrm{H} & (\delta, \sigma,-\sigma)\end{array}$
(10) $\mathrm{H} \quad(\delta, \sigma,-\sigma) \quad \mathrm{n}=3$
(11) $\mathrm{H}(\sigma, \delta,-\sigma)$;
$\left.\begin{array}{lll}\text { (12) } & \mathrm{H} & (\sigma,-\delta, \sigma) \\ \text { (13) } & \mathrm{H} & (\sigma,-\sigma, \delta) \\ (14) & \mathrm{H} & (\delta,-\sigma, \sigma)\end{array}\right\} \mathrm{n}=4$
$\left.\begin{array}{lll}(15) & \mathrm{H} & (-\delta, \sigma, \sigma) \\ (16) & \mathrm{H} & (-\sigma, \sigma, \delta) \\ (17) & \mathrm{H} & (-\sigma, \delta, \sigma)\end{array}\right\} \mathrm{n}=5$

TABLE 2

Effective core potential for Silicon.

| $\mathrm{L}=2=\mathrm{d}$ | k | ${ }^{n} \mathrm{k} \ell$ | $\alpha_{k \ell}$ | $c_{k \ell}$ |
| :---: | :---: | :---: | :---: | :---: |
| $r^{2}\left[\hat{U}_{d}(r)-\frac{10}{r}\right]$ | 1 | 1. | 80.0 | -10.0 |
|  | 2 | 2 | 0.03010 | -0.00071 |
|  | 3 | 2 | 0.36711 | -0.10869 |
|  | 4 | 2 | 4.72826 | -12.76985 |
| $\mathrm{r}^{2}\left[\hat{\mathrm{U}}_{\mathrm{p}}-\hat{\mathrm{U}}_{\mathrm{d}}(\mathrm{r})\right.$ | 1 | 0 | 0.40235 | 0.97766 |
|  | 2 | 0 | 1.99278 | 2.63443 |
|  | 3 | 2 | 0.81 .559 | 0.35334 |
| $r^{2} \cdot \hat{U}_{s}-\hat{U}_{d}(r)$ | 1 | 0 | 12.49710 | -0.43633 |
|  | 2 | 0 | 0.58244 | 2.54384 |
|  | 3 | 2 | 5.80343 | 25.82973 |

## TABLE 3

Contracted Valence Basis Set for Silicon (2s/2p).

|  | Exponents | Coefficients |
| :--- | :--- | :--- |
| S-1 | 2.01139 | -0.157747 |
|  | 0.19160 | 0.86492965 |
| $\mathrm{~S}-2$ | 0.04268 | 1.0 |
| $\mathrm{P}-1$ | 6.17212 | 0.0120628 |
|  | 0.40375 | -0.314719 |
|  | 0.14448 | -0.584655 |
| $\mathrm{P}-2$ | 0.04925 | -0.23348 |
|  | 0.1 | 1.0 |
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H. Vacancy Formation and Migration at Metallic Surfaces

The pseudopotential method has been employed successfully to study properties of simple metals and of bulk defects in these metals. In particular, the method yields adequate results for bulk vacancy formation and motion energies. Since the electron distribution at a metal surface differs from that of the bulk it is to be expected that the screening of bare-ion pseudopotential in the surface region will be significantly modified from the corresponding bulk pseudopotentials. Consequently, the values of the above energies will be different. Vacancy mechanisms play a dominant role in a number of surface and interface phenomena, such as:surface se1f-diffusion, damage annealing, and surface phase transformations(surface premelting). Thus, it is of importance to develop theoretical models which would allow a systematic study of the energetics of point defects at surfaces and provide an estimate of the pertinent quantities.

The investigation of surface vacancy formation and motion energies involves a calculation of the total energy of a semi-infinite metal,

$$
E_{\mathrm{TOT}}=\mathrm{E}_{\mathrm{fe}}+\mathrm{E}_{\mathrm{bs}}+\mathrm{E}_{\mathrm{es}},
$$

where $E_{f e}$ is the free-electron energy, $E_{b s}$ is the band-structure energy and $E_{e s}$ is the electrostatic (Madelung) energy. Having obtained an expression for $\mathrm{E}_{\mathrm{TOT}}$ for an ideal semi-infinite crystal ( $\mathrm{E}_{\mathrm{TOT}}^{\mathrm{O}}$ ) and that of a defective one ( $\mathrm{E}_{\mathrm{TOT}}^{\prime}$ ), the required energies are expressed as

$$
\Delta=\mathrm{E}_{\mathrm{TOT}}^{\circ}-\mathrm{E}_{\mathrm{TOT}}^{\prime}
$$

The first step in our calculation is to express $\mathrm{E}_{\mathrm{bs}}$ for a semi-infinite solid in terms of its 2D Fourier decomposition paralle1 to the surface plane $(\vec{Q})$ and a sum over layers. Using second-order perturbation theory, and basis
set wave functions appropriate for the semi-infinite free-electron metal (infinite barrier or finite barrier models) an expression for $E_{b s}$ is developed. In course of deriving the above, expressions for the matrix elements of the screened bare pseudopotentials in the surface region have been obtained. In general, the matrix element of the total pseudopotential, W, is given by the expression

$$
\begin{gathered}
\left\langle(\vec{k}+\vec{Q}, k+q|W| \vec{K}, k\rangle=\sum_{n} S_{n}(\vec{Q}) \frac{1}{A_{o}} \int d^{3} r \phi_{k+q}\left(z+z_{n}\right) x\right. \\
e^{-i(\vec{K}+\vec{Q}) \cdot \vec{R}} w(\vec{r}) \phi_{k}\left(z+z_{n}\right) e^{i \vec{k} \cdot \vec{R}}
\end{gathered}
$$

where the layer structure factor $\operatorname{Sn}(\vec{Q})$ is given by

$$
S_{n}(\vec{Q})=\frac{1}{N} \sum_{R_{i}^{n}} e^{-i \vec{Q} \cdot R_{i}^{n}}
$$

$N$ is the number of surface unit cells, $\vec{R}_{i}^{n}$ is the position vector of the $i-t h$ ion in layer $n, z_{n}$ is the distance of layer $n$ from the surface and $w$ is the screened atomic pseudo-potential. For a local pseudopotential a self-consistent treatment (in RPA sense) yields an integral equation for the atomic pseudopotential matrix elements. Upon solution of the integral equation the differences in the band structure energies depend only on the structure factors. These together with the free-electron and electrostatic contribution can be used in the evaluation of the defect energies, $\Delta$. Analysis of the results as a function of the location of the defect would allow an estimate of the surface effect on the energetics of transport processes near surfaces.
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Boundary conditions, as utilized in Quantum Mechanics, are usually dictated by the requirements of physical admissibility. For example, when considering bound states the requirement that the normalization integral converge leads to the consideration of only those solutions which are regular at the origin and are zero at infinity. For scattering states a wave function which tends to infinity as $r$ goes to infinity corresponds to a state that has no physical meaning and must be discarded. More generally it is known that a partial differential equation possesses several arbitrary constants and it is the specification of the value of the solution, or it's normal derivative, on the boundary that yields the values of these constants.

One of the first uses of a boundary perturbation, that is a change in the boundary conditions, to model a physical situation was a calculation of the energy levels of a compressed hydrogen atom. 1,2 In this calculation the effect of very high pressure on atomic hydrogen is taken into account by requiring that the wavefunction vanish - on a sphere at some finite distance from the proton. This type of calculation is, of course, only an approximate one for it only indicates the effect of repulsive forces at very high densities; but of course this is the main attraction of such an approximation in that it replaces the complicated set of interactions with only a change in the boundary conditions, which in this case is exactly solvable. ${ }^{3}$

By changing the new boundary surface from the sphere of the previous example to an infinite plane surface, there results a situation that has been used to model several physical systems. The requirement of a vanishing wavefunction on a plane has been used ${ }^{4}$ to represent the exchange repulsion of atomic hydrogen physically adsorbed onto a metal surface. As shall be shown, this model of physical adsorption of atomic hydrogen, when consistently interpreted, yields no potential well and thus no adsorption.

Perhaps a more realistic use of this boundary condition in the modelling of a physical problem arises in the effective mass theory of shallow donor impurities near the surface of a semiconductor. Because the binding energy of a shallow donor is of the order of a few milli-electron volts and the height of the surface barrier is several electron voits, the surface is essentially an infinite potential barrier and the envelope function of the donor impurity must be required to vanish on the surface. This condition on shallow impurities near semiconductor surfaces was first pointed out by Levine. ${ }^{5}$

It is the last two examples of modelling a physical problem with the use of boundary conditions that will be addressed in this report. The boundary perturbation in each case involves a change in the shape of the boundary surface while still requiring that homogeneous Dirichlet conditions be satisfied. (Recall that the isolated hydrogen atom wavefunction is required to be zero on the sphere at infinity.)

When the surface on which the boundary conditions are to be specified is no longer a surface in a coordinate system in which the partial differential equation separates, the problem is nonseparable. This is due to the fact that even though it may be possible to separate the equation, there is no way to satisfy the boundary conditions on a surface which depends upon at least two independent variables. Because of this nonseparability, some type of approximation method must be used.

One of the first approaches to the boundary perturbation problem was made by Brillouin. ${ }^{6}$ By considering a displacement operator acting on the boundary he was able to construct a method that is formally similar to the standard perturbation series. However the expansion parameter in this case is the magnitude by which the boundary surface is displaced and this parameter is assumed to be small. This is clearly not satisfied by the problem we wish to solve. Other methods of treating boundary perturbations have been developed 7,8 but they all have the same restriction. That is, they can only be used when the domain of the PDE is finite and the change in the boundaries is finite. In addition to these methods, a perturbation method using Green's functions has been developed by Feshbach ${ }^{9}$ and also presented in Morse and Feshbach. ${ }^{10}$ However, the method is mathematically complicated and for the problem of a change in the boundary shape while requiring homogeneous Dirichlet conditions to hold, the method cannot be used to find corrections to the energy beyond the second order.

These considerations lead to the conviction that the variational method will yield the best approximate solutions to this type of boundary perturbation problem.

In Chapter I a variational solution to the problem of a hydrogen atom in the presence of a planar infinite-potential wall is given. The effect of this boundary perturbation on the spectrum of the hydrogen atom is discussed. At a large distance from the plane, the isolated hydrogen atom levels are regained. When the proton lies on the boundary plane the problem is again exactly solvable and these solutions are recovered by the variational solution. Between these two limits the energy levels vary smothly and exhibit several interesting level crossings. By using these methods, the Bruch and Ruijgrok ${ }^{4}$ model of the physical adsorption of atomic hydrogen is re-examined. When an interaction term that they neglect, but is required for a consistent treatment, is included, the shallow well in the interaction energy that these authors found disappears.

Chapter II addresses the problem of a shallow donor impurity near a semiconductor surface or interface. Modifications in the variational solution due to the effect of an anisotropic effective mass are presented. The resulting energy levels of shallow donors near the surface of silicon and germanium are calculated and presented. An interesting result of this model is that the total interaction energy of a shallow donor with the semiconductor surface possesses a minimum and this suggests a possible clustering of these impurities near the surface. Finally, the binding energy of
a shallow donor impurity associated with an n-type inversion layer of a metal-oxide-semiconductor field effect transistor is calculated and compared with other recent theoretical treatments.

## CHAPTER I

THE EFFECT OF CHANGING BOUNDARY CONDITIONS ON
SIMPLE QUANTUM SYSTEMS

In this chapter we shall be concerned with solving the problem of a hydrogen atom in the presence of a plane on which the potential is infinite. As noted in the introduction boundary perturbation methods are inadequate when the change of the location of the boundary surface is from infinity to some finite distance from the proton. Here a variational solution to the problem is given; the matrix equations and the matrix elements for a particular choice of basis functions are exhibited. The resulting energy levels and properties of this system are presented. Finally, with the introduction of image charges, the results for Bruch and Ruijgrok's ${ }^{4}$ model of the physical adsorption of atomic hydrogen, when all interactions are taken into account, are shown to lead to no potential well in the interaction energy.

### 1.1 A Variational Solution to a Change in Boundary Conditions

The problem that is to be solved is that of a hydrogen atom which is at some finite distance, say $R$, from an infinite plane surface upon which the potential is taken to be infinite. This infinite potential manifests itself by the requirement that $\psi$, the wavefunction
of the electron, must vanish on the plane and in the half-space not containing the proton ${ }^{11}$. In our treatment of the model, the BornOppenheimer approximation shall be used, inasmuch as the proton will be taken as being located at a fixed distance from the plane, so that there is no coupling between the nuclear and electronic motions.

The Hamiltonian of the problem is given by the usual hydrogen atom Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\frac{-\hbar^{2}}{2 m} \nabla^{2}-\frac{e^{2}}{r} \tag{1.1}
\end{equation*}
$$

but now the boundary condition is that $\psi$ must be equal to zero on the plane $z=R$ (see Fig. 1.1). This choice of orientation of the plane and coordinate system, which is centered on the proton, is made to simplify the following calculations.

The variational principle for eigenvalues ${ }^{12}$ is

$$
\begin{equation*}
\delta[E]=\delta\left[\frac{\int \psi^{\top} \mathcal{H} \psi d V}{\int \psi^{\top} \psi d V}\right]=0 \tag{1.2}
\end{equation*}
$$

where $H$ is an arbitrary Hermitian operator, and this leads to the eigenvalue equation

$$
\begin{equation*}
\mathcal{E} \mathcal{C}=E \psi \tag{1.3}
\end{equation*}
$$

only when the function $\psi$ in (1.2) obeys the same boundary conditions that are to be imposed upon the solutions of Eq. (1.3). In practical applications of the variational method, this means that the trial


Fig. 1.1 The co-ordinate system of Eq. (1.1) centered at the proton and the boundary surface at $z=R=r \cos \theta$.
functions must obey the correct boundary values, independent of the choice of values of whatever variational parameters the trial function may contain. When this condition is satisfied, the trial function is said to be admissible. ${ }^{13}$

This requirement usually poses no problems and its importance is not of ten emphasized. However, in the present case when the location of the boundary surface is to be varied, and more generally when the boundary surface and conditions will be considered to be input variables, the construction of admissible trial functions can become quite cumbersome. To avoid this complication in the construction of a set of trial functions for the linear variation problem one can form the combination

$$
\begin{equation*}
\Psi(\vec{r})=G(\vec{r}) \sum_{n} A_{n} \phi_{n}(\vec{r})+F(\vec{r}) \tag{1.4}
\end{equation*}
$$

Here the $A_{n}$ are of course the linear variation parameters and the set $\phi_{n}(r)$ is to satisfy the boundary conditions of the unperturbed problem. The $n$ 's are taken to stand for all the quantum numbers which characterize the basis set of the system. The function $G(r)$ is such that $G(\vec{r}$ on $S)=0$ where $S$ denotes the boundary surface. The function $F(\vec{r})$ is to satisfy $F(\vec{r}$ on $S)=X_{1}(S)$ for Dirichlet conditions, or $\frac{\partial F}{\partial n}(\vec{r}$ on $S$ ) $=x_{2}(S)$ for Neumann conditions. In the present instance we are concerned only with homogeneous Dirichlet conditions and therefore need only consider, taking into account the coordinate system of Fig. 1.1 and the fact that the additional boundary surface is a plane, the combination

$$
\begin{equation*}
\Psi(\vec{r})=G(z) \sum_{n} A_{n} \phi_{n} \tag{1.5}
\end{equation*}
$$

where $G(R)=0$.
When the boundary surfaces are changed, there arises one more modification of the variational principle of Eq. (1.2). The range of the integrations in Eq. (1.2) is over the domain of the Eq. (1.3) and that domain is defined as the inside of the closed boundary surface on which the boundary conditions are to be satisfied. The fact that the surface is closed follows from the elliptic character of the time-independent Schrödinger equation. This means that the limits of integration in Eq. (1.2) will become dependent upon the position of the boundary surface.

Taking into account all of these considerations and using the trial function of Eq. (1.5) the energy of the system can be written as

$$
\begin{equation*}
[E]=\frac{\int_{T}\left[G(z) \sum_{m} A_{n} \phi_{n}\right]^{+} \mathcal{H}\left[G(z) \sum_{n} A_{n} \phi_{n}\right] d V}{\int_{T}\left[G(z) \sum_{m} A_{m} \phi_{m^{\prime}}\right]^{\dagger}\left[G(z) \sum_{m} A_{m} \phi_{m}\right] d V} \tag{1.6}
\end{equation*}
$$

where the subscript $T$ on the integrals indicates that the integration is over a truncated space and $H$ is given by Eq. (1.1). The basis set used to expand the trial function will not in general be orthogonal, because of the factor $G(Z)$ and the integration is over a truncated space, so that the variation of the linear parameters $A_{n}$ will lead to a generalized matrix eigenvalue problem

$$
\begin{equation*}
\underset{\sim}{\mathcal{H C}} \underset{\sim}{A}=E \underset{\sim}{N} \tag{1.7}
\end{equation*}
$$

where there now appears the overlap matrix $\underset{\sim}{N}$. More specifically the matrix elements are given by

$$
\begin{equation*}
(\underset{\sim}{\mathscr{F}})_{)_{\text {nh }}}=\int_{T}\left[G(z) \phi_{n}\right]^{\top} \mathcal{H}\left[G(z) \phi_{n}\right] d V \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
(\underset{\sim}{N})_{\phi_{n}}=\int_{T}\left[G(z) \phi_{n}\right]^{+}\left[G(z) \phi_{n}\right] d V \tag{1.9}
\end{equation*}
$$

Since both $\underset{\sim}{H}$ and $\underset{\sim}{N}$ are hermitian, which will be demonstrated later for a particular choice of the $\phi_{n}$ 's, the usual properties of hermitian matrices are present; except that the orthonormality of the vectors $\underset{\sim}{A_{n}}$ is expressed as ${ }^{14}$

$$
\begin{equation*}
A_{n}^{\dagger} \underset{\sim}{N} \underset{A^{\prime}}{A^{\prime}}=\delta_{n n^{\prime}} \tag{1.10}
\end{equation*}
$$

1.2 The Basis Set, Matrix Elements, and the Matrix Equations

Before the choice of the set $\phi_{n}$ is presented, the specific form of $G(Z)$ which is zero on the boundary surface will be given. The most convenient choice is simply to set

$$
\begin{equation*}
G(z)=R-z=R-r \cos \theta \tag{1.11}
\end{equation*}
$$

Then the development of the Laplacian of the Hamiltonian (1.1) is

$$
\nabla^{2}\left[(R-r \cos \theta) \phi_{n}\right]=(R-r \cos \theta) \nabla^{2} \phi_{n}-2 \hat{k} \cdot \nabla \phi_{n}
$$

since, on noting that $\hat{k}$ is the unit vector in the $z$-direction,

$$
\nabla(R-r \cos \theta)=-\hat{k}
$$

and

$$
\nabla^{2}(R-r \cos \theta)=0
$$

It is interesting to note that this choice yields an expression that is similar to the variational principle for unrestricted trial fundtions (i.e. they do not obey the boundary conditions) given by Morse and Feshbach ${ }^{12}$. Both forms involve the derivative of $\phi_{n}$ that is normal to the boundary surface; however in the present instance the integration is over the entire volume and not only over the new boundary surface.

The basis set $\phi_{n}(\vec{r})$, which must satisfy only the isolated hydrogen atom boundary conditions, ie. $\psi \rightarrow 0$ as $r \rightarrow \infty$, is chosen to be

$$
\begin{align*}
\phi_{n}= & \phi_{n \ell m}\left(\vec{r}_{,} \beta\right)=(2 \beta)^{3 / 2} / \sqrt{2 n}\left[(n-l-1)!/[(n+l)!]^{3}\right]^{1 / 2} \\
& *(2 \beta r)^{l} L_{n-l-1}^{2 R+1}(2 \beta r) e^{-\beta r} Y_{l}^{m}(\theta, \varphi) \tag{1.12}
\end{align*}
$$

In Eq. (5.12) the $Y_{\ell}^{m}$ are the usual spherical harmonics, the $L_{p}^{k}$ are the associated Laguerre polynomials and $r$ is taken to be in units of Bohr radii, $a_{0}\left(a_{0}=\hbar^{2} / m e^{2}\right)$. This corresponds to a scaling of the Hamiltonian (1.1) to

$$
\left(-\nabla^{2}-\frac{2}{r}\right) \Psi=E \Psi
$$

where $E$ is given in units of Rydbergs $\left(e^{2} / 2 a_{0}\right)$.

The difference between the set of functions given by Eq. (1.12) and the isolated hydrogen atom eigenfunctions is the appearance of the combination $\beta r$, where $\beta$ is an additional variational parameter independent of any quantum number, rather than the combination $\mathrm{r} / \mathrm{n}$ which depends upon the particular state under consideration. The advantages of this choice are twofold. First the isolated hydrogen atom orbitals do not form a complete set without the inclusion of the continuum states ${ }^{15}$. Use of the set given by ( 5.12 ) has been shown to include contributions from these states ${ }^{16}$. Second, the virial theorem is automatically satisfied for any quantum mechanical system whose potential is a homogeneous function of the coordinates if a scale factor is introduced into the approximate wave function and varied so as to give the lowest energy ${ }^{17,14}$. The parameter $\beta$ is such a scale factor and because its optimum value will be found, the properties of the states found with the approximate wave functions of Eq. (1.5) will be better than those which do not contain such a scaling.

Since the boundary surface was chosen to be a plane perpendicular to the $z$-axis, there are no changes in the limits of integration over the variable $\phi$. Consequently the m-quantum number remains good. This means that we can separate the problem according to the m-value of the particular level that we are interested in solving. Moreover, since the degeneracy of the two states $[n, \ell, \pm m]$ is not lifted we need consider only the positive $m$ values. The original matrix problem of Eq. (1.7) then reduces to the set of matrix problems for which $m=0,1,2, \ldots$. That is

$$
\begin{equation*}
{\underset{\sim}{\mathcal{F}}}^{(m)}{\underset{\sim}{(m)}}_{(m)}^{N_{\sim}^{(m)}} \stackrel{A}{\sim}_{(m)}^{A^{(m)}} \tag{1.13}
\end{equation*}
$$

In the calculation of the matrix elements for these separate problems, the integration over the variable $\phi$ can now be replaced by multiplicaLion with the factor $2 \pi \delta_{m^{\prime}, m}$.

The calculation of the Hamiltonian matrix elements now proceeds as follows. The limits of integration, in taking account of the truncation of the region along with the above considerations, become

It is here, in the lower limit of the $\theta$-integration of the second term, that the non-separability of the problem becomes apparent with the appearance of the term $\cos ^{-1}(R / r)$. For future convenience we shall denote this integration as

$$
\int_{T} J C_{n^{\prime} n}^{(m)} d V
$$

The matrix elements of the Hamiltonian are now expressible as

$$
\begin{align*}
& \mathcal{H} C_{n^{\prime} x^{\prime}, n \ell}^{(m)}=\int_{T}(R-r \cos \theta) \phi_{n^{\prime} S_{m}^{\prime}}(\vec{r}, \beta)\{(R-r \cos \theta) \\
& \left.*\left[-\nabla^{2}-\frac{2}{r}\right] \phi_{n \ell m}(\vec{r}, \beta)-2 \hat{k} \cdot \nabla \phi_{n \ell m}(\vec{r}, \beta)\right\} d V \tag{1.15}
\end{align*}
$$

It is easy to show that

$$
\begin{equation*}
\left(-\nabla^{2}-\frac{2}{r}\right) \phi_{n \ell m}(\vec{r}, \beta)=\left\{-\beta^{2}+\frac{2(\beta n-1)}{r}\right\} \phi_{n \ell m}(\vec{r}, \beta) \tag{1.16}
\end{equation*}
$$

While the expression for $-\hat{k} \cdot \nabla \phi_{n \ell m}(\underline{n}, \beta)$ is slightly more complicated, its calculation is straightforward. First

$$
\begin{equation*}
\hat{k} \cdot \nabla \phi_{n \ell m}(\vec{r}, \beta)=\cos \theta \frac{\partial \phi_{n \ell m}}{\partial r}-\frac{\sin \theta}{r} \frac{\partial \phi_{n \ell m}}{\partial \theta} \tag{1.17}
\end{equation*}
$$

which yields, upon collecting constants in $C_{n \ell m}(B)$,

$$
\begin{align*}
& \hat{k} \cdot \nabla \phi_{n \ell m}=C_{n l m}(\beta)\left\{-2(2 \beta r)^{l} L_{n-l-2}^{2 l+2}(2 \beta r) e^{-\beta r}\right. \\
& * P_{l}^{m}(\cos \theta) \cos \theta-(2 \beta r)^{l} L_{n-l-1}^{j l+1}(2 \beta r) e^{-\beta r} P_{l}^{m}(\cos \theta) \cos \theta \\
& \left.+2(2 \beta r)^{l-1} L_{n-l-1}^{2 \ell+1}(2 \beta r) e^{-\beta r}(l+m) P_{l-1}^{m}(\cos \theta)\right\} . \tag{1.18}
\end{align*}
$$

The expression for the overlap matrix is given simply by

$$
\begin{align*}
& N_{b i s, n}^{(m)}(R)=\int_{T}\left\{(R-r \cos s)^{2}\right. \\
& \text { * } \left.\phi_{\text {riém }}(\vec{r}, \beta) \phi_{\text {sem }}(\vec{r}, \beta)\right\} d V \tag{1.19}
\end{align*}
$$

The integration of the expressions given by Eq. (1.15) and Eq. (1.19) is straightforward; however it is quite lengthy. It is easy to see from the limits of the integrations given in Eq. (1.14) that all of the matrix elements for both ${\underset{\sim}{\mid r}}^{(m)}$ and $\underset{\sim}{N}{ }^{(m)}$ will be dependent
upon $R$, the perpendicular distance of the proton from the boundary plane. By way of illustration one term of the normalization matrix is presented here.

The squared term in Eq. (1.19) can be expanded to yield three integrals. Denoting these as $N_{n \ell, n \ell}^{(m) i}$, where $i=1,2,3$, we can write

$$
\begin{equation*}
N_{n^{\prime} \ell^{\prime}, n \ell}^{(m)}(R)=R^{2} N_{n^{\prime} \ell^{\prime}, n \varepsilon}^{(m) 1}(R)-2 R N_{n^{\prime} \ell^{\prime}, n \ell}^{(m) 2}(R)+N_{n^{\prime} \ell^{\prime}, n \Omega}^{(m) 3}(R) \tag{1.20}
\end{equation*}
$$

The last of these is given by the rather lengthy expresion

$$
\begin{aligned}
& N_{n l^{\prime}, n l}^{(m) 3}(R)=\frac{(2 \beta)^{l+l^{\prime}+3}}{\sqrt{n n^{\prime}}}\left[\left(n^{\prime}+l^{\prime}-1\right)!\left(n^{\prime}+l^{\prime}\right)!(n-l-1)!(n+l)!\right]^{1 / 2} \\
& *\left[\frac{\left(2 l^{\prime}+1\right)\left(l^{\prime}-m\right)!(2 l+1)(l-m)!}{\left(l^{\prime}+m\right)!(l+m)!}\right]^{1 / 2} \sum_{S=0}^{n^{\prime}-l^{\prime}-1} \frac{(-2 \beta)^{5}}{(n-l-1-5)!\left(2 l^{\prime}+1+5\right)!S!} \\
& * \sum_{t=0}^{n-l-1} \frac{(-2 \beta)^{t}}{(n-l-1-t)!(2 l+1+t)!t!} \frac{l 5 T!2^{l+l^{\prime}+1}}{(2 \beta)^{L S T+1}(2 l+1)} \\
& *\left\{\frac{(l+1-m)(l+2-m)(l+2+m)!}{(2 l+3)(2 l+5)(l+2-m)!} \delta_{l^{\prime}, l+2}+\right. \\
& \\
& {\left[\frac{(l+1-m)(l+1+m)}{(2 l+1)(2 l+3)}+\frac{(l+m)(l-m)}{(2 l-1)(2 l+1)}\right] \frac{(l+m)!}{(l-m)!} \delta_{l, l} l^{\prime}} \\
& \\
& \left.\quad+\frac{(l+m)(l-1+m)(l-2+m)!}{(2 l-1)(2 l-3)(l-2-m)!} \delta_{l^{\prime}, l-2}\right\}
\end{aligned}
$$

$$
\begin{align*}
& -\sum_{k=0}^{L S T} \frac{L S T!}{(L S T-k)!(2 \beta)^{k+1}} \sum_{r=0}^{\left[\frac{l^{\prime}-m}{2}\right]} \frac{(-)^{r}\left(2 l^{\prime}-2 r\right)!}{r!\left(l^{\prime}-r\right)!\left(l^{\prime}-2 r-m\right)!} \\
& * \sum_{q=0}^{\left[\frac{l-m}{2}\right]} \frac{(-)^{q}(2 l-2 q)!}{q!(l-q)!(l-2 q-m)!} \sum_{h=0}^{m} \frac{(-)^{h} m!}{(m-h)!h!} \\
& \left\{\begin{array}{ll}
\sum_{g=0}^{p} \frac{p!R^{L s T-k-g-1}}{(p-g)!(g \beta)^{g+1}} & \text { if } p \geqslant 0 \\
0 & \text { if } p=-1 \\
\sum_{g=1}^{-p-1} \frac{(-p-1-g)!(-2 \beta)^{g-1} R^{L s T-k+g+1}}{(-p-1)!} & \text { if } p \leqslant-2
\end{array}\right\} e^{-2 \beta R} \tag{1.21}
\end{align*}
$$

where we have used the definitions

$$
\begin{gather*}
L S T=l+l^{\prime}+S+t+4 \\
P=S+t+2 r+2 q+2 m-k-2 h \tag{1.22}
\end{gather*}
$$

Most generally, it is the combination of an operator and the boundary conditions of the functions on which it operates which determines the property of hermiticity. In the present situation where only the boundary surface has been changed we expect that the matrices ${\underset{\sim}{H}}^{(m)}$ and ${\underset{\sim}{N}}^{(m)}$ defined by Equations (1.15) and (1.19), to be hermitian. It is obvious from Eq. (1.19) that not only is $\underset{\sim}{\underset{\sim}{N}}{ }^{(m)}$ hermitian, it is real and symmetric. This property is not so obvious for the matrix ${\underset{\sim}{H}}^{(m)}$. The matrix ${\underset{\sim}{H}}^{(m)}$ will be hermitian if (see Ens. (1.15) and (1.16)).

$$
\begin{aligned}
& \int_{T}\left\{\beta n \frac{(R-r \cos \theta)^{2}}{r} \phi_{n} \phi_{n^{\prime}}+(R-r \cos \theta) \phi_{n^{\prime}} \widehat{k} \cdot \nabla \phi_{n}\right\} d V \\
= & \int_{T}\left\{\beta n^{\prime} \frac{(R-r \cos \theta)^{2}}{r} \phi_{n^{\prime}} \phi_{n}+(R-r \cos \theta) \phi_{n} \hat{k} \cdot \nabla \phi_{n}\right\} d V
\end{aligned}
$$

Rearranging, this yields

$$
\begin{align*}
& \beta\left(n^{\prime}-n\right) \int_{T} \frac{(R-r \cos \theta)^{2}}{r} \phi_{n^{\prime}} \phi_{n} d V \\
= & \int_{T}(R-r \cos \theta) \hat{k} \cdot\left(\phi_{n^{\prime}} \nabla \phi_{n}-\phi_{n} \nabla \phi_{n^{\prime}}\right) d V \tag{1.23b}
\end{align*}
$$

To obtain this result, first note that by the divergence theorem and the boundary conditions obeyed by $\phi_{n}, \phi_{n}$, and the factor ( $R-r \cos \theta$ ) we have

$$
\begin{align*}
& \int_{T} \nabla \cdot\left[(R-r \cos \theta)^{2}\left\{\phi_{n^{\prime}} \nabla \phi_{n}-\phi_{n} \nabla \phi_{n^{\prime}}\right\}\right] d V \\
& =\oiint_{S} \hat{n} \cdot\left[(R-r \cos \theta)^{2}\left\{\phi_{n^{\prime}} \nabla \phi_{n}-\phi_{n} \nabla \phi_{n^{\prime}}\right\}\right] d S \\
& =O \tag{1.24}
\end{align*}
$$

On developing the left hand side of Eq. (1.24)

$$
\begin{align*}
& \int_{T} 2(R-r \cos \theta)(-\hat{k}) \cdot\left\{\phi_{n} \nabla \phi_{n}-\phi_{n} \nabla \phi_{n}\right\} d V \\
& =-\int(R-r \cos \theta)^{2}\left\{\phi_{n} \nabla^{2} \phi_{n}-\phi_{n} \nabla^{2} \phi_{n}\right\} d V \tag{1.25}
\end{align*}
$$

Using the identity (1.16) on the right hand side of Eq. (1.25) we obtain

$$
\begin{align*}
& -2 \int_{T}(R-r \cos \theta) \hat{k} \cdot\left\{\phi_{n^{\prime}} \nabla \phi_{n}-\phi_{n} \nabla \phi_{n^{\prime}}\right\} d V \\
& =-2 \beta\left(n^{\prime}-n\right) \int_{T} \frac{(R-r \cos \theta)^{2}}{r} \phi_{r^{\prime}} \phi_{n} d V \tag{1.26}
\end{align*}
$$

Equation (1.26) is exactly the same as Eq. (1.23) thus showing the hermitian character of $\underset{\sim}{H}(m)$. In the next section the solution and results of the matrix equations (1.13) are presented.
1.3 Solution of the Matrix Equations: Energy Levels and Properties of the Hydrogen/Impenetrable Wall System

The numerical solution of the matrix equation (1.13) is a two step process. Because of the complicated dependence of the matrices and the associated eigenvalues on the parameter beta, it is impractical to develop the variational condition $\partial[E] / \partial \beta=0$. Therefore, at a specific distance a value of beta must be assumed and then the linear problem of Eq. (1.13) can be solved, yielding the eigenvalues and eigenvectors. At this point the value of beta can be varied, the
matrix elements calculated, and the matrix equation (1.13) is again solved. In this way one can search for the value of beta that gives the best upper bound on the eigenvalue.

Before the above procedure can be applied, it must first be decided to what extent the basis set of Eq. (1.12) will be extended in the expansion of the trial function. This determines the order of the matrix equation to be solved. Since only the positive $m$ values, one at a time, need be considered the expansion of the trial function can be written as

$$
\begin{equation*}
\Psi_{m}(\vec{r})=(R-r \cos \theta) \sum_{j=1}^{N} \sum_{k=0}^{j-1} A_{j+k}^{(m)}(m+j, m+k, m) \tag{1.27}
\end{equation*}
$$

where $m$ is fixed and ( $n, \ell, m$ ) denotes the function of those parameters given by Eq. (1.12). Once $N$ is chosen the size of basis set, and of the matrices ${\underset{\approx}{H}}^{(m)}$ and ${\underset{\sim}{N}}^{(m)}$, is easily seen to be

$$
\begin{equation*}
\text { MATRIX SIZE }=\sum_{i=1}^{N} i=\frac{N(N+1)}{2} \tag{1.28}
\end{equation*}
$$

Increasing $N$ is analogous to increasing the value of the principal quantum number $n$ that is included in the expansion of the trial function, but care has to be taken in this interpretation since the set of functions of Eq. (1.12) are not the isolated hydrogen atom wavefunctions.

The procedure of the calculation is now given by the following. First, the value of the $m$ quantum number, which is still a good quantum number, is decided upon. Second, the eigenvalue's position in

TABLE 1.1

Convergence of the ground state energy for the hydrogen/impenetrable wall system at several distances. Distance is given in units of Bohr radii and energy is in units of Rydbergs.

|  |  | R | 0.0 | 0.2 | 0.8 | 4.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | $\times 3$ | -. 2500 | -. 2448 | -. 4849 | -. 9888 |
|  | 6 | $\times 6$ | -. 2500 | -. 2735 | -. 5012 | -. 9955 |
| $\stackrel{\sim}{N}$ | 10 | $\times 10$ | -. 2500 | -. 2786 | -. 5042 | -. 9969 |
| s | 15 | $\times 15$ | $\ldots$ | -. 2800 | -. 5058 | -. 9972 |
| $\stackrel{5}{ \pm}$ | 21 | $\times 21$ |  | -. 2801 | -. 5064 | -. 9973 |
|  | 28 | $\times 28$ | $\cdots$ | -. 2802 | -. 5065 | -. 9974 |

the ordered set $E_{i}^{(m)}(R) i=1,2,3, \ldots$ is chosen. This is done because the optimum value of beta is dependent upon exactly which eigenvalue is to be minimized. Now the value of $N$ of Eq. (1.27) is set and the optimum value of beta and the associated eigenvalue at that matrix size are calculated. Next the value of $N$ is increased by 1 , which increases the matrix size by $N+1$, and again the eigenvalue is minimized with respect to beta. This process is repeated until the values of the minimized energy at two successive matrix sizes agree to a certain number of significant figures. In this report most of the results presented are calculated to four significant figures, recall that the energy is in units of Rydbergs, and this was obtained by going to matrix sizes of $(28 \times 28)$. An example of convergence of the ground state for several distances is given in Table 5.1.

The results of the calculation for the first five states are given in Tables 1.2 to 1.5. There we have tabulated the optimum value of beta and the energy for a range of distances of the proton from the plane. Also included are several properties of these states that shall be discussed later. In these tables we have labelled the states by their m-quantum number and their position in the spectrum of the reduced problem, that is the spectrum of levels with all the same m-value. Tables of results for some of the higher excited states are presented in Appendix G.

The results of the ground state energy can be compared to those obtained by Bruch and Ruijgrok ${ }^{4}$ These authors were mainly interested in the imaging system as a model of physical adsorption (see next section); however the results for a change of the boundary

TABLE 1.2
Ground state properties of the hydrogen/impenetrable wall system ( $m=0, p=1$ ). Energies are in units of Rydbergs, the dipole values are given in units of $\frac{\mathrm{ea}_{0}}{2}(=1.271$ debye $)$, and the distances are given in terms of Bohr radii $\left(a_{0}=0.529 \AA\right)$.

| $R$ | $\beta$ | $E_{0}$ | $\bar{\mu}_{z}$ | $\bar{T}$ | $\bar{V}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.000 | -0.2500 | - | 0.2500 | -0.5000 |
| 0.2 | 1.001 | -0.2802 | -6.383 | 0.3170 | -0.5972 |
| 0.4 | 1.077 | -0.3272 | -5.099 | 0.4458 | -0.7730 |
| 0.6 | 1.321 | -0.4027 | -3.735 | 0.6774 | -1.0801 |
| 0.8 | 1.537 | -0.5065 | -2.617 | 0.9527 | -1.4592 |
| 1.0 | 1.696 | -0.6172 | -1.877 | 1.1480 | -1.7652 |
| 1.2 | 1.795 | -0.7144 | -1.407 | 1.2375 | -1.9519 |
| 1.4 | 1.850 | -0.7912 | -1.092 | 1.2576 | -2.0488 |
| 1.6 | 1.872 | -0.8488 | -0.865 | 1.2429 | -2.0917 |
| 1.8 | 1.876 | -0.8911 | -0.693 | 1.2139 | -2.1049 |
| 2.0 | 1.870 | -0.9217 | -0.559 | 1.1811 | -2.1028 |
| 3.0 | 1.633 | -0.9855 | -0.186 | 1.0599 | -2.0452 |
| 4.0 | 1.183 | -0.9974 | -0.055 | 1.0157 | -2.0131 |

TABLE 1.3
Properties of the first excited state of the hydrogen/impenetrable wall system ( $\mathrm{m}=0, \mathrm{p}=2$ ). Units as in Table 1.2

| $R$ | $B$ | $E(0,2)$ | $\bar{\mu}_{z}$ | $\bar{T}$ | $\bar{V}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.500 | -0.1111 | - | 0.1111 | -0.2222 |
| 0.2 | 0.506 | -0.1198 | -17.171 | 0.1300 | -0.2498 |
| 0.4 | 0.636 | -0.1321 | -15.231 | 0.1623 | -0.2944 |
| 0.6 | 0.728 | -0.1493 | -13.148 | 0.2074 | -0.3568 |
| 0.8 | 0.793 | -0.1687 | -11.408 | 0.2436 | -0.4123 |
| 1.0 | 0.848 | -0.1856 | -10.172 | 0.2610 | -0.4466 |
| 1.2 | 0.855 | -0.1988 | -9.353 | 0.2669 | -0.4657 |
| 1.4 | 0.865 | -0.2087 | -8.761 | 0.2594 | -0.4781 |
| 1.6 | 0.866 | -0.2164 | -8.320 | 0.2702 | -0.4866 |
| 1.8 | 0.868 | -0.2224 | -7.974 | 0.2704 | -0.4928 |
| 2.0 | 0.869 | -0.2272 | -7.695 | 0.2700 | -0.4972 |
| 3.0 | 0.849 | -0.2408 | -6.840 | 0.2651 | -0.5058 |
| 4.0 | 0.823 | -0.2462 | -6.417 | 0.2595 | -0.5056 |
| 5.0 | 0.793 | -0.2484 | -6.193 | 0.2554 | -0.5038 |

TABLE 1.4
Properties of the second excited state ( $m=1, p=1$ ) of the hydrogen, impenetrable wall system.

| $R$ | $B$ | $E(1,1)$ | $\bar{\mu}_{z}$ | $\bar{T}$ | $\bar{V}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.412 | -0.1111 | - | 0.1111 | -0.2222 |
| 0.2 | 0.449 | -0.1150 | -12.358 | 0.1190 | -0.2340 |
| 0.4 | 0.486 | -0.1192 | -11.580 | 0.1282 | -0.2474 |
| 0.6 | 0.519 | -0.1239 | -10.792 | 0.1387 | -0.2626 |
| 0.8 | 0.559 | -0.1291 | -9.999 | 0.1507 | -0.2798 |
| 1.0 | 0.590 | -0.1347 | -9.206 | 0.1643 | -0.2991 |
| 1.2 | 0.625 | -0.1409 | -8.425 | 0.1794 | -0.3203 |
| 1.4 | 0.656 | -0.1476 | -7.668 | 0.1956 | -0.3431 |
| 1.6 | 0.687 | -0.1545 | -6.948 | 0.2121 | -0.3667 |
| 1.8 | 0.713 | -0.1619 | -6.278 | 0.2282 | -0.3900 |
| 2.0 | 0.738 | -0.1693 | -5.663 | 0.2430 | -0.4123 |
| 3.0 | 0.822 | -0.2027 | -3.426 | 0.2871 | -0.4898 |
| 4.0 | 0.851 | -0.2248 | -2.147 | 0.2911 | -0.5159 |
| 5.0 | 0.849 | -0.2372 | -1.356 | 0.2815 | -0.5187 |

## TABLE 1.5

Properties of the third excited state ( $m=0, p=3$ ) of the hydrogen/ impenetrable wall system. Note the discontinuity of the properties $\bar{\mu}_{z}, \bar{T}$ and $\bar{V}$ between the distances of $3.4 a_{0}-3.6 a_{0}$ which indicates $a$ level crossing.

| $R$ | $B$ | $E(0,3)$ | $\bar{\mu}_{Z}$ | $\bar{\top}$ | $\bar{V}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.268 | -0.0625 | - | 0.0625 | -0.1250 |
| 0.2 | 0.311 | -0.0661 | -32.516 | 0.0701 | -0.1362 |
| 0.4 | 0.352 | -0.0709 | -30.202 | 0.0812 | -0.1521 |
| 0.6 | 0.398 | -0.0772 | -27.665 | 0.0949 | -0.1720 |
| 0.8 | 0.441 | -0.0838 | -25.323 | 0.1056 | -0.1895 |
| 1.0 | 0.472 | -0.0895 | -23.551 | 0.1110 | -0.2005 |
| 1.2 | 0.491 | -0.0938 | -22.314 | 0.1133 | -0.2071 |
| 1.4 | 0.502 | -0.0970 | -21.444 | 0.1143 | -0.2113 |
| 1.6 | 0.509 | -0.0994 | -20.804 | 0.1149 | -0.2143 |
| 1.8 | 0.513 | -0.1013 | -20.317 | 0.1152 | -0.2164 |
| 2.0 | 0.515 | -0.1028 | -19.932 | 0.1153 | -0.2181 |
| 3.0 | $0.5 i 5$ | -0.1072 | -18.809 | 0.1150 | -0.2221 |
| 3.2 | 0.510 | -0.1077 | -18.676 | 0.1148 | -0.2225 |
| 3.4 | 0.508 | -0.1081 | -18.558 | 0.1146 | -0.2227 |
| 3.6 | 0.423 | -0.1087 | -5.856 | 0.2206 | -0.3294 |
| 3.8 | 0.449 | -0.1154 | -4.709 | 0.2494 | -0.3648 |
| 4.0 | 0.496 | -0.1228 | -3.590 | 0.2791 | -0.4019 |
| 5.0 | 0.650 | -0.1656 | +0.383 | 0.3736 | -0.5391 |

surface only are given for the ground state. Their approach to the problem is a variational one that is similar in spirit to the present one. The difference is that the problem is cast in confocal elliptic coordinates with the foci at the proton and the image proton. The trial function is then chosen as

$$
\begin{equation*}
\psi_{t}=\exp (-\alpha \xi / 2) \sinh (\beta n / 2) \sum_{k, l} C_{k l} \xi^{k} \eta^{l} \tag{1.29}
\end{equation*}
$$

In Eq. (1.29) $\xi$ and $\eta$ are the coordinates in the confocal elliptic system, $\alpha$ and $\beta$ are non-linear variational parameters, and the set $C_{k \ell}$ constitute the linear variational parameters. The important feature of the trial function (1.29) is that the boundary value of $\psi_{t}=0$ on the plane is satisfied by the $\sinh (\beta n / 2)$ term. After converting their results to Rydbergs, the two calculations agree to as many significant figures as are reported in that paper. For example, at a distance of 1.2 Bohr radii from the plane both methods yield a ground state energy of -0.7144 Ry.

However the results of Bruch and Ruijgrok are given only for the ground state so that there is no information on the manner in which the spectrum of a hydrogen atom changes as an infinite plane potential moves in from infinity. This information is easier to interpret when it is presented as a graph showing the energy as a function of the distance of the proton from the plane. These graphs are presented in Figures 1.2 and 1.3.

It is evident from Figure 1.2 that when the proton is located

Fig. 1.2 Ground state energy as a function of distance of the hydrogen/impenetrable wall system. In this, and the following figures energy is in units of Rydbergs and distance is in units of Bohr radic.


Fig. 1.3 The first 13 excited states of the hydrogen/impenetrable wall system.

four Bohr radii away from the plane there is very little change in the ground state energy. As the distance from the plane decreases the energy increases until, at $R=0$, it is equal to -.25 Ry. This result is expected for the following reason. When the proton is located on the plane the boundary surface becomes a constant surface of a coordinate in a system in which the Hamiltonian is separable. Specifically, the plane can now be specified by $\theta=\pi / 2$ and this means that the problem is again exactly solvable. The solutions are the isolated hydrogen atom eigenfunctions restricted by the selection rule

$$
\begin{equation*}
|\ell-m|=\text { odd } \tag{1.30}
\end{equation*}
$$

This can be easily deduced from the value of the associated Legendre polynomials at zero argument. This result was first pointed out by Levine ${ }^{5}$, who noted its importance for a shallow donor impurity located at a surface.

The correct values of the $\mathrm{R}=0$ limit are displayed by the excited states in Fig. 1.3. In that figure the states are labelled by their $m$ value and their position in the matrix by the notation ( $\mathrm{m}, \mathrm{p}$ ). There are several interesting features exhibited by the spectrum presented in Figure 1.3. At $R=\infty$ there exists two states with $n=2$ and $m=0$, i.e. the $2 S$ and $2 p_{0}$ states. However, at $R=0$ there exists only one state with $n=3$ and $m=0$ because of the selection rule (1.30) and that is the $3 p_{0}$ state. Therefore one of the states with $n=2, m=0$ at $R=\infty$ must map onto a state with $n=4$ at $R=0$. At $R=5 a_{0}$ the state which does this is labelled by $(0,3)$. As $R$ decreases the energy
of state $(0,3)$ increases until it crosses the state $(0,4)$. These two states possess the same azimuthal quantum number $m$ and are therefore eigenvalues of the same matrix problem. This appears to be a true crossing for two reasons. First, the eigenvalues become equal, to four figure accuracy which is the limit of accuracy in the present calculations, at a distance from the plane of approximately $3.58 \mathrm{a}_{0}$. Second, the properties derived from the wavefunctions of these two states only have a consistent interpretation if such a crossing takes place. That is, the dipole in the z-direction, the average kinetic energy and the average potential energy should be continuous functions of the distance from the plane and this would not be the case if such a crossing did not occur. The symmetry that this degeneracy might imply has not yet been determined. As the distance to the plane is decreased even further there takes place another crossing. However this crossing is for states of differing azimuthal symmetry so there is no reason to suspect another symmetry of the system at this distance.

Turning now from the energies of these states to some of their properties, the set of Figures 1.4 to 1.8 exhibit the changes in the ground state wavefunction as the proton moves closer to the plane on which $\Psi=0$. What is shown in these perspective plots is the value of the wavefunction on a plane that contains the proton and is perpendicular to the boundary plane. The location of the proton is at the intersection of the grid lines marked by the arrows, and the boundary plane intersection is marked by a dark line. These figures exhibit the smooth change of the ground state from a 1 s state


Fig. 1.4 Ground state wavefunction when proton is $1.4 a_{0}$ away from plane. (See text above Eq. (1.31).)


Fig. 1.6 Ground state wavefunction when proton is $0.6 a_{0}$ away from plane.


Fig. 1.7 Ground state wavefunction when proton is on the plane.


Fig. 1.8 Ground state wavefunction when proton is $0.2 a_{0}$ away from plane.
at large $R$ to the $2 p_{0}$ state at $R=0$.
The ground state of an isolated hydrogen atom does not possess a net dipole moment. However when the charge distribution is changed by the presence of the boundary plane this is no longer true. Because of the azimuthal symmetry, the dipole moment of the ground state will be in the z-direction and the dipole moment operator can be written as ${ }^{4}$

$$
\begin{equation*}
\mu \equiv z=r \cos \theta \tag{1.31}
\end{equation*}
$$

A positive dipole moment is directed away from the boundary plane. The convention used here is that the dipole points from the negative to the positive charge.

The manner in which the average value of $\mu$ is calculates is modified slightly due to the non-orthogonality previously discussed. First the matrix ${\underset{\sim}{0}}^{(m)}$ is calculated, where

$$
\begin{equation*}
\left({\underset{\sim}{(m)}}_{n i \dot{s}, n e}=\int_{T} \phi_{n i z m} \mu \phi_{n e m} d V,\right. \tag{1.32}
\end{equation*}
$$

and the optimized value of $\beta$ is used. The expectation value of $\mu$ for a state labelled by ( $m, k$ ) is then given by
where ${\underset{\sim}{*}}_{(m)}^{(m)}$ is the optimized $k$-th eigenvector of Eq. (1.13) and $\underset{\sim}{N}(m)$ is the overlap matrix.

These average values have been calculated and they appear in Tables 1.2 through 1.5 and in Appendix A. As expected, and shown previously in the perspective plots, the action of the boundary plane is to push the electronic charge distribution away so that its 'center of gravity' lies behind the proton and yields negative < $\mu>$. Note also that the dipole moments fall off much less rapidly as a function of $R$ for the excited states. This is due to the fact that the excited states, because of their greater spatial extent, 'feel' the presence of the plane for a further distance than does the ground state.

The average kinetic and potential energies can be calculated in a manner similar to that for the dipole. But now it is not necessary to calculate any additional matrices, for ${\underset{\approx}{T}}^{(m)}$ and ${\underset{\approx}{V}}^{(m)}$ are already available from the calculation of $\underset{\sim}{H}(\mathrm{~m})$. These expectation values have also been computed and appear in the same tables as the energies and dipole moments.

In examining the expectation values of the kinetic and potential energies of the electron given in these tables it is apparent that the relation

$$
2 \bar{T}=-\bar{V}
$$

is no longer satisfied. Equation (5.34) is of course the statement of the virial theorem for an isolated system with a coulomb interaction. When the system depends upon a parameter which is assumed to be fixed, which for example can be the internuclear coordinates of a
diatomic molecule in the Born-Oppenheimer approximation or the distance to the plane in the present problem, the virial theorem must be modified from the form given in Eq. (1.34). This is due to the fact that the quantity known as the 'virial'

$$
-\frac{1}{2} \sum_{i} \overline{r_{i} F_{i}}
$$

must include all of the forces acting on the system. This means that since the proton is assumed to be in a fixed position some external force must be acting on it so that it remains stationary. When this external force is taken into account the correct form of the virial theorem is given by

$$
\begin{equation*}
2 \bar{T}=-\bar{V}-R \frac{\partial E}{\partial R} \tag{1.35}
\end{equation*}
$$

The force acting on the proton is therefore given by the quantity $\partial E / \partial R$. Note that in the present case the Hellman-Feynman theorem is no longer valid 4,18 . That is

$$
\frac{\partial E}{\partial R} \neq\left\langle\frac{\partial H}{\partial R}\right\rangle
$$

because the region of integration of the matrix elements is dependent upon R. This points out the importance of the virial theorem, and the choice of the basis set, if the force on the proton is to be found.

The results presented in Table 1.2 have been used, with the aid of Eq. (1.35), to calculate the force on the proton when the atom is


Fig. 1.9 Force on the proton when the electron is in its ground state,
in its ground state as a function of distance. This force is presented graphically in Figure 1.9. The interesting features of this force is that it has a maximum at approximately $0.9 a_{0}$ and that it is nonzero at $R=0$. At $R=\infty$ the force is zero and at $R=-\infty$ is must also be zero for then the electron and proton have been completely separated. Therefore a maximum must exist between these two limits.

### 1.4 Image Charges and a Model of the Physical Adsorption of

Atomic Hydrogen
When a gas adsorbs onto a solid surface, depending upon the binding energy, it is usually said to be chemisorbed or physically adsorbed. The binding energy that is ascribed to chemical adsorption can be several electron volts while the weaker physical adsorption is several orders of magnitude less. The difference in binding energy is a reflection of the different processes which. are believed to occur in the two types of adsorption; in chemical adsorption a bond is formed between the adsorbed molecule or atom and the surface while in physical adsorption significant charge rearrangement is absent.

Physical adsorption is usually thought to be due to a potential that is made up of an attractive long-range Van der Waals (or dispersion) potential and a short-range repulsive potential due to the overlap of the electrons of the ad-atom with those of the metal. The problem is a many electron one and has been the subject of much recent work ${ }^{19}$. However, in the case of atomic hydrogen an idealized model can be constructed, as presented by Bruch and Ruijgrok, which
reduces to a one electron problem.
The model is given by the following. The metal is replaced by a perfectly imaging medium with instantaneous coulomb interactions. The effect of the exchange repulsion is modelled by the condition that the atomic electron is excluded from the metal and that its wavefunction vanish on the surface. The potential that the proton then experiences, what is called by Bruch and Ruijgrok the 'holding potential', is given by the change in the ground state electronic energy plus the interaction of the proton with the various images in the metal.

Solving the problem of the ground state electronic energy of this system is the first step in obtaining the 'holding potential' of the atomic hydrogen. Taking into account the possibility of finite dielectric constant for Region B of Fig. 1.1, the Hamiltonian for the electron can be written as

$$
\begin{gather*}
\mathcal{H}=\frac{-\hbar^{2}}{2 m} \nabla^{2}-\frac{e^{2}}{r} \\
+\frac{(\epsilon-1)}{(\epsilon+1)} \frac{e^{2}}{\left[r^{2}+4 R^{2}-4 r \mathrm{R}(\cos \theta]^{2 / 2}\right.}-\frac{(\epsilon-1)}{4(\epsilon+1)} \frac{e^{2}}{(R-r \cos \theta)} \tag{1.36}
\end{gather*}
$$

Equation (1.36) must, of course, be solved subject to the boundary condition that $\psi=0$ on the surface $z=R$. The coordinate system of Eq. (1.36) is that indicated in Figure 1.1 and $\varepsilon$ denotes the static dielectric constant of region $B$. We shall be interested mainly in the 'metallic' limit, that is $\varepsilon \rightarrow \infty$. The last two terms in Eq. (1.36)
are, respectively, the interaction of the electron with the image of the proton and the interaction of the electron with its own image, and hence the extra factor of $1 / 2$ (energy of assembly).

The calculation of the energy eigenvalues and properties of these states proceeds exactly as previously outlined. Now, however, there are the two additional matrix elements to be included in the matrix equations. The electron-image electron term is not hard to calculate analytically but this is not true of the electron-image proton interaction given by the third term of Eq. (1.36). Because of the law of cosines denominator and the restricted region of integration given by Eq. (1.14), it has not been possible to find a closed form expression for that matrix element.

There are two ways of calculating the electron-image proton matrix element. One can either use a numerical approach or, by expanding the denominator of the electron-image proton potential in the standard series of Legendre polynomials, integrate term by term. The former method was chosen because the expressions and summation of the latter method consumed a much greater amount of computer time than a straightforward numerical integration of the matrix elements by the Gauss-Legendre and Gauss-Laguere methods.

The results of this calculation are given in Tables 1.6 through 1.9 for the first 5 states. (Recall that $m \neq 0$ states are doubly degenerate.) The ground state of this system is shown graphically in Figure 1.10 where the ground state of the non-imaging case has been repeated for comparison. As is apparent from this figure, and shown

TABLE 1.6
Ground state properties of the hydrogen/perfectly imaging substrate system. $\bar{v}_{1}, \bar{V}_{2}$ and $\bar{V}_{3}$ denote the average values of the last three interaction terms in the Hamiltonian of Eq. (1.36).

| $R$ | $B$ | $E(0,1)$ | $\bar{\mu}_{Z}$ | $\bar{T}$ | $\bar{V}_{1}$ | $\bar{V}_{2}$ | $\bar{V}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.174 | -0.0633 | -11.408 | 0.0673 | -0.1470 | -0.1267 | 0.1440 |
| 0.4 | 0.399 | -0.0726 | -9.597 | 0.1055 | -0.2995 | -0.1450 | 0.2664 |
| 0.6 | 0.753 | -0.1039 | -6.482 | 0.2578 | -0.5789 | -0.2002 | 0.4174 |
| 0.8 | 1.142 | -0.1839 | -3.671 | 0.6107 | -1.0821 | -0.2841 | 0.5717 |
| 1.0 | 1.439 | -0.3049 | -2.237 | 0.9413 | -1.5444 | -0.3326 | 0.6308 |
| 1.2 | 1.621 | -0.4274 | -1.532 | 1.1139 | -1.8209 | -0.3409 | 0.6205 |
| 1.4 | 1.725 | -0.5309 | -1.125 | 1.1758 | -1.9612 | -0.3295 | 0.5848 |
| 1.6 | 1.780 | -0.6123 | -0.856 | 1.1821 | -2.0270 | -0.3105 | 0.5430 |
| 1.8 | 1.806 | -0.6748 | -0.662 | 1.1641 | -2.0518 | -0.2893 | 0.5024 |
| 2.0 | 1.813 | -0.7224 | -0.514 | 1.1376 | -2.0564 | -0.2684 | 0.4648 |
| 3.0 | 1.539 | -0.8405 | -0.125 | 1.0296 | -2.0135 | -0.1853 | 0.3287 |
| 4.0 | 1.228 | -0.8825 | -0.009 | 0.9959 | -1.9927 | -0.1353 | 0.2497 |
| 5.0 | 1.033 | -0.9046 | +0.013 | 0.9922 | -1.9915 | -0.1053 | 0.2001 |
| 6.0 | 0.912 | -0.9193 | +0.011 | 0.9943 | -1.9942 | -0.0862 | 0.1667 |

TABLE 1.7
Properties of the first excited state ( $m=1, p=1$ ) of the hydrogen/ impenetrable wall system.

| $R$ | $B$ | $E(1,1)$ | $\bar{\mu}_{2}$ | $\bar{T}$ | $\bar{V}_{1}$ | $\bar{V}_{2}$ | $\bar{V}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.149 | -0.0602 | -11.906 | 0.0606 | -0.0506 | -0.1207 | 0.0505 |
| 0.4 | 0.150 | -0.0604 | -11.486 | 0.0609 | -0.0530 | -0.1210 | 0.0527 |
| 0.6 | 0.152 | -0.0605 | -11.059 | 0.0614 | -0.0565 | -0.1213 | 0.0558 |
| 0.8 | 0.156 | -0.0608 | -10.624 | 0.0621 | -0.0620 | -0.1217 | 0.0608 |
| 1.0 | 0.162 | -0.0611 | -10.170 | 0.0636 | -0.0717 | -0.1223 | 0.0694 |
| 1.2 | 0.177 | -0.0617 | -9.676 | 0.0671 | -0.0975 | -0.1234 | 0.0860 |
| 1.4 | 0.216 | -0.0630 | -9.077 | 0.0759 | -0.1287 | -0.1253 | 0.1152 |
| 1.6 | 0.286 | -0.0656 | -8.299 | 0.0920 | -0.1766 | -0.1288 | 0.1478 |
| 1.8 | 0.363 | -0.0697 | -7.407 | 0.1133 | -0.2234 | -0.1335 | 0.1740 |
| 2.0 | 0.434 | -0.0752 | -6.503 | 0.1372 | -0.2675 | -0.1386 | 0.1936 |
| 3.0 | 0.660 | -0.1138 | -3.207 | 0.2322 | -0.4205 | -0.1490 | 0.2235 |
| 4.0 | 0.745 | -0.1476 | -1.587 | 0.2575 | -0.4732 | -0.1369 | 0.2050 |
| 5.0 | 0.757 | -0.1695 | -0.669 | 0.2544 | -0.4847 | -0.1191 | 0.1799 |
| 6.0 | 0.722 | -0.1830 | -0.116 | 0.2463 | -0.4848 | -0.1019 | 0.1574 |

TABLE 1.8
Properties of the second excited state of the hydrogen/perfectly imaging substrate system.

| $R$ | $\beta$ | $E(0,2)$ | $\bar{\mu}_{Z}$ | $\bar{T}$ | $\bar{V}_{1}$ | $\bar{V}_{2}$ | $\bar{V}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.135 | -0.0590 | -12.162 | 0.0615 | -0.0773 | -0.1184 | 0.0756 |
| 0.4 | 0.144 | -0.0602 | -11.526 | 0.0622 | -0.0590 | -0.1207 | 0.0573 |
| 0.6 | 0.154 | -0.0608 | -11.052 | 0.0630 | -0.0623 | -0.1219 | 0.0604 |
| 0.8 | 0.191 | -0.0616 | -10.669 | 0.0663 | -0.0836 | -0.1229 | 0.0786 |
| 1.0 | 0.423 | -0.0656 | -10.648 | 0.0983 | -0.2011 | -0.1213 | 0.1586 |
| 1.2 | 0.537 | -0.0733 | -10.036 | 0.1239 | -0.2692 | -0.1207 | 0.1927 |
| 1.4 | 0.596 | -0.0819 | -9.344 | 0.1430 | -0.3128 | -0.1207 | 0.2086 |
| 1.6 | 0.635 | -0.0906 | -8.736 | 0.1587 | -0.3451 | -0.1203 | 0.2161 |
| 1.8 | 0.662 | -0.0989 | -8.228 | 0.1716 | -0.3700 | -0.1193 | 0.2187 |
| 2.0 | 0.681 | -0.1068 | -7.806 | 0.1822 | -0.3897 | -0.1176 | 0.2183 |
| 3.0 | 0.727 | -0.1378 | -6.508 | 0.2119 | -0.4430 | -0.1045 | 0.1977 |
| 4.0 | 0.720 | -0.1580 | -5.885 | 0.2230 | -0.4631 | -0.0899 | 0.1720 |
| 5.0 | 0.678 | -0.1716 | -5.497 | 0.2291 | -0.4730 | -0.0779 | 0.1501 |
| 6.0 | 0.609 | -0.1818 | -4.762 | 0.2368 | -0.4806 | -0.0722 | 0.1343 |



Fig. 1.10 Ground state energy as a function of proton distance from the plane for the perfectly imaging substrate $\left(\varepsilon_{2}+\infty\right)$ system.
explicitly in Table 1.6 where all the energy contributions are tabulated, the interaction of the electron with the image of the proton, which is repulsive, dominates the electron-image electron interaction which is attractive. In this instance also the $R=0$ value is an expected one. When $R=0$, and the system is perfectly imaging, the proton and image proton charges cancel each other (at least as far as the electron is concerned) and the problem is now that of an electron bound by its image, that is, a one-dimensional coulomb problem. Therefore at $R=0$ the problem becomes the exactly solvable 20,21 one dimensional coulomb problem with a ground state energy of -0.0625 Ry.

Now that the electronic part of the problem is solved, it is possible to construct the 'holding potential' of the atomic hydrogen. The potential field that the proton experiences has three contributions. First, still in the Born-Oppenheimer app"oximation, is the change in the ground state energy of the system as a function of distance. The second is the proton-image proton interaction which is attractive in nature. Thirdly, the potential at the site of the real proton due to the presence of the image electron must be calculated. However, and this is a crucial point, the electronic problem alone must first be solved before this last interaction can be calculated. Since the proton is considered as being fixed while the electron is not, the ground state wavefunction at that distance must be calculated and the corresponding charge density formed to obtain an image charge density. The coulomb interaction between the image charge density and the real proton is then integrated over the domain of the image
charge density to finally yield the third interaction term of the holding potential. This last quantity is exactly given by the average value of the third term in Eq. (1.36), the electron-image proton term. This is due simply because the charge products and distances involved are exactly the same. To repeat for the sake of clarity, this third interaction term is not to be added to the Hamiltonian of Eq. (1.36) for it has nothing to do with the potential the electron experiences, but it is rather associated with the potential the proton experiences and it cannot be calculated until the image charge density is known, i.e. the ground state wave function of the Hamiltonian of Eq. (1.36).

This last term in the interaction energy has not been included in the calculation of Bruch and Ruijgrok. This is evident in their equations (2.8) through (2.12) which are the defining equations of their model. To demonstrate this numerically we take the energy values presented in our Table 1.6, subtract out the ground state energy at $R=\infty(-1.0 \mathrm{Ry})$ and add the proton-proton image interaction energy of $-1 / 2 R$ Ry. There results the same values as given by Table 1 of Bruch and Ruijgrok. For comparison, converting their value into an electroni= ground state energy by the reverse of the above process, their result at $R=2.0 a_{0}$ is -.7223 Ry while that of the present calculation is -. 7224 Ry.

When the 'holding potential' is calculated in this way, that is the proton-image electron interaction is neglected, there results a potential well at approximately $R=3.44 a_{0}$ and a depth of $28.6 \times 10^{-3} \mathrm{Ry}$. This is shown graphically in Fig. 1.11. The various contributions

Fig. 1.11 The 'holding potential' of Bruch and Ruijgiok in which the image electronproton interaction has not been included.


Fig. 1.12 The various contributions to the interaction potential. The curve A represents the change in the expectation value of the electron-proton interaction from its value for the isolated hydrogen atom. The curve $B$ is the average value of the electron-image proton interaction ( $\bar{V}_{\mathrm{e}}$-Imp). The curve C is the change in the electron's average kinetic energy. The curve D represents the average value of the electron-image electron interaction ( $\left.\bar{V}_{e}-I M e\right)$. The curve $E$ is the proton-image proton interaction (- $/ 2 R$ ).

to this 'holding potential' are shown in Fig. 1.12. The $R=\infty$ values of the kinetic and potential (real electron-real proton) energies have been subtracted from those terms and the electron-image proton average interaction is denoted by $\boldsymbol{\gamma}_{\mathrm{e} \text {-IMP }}$ and that of the electron-image electron by $\bar{V}_{\mathrm{e}-\mathrm{IM}}$. The proton-image proton interaction is denoted by $-1 / 2 R$. The sum of the curves in Fig. 1.12 is then simply the potential curve presented in Fig. 1.11.

This situation changes drastically when the proton-image electron interaction is added, As noted before, this is identical to the average value of the electron-image proton interaction which is listed in Table 1.5 and shown in Fig. 1.12 by the curve labelled $\bar{V}_{e-I M P}$. When this term is added the shallow potential well shown in Fig. 1.11 is completely lost and the 'holding potential' simply doesn't hold. Therefore it is seen that when all the interactions are taken into account, the model of physical adsorption of atomic hydrogen presented by Bruch and Ruijgrok yields no binding between a hydrogen atom in its ground state and the model surface.

## CHAPTER II

SHALLOW DONOR IMPURITIES NEAR SEMICONDUCTOR INTERFACES

The methods presented in the preceding chapter will be used in the present chapter to solve the effective mass Hamiltonian for a shallow donor impurity when it is near the interface of a semiconductor. The boundary condition of $\psi=0$ on a plane is used because the increase in the potential energy of the electron upon leaving the semiconductor is usually on the order of several electron volts, which is several orders of magnitude larger than the binding energy of the electron to the impurity center. First a brief discussion of the effective mass Hamiltonian and its derivation is presented. For materials with spherical conduction bands the methods of Section 1.4 can be used without modification. However, when materials with ellipsoidal conduction bands like silicon and germanium are considered, the anisotropic effective mass must be taken into account in the effective mass Hamiltonian and in the trial function. After this is done, results for the binding energies of shallow donors near the Si (001) surface and the Ge (111) surface are presented. Finally, with the inclusion of an additional matrix element, the effect of a $\mathrm{Si} / \mathrm{SiO}_{2}$ interface and the applied field in a MOS (Metal-OxideSemiconductor) Field effect transistor is studied.

### 2.1 The Effective Mass Hamiltonian

Consider the introduction of a Group $V$ atom into a Group IV elemental semiconductor, or of Group VI impurity in a III-V semiconductor ${ }^{2 ?}$. In both cases we assume that the impurity location is a substitutional one and in the second case it is the Group $V$ atom that has been replaced. Because of the impurity, the periodicity of the perfect lattice is lost and we wish to investigate the consequences of this.

Purely as a gedanken exercise assume that such an impurity atom has been introduced minus one electron, so that it contains the same number of valence electrons as that of the replaced atom. The impurity. potential arising from such a substitution is then analogous to placing an extra positive charge at one of the lattice positions and this leads to a Coulombic potential that is reduced by the static dielectric constant, $\varepsilon$, of the pure material, that is

$$
\begin{equation*}
V_{i}(r)=\frac{-e^{2}}{\epsilon r} \tag{2.1}
\end{equation*}
$$

For semiconductors to which this analysis is applied, typical values of $\varepsilon$ range from about 10 to 16 . When the electron is added to this system it must enter the condution band (we assume $\mathrm{T}=0$ so that the valence band is completely filled) and its motion is governed by the band structure and the action of the impurity potential. Because the electron enters an empty conduction band we can perform a Taylor series expansion about the minimum of the energy band to obtain

$$
\begin{equation*}
E(\vec{k})-E_{c}=\frac{\hbar^{2}}{2}\left(\vec{k}-\vec{k}_{0}\right) \cdot \stackrel{m^{*}}{ }{ }^{-1} \cdot\left(\vec{k}-\vec{k}_{0}\right)_{1} \tag{2.2}
\end{equation*}
$$

where $E_{C}$ denotes the conduction band edge and

$$
\begin{equation*}
\frac{1}{m_{i j}^{*}}=\left.\frac{\partial^{2} E(\vec{k})}{\partial k_{i} \partial k_{j}}\right|_{\vec{k}=\vec{k}_{\circ}} \tag{2.3}
\end{equation*}
$$

where the quantity $\stackrel{\leftrightarrow}{\mathrm{m}^{*}}$ is known as the effective mass tensor. In coordinate space this yields an effective one-eTectron Hamiltonian, when the effective mass tensor has only equal diagonal components, given by

$$
\begin{equation*}
\mathcal{H}=\frac{-\hbar^{2}}{2 m^{*}} \nabla^{2}-\frac{e^{2}}{\epsilon r} \tag{2.4}
\end{equation*}
$$

It is through the use of an effective mass, $m^{*}$, that the action of the periodic potential of the crystal is taken into account in a one-electron Hamiltonian.

The use of the Coulombic potential that is reduced by the static dielectric constant, can only be justified if the distances involved are much larger than the lattice spacing. To investigate this point note that Eq. (2.4) is just that of a hydrogen atom in a dielectric medium and that the eigenvalues are given by ${ }^{22}$

$$
\begin{equation*}
E_{n}=-13.6 \frac{1}{n^{2}}\left(\frac{m^{*}}{m}\right)\left(\frac{1}{\epsilon^{2}}\right) \mathrm{eV} \tag{2.5}
\end{equation*}
$$

The radius of the minimum Bohr orbit of the electron about the impurity is

$$
\begin{equation*}
a_{0}^{*}=\frac{\hbar^{2} \epsilon}{m^{*} e^{2}}=0.529\left(\frac{\epsilon m}{m^{*}}\right) \AA \tag{2.6}
\end{equation*}
$$

For GaAs where $\left(\mathrm{m}^{*} / \mathrm{m}\right)=0.07$ and $\varepsilon=11.6$, the ground state energy is $E=-.006 \mathrm{eV}=6 \mathrm{meV}$. The orbit size is about $90 \AA$ and this indicates that the use of the impurity potential of Eq. (2.1) is not inconsistent.

The derivation of an effective mass Hamiltonian has a more formal nature than the foregoing discussion suggests. In the original work of Kohn and Luttinger ${ }^{23 a}$ and in the review article by Kohn ${ }^{23}{ }^{\text {b }}$ it is shown how to derive, and variationally solve, effective mass Hamiltonians for silicon and germanium. In the following we shall follow the derivation given by Pantelides in a recent review article ${ }^{24}$.

One starts with the one-electron Hamiltonian for the imperfect crystal

$$
\begin{equation*}
\mathcal{H} \psi_{2}=E_{2} \psi_{2} \tag{2.7}
\end{equation*}
$$

and then expands $\psi_{v}$ in terms of the Bloch functions of the unperturbed crystal

$$
\begin{equation*}
\psi_{\gamma^{\prime}}(\vec{r})=\sum_{n, k} F_{n}(\vec{k}) \psi_{n \vec{k}}^{0}(\vec{r}) \tag{2.8}
\end{equation*}
$$

Here $n$ denotes the band index, $\vec{k}$ the wave vector and the $F_{n}(\vec{k})$ are the expansion coefficients. Upon writing $H=H_{0}+U$, where $U$ is the
impurity potential; and using the expansion (2.8) in Eq. (2.7) the following equation is obtained

$$
\begin{gather*}
\left(\mathcal{K}_{0}+U\right) \sum_{n \vec{k}} F_{n}(\vec{k}) \psi_{n \vec{k}}^{0}(\vec{r})=\sum_{n \vec{k}}\left(E_{n}^{0}(\vec{k})+U\right) F_{n}(\vec{k}) \psi_{n \vec{k}}^{0}(\vec{r}) \\
=E_{2} \sum_{n \vec{k}} F_{n}(\vec{k}) \psi_{n \vec{k}}^{0}(\vec{r}) \tag{2.9}
\end{gather*}
$$

After multiplying on the left by $\psi_{n} \mid \vec{k}$, , integrating over all space and using the ortho-normality of the Bloch functions, i.e.

$$
\begin{equation*}
\left\langle\psi_{n^{\prime}, \vec{k}^{\prime}}^{0} \mid \psi_{n, \vec{k}}\right\rangle=\delta_{n^{\prime} n} \delta_{\vec{k}^{\prime} \vec{k}} \tag{2.10}
\end{equation*}
$$

there results after switching primed and unprimed symbols, the equation

$$
\begin{equation*}
E_{n}^{0}(\vec{k}) F_{n}(\vec{k})+\sum_{h^{\prime} \vec{k}^{\prime}}\left\langle\psi_{n \vec{k}}^{0}\right| \cup\left|\psi_{n^{\prime} \vec{k}^{\prime}}^{0}\right\rangle F_{n^{\prime}}(\vec{k})=E_{r} F_{n}(\vec{k}) \tag{2.11}
\end{equation*}
$$

One form of Bloch's Theorem states that the perfect crystal wave functions, $\psi_{n \vec{k}}^{0}(\vec{r})$, can be written as

$$
\begin{equation*}
\psi_{n \vec{k}}^{0}(\vec{r})=e^{i \vec{k} \cdot \vec{r}} 2 l_{1, \vec{k}}^{0}(\vec{r}) \tag{2.12}
\end{equation*}
$$

where $u_{n \vec{k}}(\vec{r})$ possess the periodicity of the crystal lattice. That is

$$
\begin{equation*}
u_{n \vec{k}}^{0}(\vec{r}+\vec{l})=u_{n \vec{k}}^{0}(\vec{r}) \tag{2.13}
\end{equation*}
$$

where $\vec{Z}$ is a crystal lattice vector. If the form of Eq. (2.12) is used in (2.11), the product $u_{n \vec{k}}^{0} *(\vec{r}) u_{n k}^{0}(\vec{r})$ can be expanded as

$$
\begin{equation*}
U_{n \vec{k}}^{0^{*}}(\vec{r}) U_{h^{\prime} \vec{k}^{\prime}}^{0}(\vec{r})=\sum_{p} C_{\vec{k} \vec{k}^{\prime}}^{n n^{\prime}}\left(\vec{K}_{p}\right) e^{i \vec{k}_{p} \cdot \vec{r}} \tag{2.14}
\end{equation*}
$$

In Eq. (2.14) the $\vec{K}_{p}$ 's are the reciprical lattice vectors and they yield the only contribution to the sum because of the periodicity condition given by Eq. (2.12). The matrix element in Eq. (2.11) can now be written as

$$
\begin{equation*}
\left\langle\psi_{n \vec{k}}^{\circ}\right| U\left|\psi_{n \vec{k} \vec{b}}^{*}\right\rangle=\sum_{p} c_{\vec{k} \vec{k}}^{n^{\prime}}\left(\vec{k}_{p}\right) U\left(\vec{k}-\vec{k}^{\prime} \cdot R_{p}\right) \tag{2.15}
\end{equation*}
$$

where $U(\vec{q})$ denotes the Fourier transform of $U(\vec{r})$

$$
\begin{equation*}
U(\bar{q})=\int d^{3} r U(\vec{r}) e^{i \vec{g} \cdot \vec{r}} \tag{2.16}
\end{equation*}
$$

When the relation given by Eq. (2.15) is substituted into Eq. (2.11) there results

$$
E_{n}^{0}(\vec{k}) F_{n}(\vec{k})+\sum_{n^{\prime} \overrightarrow{k^{\prime}}} \sum_{p} C_{\vec{k} \vec{k}^{\prime}}^{n n^{\prime}}\left(\vec{K}_{p}\right) U\left(\vec{k}-\vec{k}^{\prime}-\vec{K}_{p}\right) F_{n^{\prime}}\left(\vec{k}^{\prime}\right)=E_{r} F_{n}(\vec{k})(2.17)
$$

Within the framework of one electron theory Eq. (2.17) is still exact. At this point we should mention that the potential $U(\vec{r})$ shall be taken to be the hydrogenic one given by Eq. (2.1). Its Fourier transform is given by

$$
\begin{equation*}
U_{H}(\vec{q})=\frac{-4 \pi e^{2}}{\epsilon g^{2}} \tag{2.18}
\end{equation*}
$$

To solve Eq. (2.17) a series of approximations must now be
introduced. First only one band is assumed to contribute to the sum in Eq. (2.17) so the band index $n$ can be dropped. The solutions $F(\vec{k})$ are anticipated to be localized around $\vec{k}=0$ so that

$$
\begin{equation*}
\left|\vec{k}-\vec{k}^{\prime}\right| \ll \vec{K}_{p} \tag{2.19}
\end{equation*}
$$

This leads to droping the $K_{p} \neq 0$ terms because of the form of the Fourier transform of the potential given by Eq. (2.18). Furthermore, since

$$
\begin{equation*}
C_{\vec{k} \vec{k}^{\prime}}^{n n^{\prime}}\left(\vec{K}_{p}\right)=\int d^{3} r u_{n \vec{k}}^{o^{*}}(\vec{r}) u_{n^{\prime} \vec{k}^{\prime}}^{0}(\vec{r}) e^{-i \vec{K}_{p} \cdot \vec{r}} \tag{2.20}
\end{equation*}
$$

The term $C_{\vec{k} \vec{k}}(0)$ is approximated by $C_{\vec{k} \vec{k}}(0)$ which is equal to one by Eq. (2.20) and the orthonormality relation of Eq. (2.10). The sum over $\vec{k}^{\prime}$ is now converted into an integral over all $\vec{k}^{\prime}$ space. Finally, the unperturbed band energy $E_{n}^{0}(\vec{k})$ is expanded to order $k^{2}$ about its extremum, i.e.

$$
\begin{equation*}
E^{0}(\vec{k}) \cong E_{c}^{0}+\frac{\hbar^{2} \vec{k}^{2}}{2 m^{*}} \tag{2.21}
\end{equation*}
$$

As noted earlier $\mathrm{m}^{*}$ is the effective mass and is given by Eq.
With these approximations Eq. (2.17) becomes

$$
\begin{equation*}
\frac{\hbar^{2} \vec{k}^{2}}{2 m^{*}} F(\vec{k})+\int d^{3} k U\left(\vec{k}-\vec{k}^{\prime}\right) F\left(\vec{k}^{\prime}\right)=E_{b} F(\vec{k}) \tag{2.22}
\end{equation*}
$$

where $E_{b}$, the binding energy of the electron, is given by

$$
\begin{equation*}
E_{b}=E_{\gamma}-E_{c}^{\circ} \tag{2.23}
\end{equation*}
$$

That is, it represents a binding energy of the impurity electron to the impurity center relative to the bottom of the conduction band.

It is immediately obvious that Eq. (2.22) is equivalent to the Schrödinger equation in momentum space of a particle in the presence of a potential $U$ and possessing a mass of $m^{*}$. This can be transformed to coordinate space by defining

$$
\begin{equation*}
F(\vec{r})=\int d^{3} k F(\vec{k}) e^{i \vec{k} \cdot \vec{r}} \tag{2.24}
\end{equation*}
$$

The resulting equation is given by

$$
\begin{equation*}
\left\{\frac{-\hbar^{2}}{2 m^{*}} \nabla^{2}+\frac{e^{2}}{\epsilon r}\right\} F(\vec{r})=E_{b} F(\vec{r}) \tag{2.25}
\end{equation*}
$$

It is now apparent that the 'wavefunction' of the effective mass Hamiltonian is the Fourier transform of the expansion coefficients of Eq. (2.8). The function $F(\vec{r})$ is known technically as the envelope function.

When the band minima are not located at $\vec{k}=0$, the function $F(\vec{k})$ is written as

$$
F(\vec{k})=\sum_{i=1}^{N} \alpha_{i} F^{(i)}(\vec{k})
$$

where the $\mathrm{F}^{(\mathrm{i})}(\vec{k})$ is localized about the $i$-th minima. This form of the envelope function leads to what are known as intervalley terms that couple wave vectors that lie near different extrema. These
terms are usually neglected due to the expectation that the different $F^{(i)}(\vec{k})$ 's have negligible overlap. The result ${ }^{23 b}$ of this treatment yields a hydrogen-like effective mass equation, except that the kinetic energy term is anisotropic. These extrema usually lie along a crystallographic direction and when this is the case that direction can be defined as the z-direction. Expanding $E^{0}(\vec{k})$ about this extrema yields

$$
\begin{equation*}
E^{0}(\vec{k}) \simeq E_{c}^{0}+\frac{\hbar^{2}}{2}\left(\frac{1}{m_{t}^{*}}\left(k_{x}^{2}+k_{y}^{2}\right)+\frac{k_{z}^{2}}{m_{l}^{*}}\right) \tag{2.26}
\end{equation*}
$$

where $m_{t}^{\star}$ and $m_{l}^{\star}$ are the transverse and longitudinal effective masses. The resulting one valley effective mass equation is then given by

$$
\begin{gather*}
\left\{-\frac{\hbar^{2}}{2 m_{t}^{*}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)-\frac{\hbar^{2}}{2 m_{l}^{*}} \frac{\partial^{2}}{\partial z^{2}}-\frac{e^{2}}{\epsilon r}\right\} F^{(j)}(\vec{r}) \\
=E_{b} F^{(j)}(\vec{r}) \tag{2.27}
\end{gather*}
$$

The effective masses $m_{t}^{*}$ and $m_{l}^{\star}$ can be determined by cyclotron resonance experiments. For silicon ${ }^{25}$ these parameters are given by

$$
\begin{align*}
& m_{t}^{*} / m_{0}=0.1905 \\
& m_{t}^{*} / m_{0}=0.9163  \tag{2.28a}\\
& \gamma^{*}=m_{t}^{*} / m_{s}^{*}=0.2079
\end{align*}
$$

while for germanium ${ }^{26}$

$$
\begin{aligned}
& m_{t}^{*} / m_{0}=0.08152 \\
& m_{l}^{*} / m_{0}=1.588 \\
& \gamma=0.05134
\end{aligned}
$$

Because of the anisotropic effective mass, Eq. (2.28) is no longer separable and some approximation method must be used. Kohn and Luttinger have used a trial function of the form

$$
\begin{equation*}
F(\vec{r})=\left(\pi a^{2} b\right)^{-1 / 2} \exp \left(-\sqrt{\frac{x^{2}+y^{2}}{a^{2}}+\frac{z^{2}}{b^{2}}}\right) \tag{2.29}
\end{equation*}
$$

where $a$ and $b$ are variational parameters, to obtain approximate binding energies of shallow donors in silicon and germanium. The results of a more complete calculation given by Faulkner ${ }^{27}$ show that the energies obtained by the variational form of Eq. (2.29) yield remarkably good binding energies.

### 2.2 Ellipsoidal Conduction Bands and the Boundary Condition Near

## a Surface

As was mentioned earlier, it was first pointed out by Levine ${ }^{25}$ that since the height of the surface barrier can be several electron volts and since the binding energy of shallow donor impurities is on the order of milli electron volts, the surface can be assumed to be an infinite potential barrier. Levine then showed that in the absence of image charges the allowed states are the hydrogenic ones for which $|\ell-m|=$ odd. This result assumes that the impurity lies exactly at the surface.

Since that time there have been several investigations of the energies and properties of these states. Bell ${ }^{28}$ et.al. used the selection rules of Levine and the bulk energies of silicon and
germanium to calculate transition energies. Petukhov ${ }^{29}$ et.al. included image charges in the effective mass Hamiltonian and performed a perturbation calculation on that system. Karpushin ${ }^{30}$ extended that perturbative treatment with the inclusion of linear band bending near the surface. In a later article Karpushin ${ }^{31}$ used a variational method to calculate the binding energies of donors on silicon and germanium surfaces. It is important to note that all of these authors constrained the impurity to lie exactly on the surface.

The restriction of the impurity to the surface plane shall not be assumed in the following. However, there are a number of simplifying assumptions which shall be made. First, because of the multiple minima of the conduction band in k-space, the crystallographic orientation of the surface becomes important. When considering the (001) plane of silicon or the (111) plane of germanium there exists ${ }^{32}$ two kinds of constant energy ellipsoids; those with their major axis parallel to the surface and those with their major axis perpendicular. One of the results of Karpushin ${ }^{31}$ is that the ellipsoids with their major axes perpendicular give rise to a series of states which lie lower in energy than those with their major axis parallel to the surface. Consequently only these types of ellipsoids will be considered, because this allows a simplification in the requirements of the boundary condition $\psi=0$ on the surface plane. In addition we shall assume that there is no change in the band structure near the surface, such as the formation of a space charge layer, so that there is no band bending near the surface. Finally, we shall be
working in the one-valley effective mass approximation ${ }^{33}$.
The preceding considerations lead to an effective mass equation given by

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{-\hbar^{2}}{2 m_{t}^{*}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)-\frac{\hbar^{2}}{2 m_{l}^{*}} \frac{\partial^{2}}{\partial z^{2}}-\frac{e^{2}}{\epsilon_{1} r} \\
+\frac{\left(\epsilon_{2}-\epsilon_{1}\right)}{\epsilon_{1}\left(\epsilon_{1}+\epsilon_{2}\right)} \frac{e^{2}}{\left[r^{2}+4 R^{2}-4 r R \cos \theta\right]^{1 / 2}} \\
\left.\frac{-\left(\epsilon_{2}-\epsilon_{1}\right) e^{2}}{4 \epsilon_{1}\left(\epsilon_{1}+\epsilon_{2}\right)(R-r \cos \theta)}\right\} F(\vec{r})=E F(\vec{r})
\end{array} .\right.
\end{align*}
$$

This equation must be solved subject to the boundary condition

$$
\begin{equation*}
F(\vec{r})=0 \quad \text { when } \quad r \cos \theta=R \tag{2.31}
\end{equation*}
$$

Note that this last equation follows from the choice of the (001) surface for silicon or the (111) surface for germanium. In Eq. (2.30) $m_{t}^{*}$ and $m_{2}^{*}$ are the transverse and longitudinal effective masses, $\varepsilon_{1}$ denotes the static dielectric constant of the region containing the impurity, and in this case that is the semiconductor. The static dielectric constant of region $B$ (see Fig. 1.1) is denoted by $\varepsilon_{2}$. This leaves open the option of solving for a semiconductor/insulator interface or a semiconductor/vacuum interface. From Eqs. (2.30) and (1.36) it is apparent that the methods of the previous chapter are applicable when $m_{t}^{*}=m_{\ell}^{*}$. The last two terms on the right hand side of Eq. (2.30) are of course, the electron-image proton and the
electron-image electron terms respectively,
In the following we shall be concerned with solving a scaled version of Eq. (2.30). All distances, including $R$, the distance of the impurity from the surface plane, are scaled to units of affective Bohr radii given by

$$
\begin{equation*}
a_{0}^{*}=\frac{\hbar^{2} \epsilon_{1}}{m_{t}^{*} e^{2}}=0.529\left(\frac{\epsilon_{1} m}{m_{t}^{*}}\right) \AA \tag{2.32}
\end{equation*}
$$

and the energy is in units of effective Rydbergs

$$
\begin{equation*}
R y^{*}=\frac{m_{t}^{*} e^{4}}{2 \hbar^{2} \epsilon_{1}^{2}}=13.6\left(\frac{m_{t}^{*}}{m} \frac{1}{\epsilon_{1}^{2}}\right) \mathrm{eV} . \tag{2.33}
\end{equation*}
$$

The scaled version of Eq. (2.30) is then given by

$$
\begin{gather*}
\left\{-\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\gamma \frac{\partial^{2}}{\partial z^{2}}\right)-\frac{2}{r}+\frac{2 Q}{\left[r+4 R^{2}-4 r R \cos \theta\right]^{1 / 2}}\right. \\
\left.-\frac{Q}{2[R-r \cos \theta]}\right\} F(\vec{r})=E_{b} F(\vec{r}) \tag{2.34}
\end{gather*}
$$

where $Q$ is given by

$$
Q=\frac{\left(\epsilon_{2}-\epsilon_{1}\right)}{\left(\epsilon_{2}+\epsilon_{1}\right)}
$$

and $\gamma$ is the effective mass ratio defined in Eq. (2.28). We note in passing that the effective mass equation has been scaled to the bulk semiconductor parameters rather than the surface units defined by Stern and Howard ${ }^{32}$. This scaling has been chosen for easier comparison to the bulk limit ( $R \rightarrow$ large ) and because this choice
yields the factor $\left(\varepsilon_{2}-\varepsilon_{1}\right) /\left(\varepsilon_{1}+\varepsilon_{2}\right)$. This factor always lies between -1 and 1 whereas this is not the case for surface units. This feature is a practical one since large constants multiplying matrix elements are undesirable in the solution of the matrix equations.

In the solution of Eq, (2.34), subject to the boundary conditions of Eq. (2.3i), a strategy that is a combination of the methods of Chapter 1 with a method presented by Faulkner ${ }^{27}$ is used. Since the change in the Hamiltonian of Eq. (2.34) from that of the last chapter is in the $z$-dependence only, all the symmetry properties previously discussed are valid here. In particular m remains a good quantum number while $n$ and $\ell$ do not. The difference from the $R \rightarrow \infty$ case in this situation is slightly different from that of the last chapter. This is due to the symmetry properties of Eq. (2.34) without the boundary condition (2.31). The effective mass Hamiltonian is invariant under operations of parity and rotation about the zaxis. This means that for the bulk impurity $n$ and $\ell$ are no longer good quantum numbers while $m$ is; however states of even and odd $\ell$ are not mixed. This means that the effect of the boundary condition in this situation is to mix states of differing parity,

Since $m$ remains a good quantum number the problem can again be reduced to the set of independent ones characterized by their m values. Using this we can write

$$
\begin{equation*}
F_{m}(\vec{r})=(R-r \cos \theta) \sum_{n \ell} A_{n+l} \chi_{n \ell m}(\vec{r}) \tag{2.35}
\end{equation*}
$$

where the choice of $G(z)$ is as before. Now the $X_{n \ell m}$ 's are chosen as

$$
\begin{equation*}
x_{n, m}(x, y, z)=\left(\frac{\alpha}{\gamma}\right)^{1 / 4} \phi_{n e m}\left(x, y,\left(\frac{\alpha}{\gamma}\right)^{1 / 2} z, \beta\right) \tag{2.36}
\end{equation*}
$$

where $\gamma$ is the effective mass ratio and $\alpha$ is another non-1inear variational parameter. The $\phi_{n \ell m}(\vec{r}, \beta$ 's are given by Eq. (1.12) and $\beta$ is the variational parameter that is discussed in Section 1.2. The parameter $\alpha$ is a measure of the asymmetry induced in the wavefunction due to the asymmetric effective mass. The choice of the functions given by Eq. (2.36) was inspired by the success of the Kohn-Luttinger form of Eq. (2.29); for upon setting $\beta=1 / a$ and $\alpha=a^{2} \gamma / b^{2}$, $x_{1,0,0}(x, y, z)$ is given exactly by Eq. (2.29). This basis set differs from that used by Faulkner inasmuch as we use the combination Br rather than $\mathrm{\beta r} / \mathrm{n}$ in the radial function where n is the principal quantum number. This means that for the calclilation presented here there are only two nonlinear variational parameters whereas Faulkner must use a set of such parameters; the number of which depends upon the size of the basis set used in the expansion of the trial function. Of course, this means that we must calculate an overlap matrix, but as it has been shown this is not a great handicap. As before, the substitution of Eq. (2.35) into Eq. (2.34) will lead to a gerieralized eigenvalue problem of the form of Eq. (1.7). There is a transformation that facilitates the calculation of the Hamiltonian matrix elements. These matrix elements are given by

$$
\begin{align*}
& \left\langle n^{\prime} l^{\prime}\right| C^{(m)}|n l\rangle=\int_{T}\left(\frac{\alpha}{\gamma}\right)^{1 / 2}(R-r \cos \theta) \phi_{r^{\prime} \ell_{m}^{\prime}}^{*}\left(x, y,\left(\frac{\alpha}{\gamma}\right)^{1 / 2} z, \beta\right) \\
& *\left\{-\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+r \frac{\partial^{2}}{\partial z^{2}}\right)-\frac{2}{r}+\frac{2 Q}{\left[r^{2}+4 R^{2}-4 r R \cos \theta\right]^{1 / 2}}\right. \\
& \left.+\frac{Q}{2(R-r \cos \theta)}\right\}(R-r \cos \theta) \phi_{n \ell m}\left(x, y,\left(\frac{\alpha}{\gamma}\right)^{1 / 2} z, \beta\right) d V \tag{2.37}
\end{align*}
$$

Making the substitution

$$
\left(\frac{\alpha}{\gamma}\right)^{1 / 2} z^{\prime}=z
$$

yields

$$
\begin{align*}
& \left\langle n^{\prime} \ell^{\prime}\right| \mathcal{C}^{(m)}|n \ell\rangle=\int_{T^{\prime}}\left(R-\left(\frac{y}{\alpha}\right)^{1 / 2} r \cos \theta\right) \phi_{n \ell m}(x, y, z, \beta) \\
& \left\{-\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\gamma \frac{\partial^{2}}{\partial z^{2}}\right)+(1-\alpha) \frac{\partial^{2}}{\partial z^{2}}-\frac{2}{\left[x^{2}+y^{2}+\frac{\gamma}{\alpha} z^{2}\right]^{1 / 2}}\right. \\
& +\frac{2 Q}{\left[x^{2}+y^{2}+\frac{\gamma}{\alpha} z^{2}+4 R^{2}-4\left(\frac{\gamma}{\alpha}\right)^{1 / 2} r R \cos \theta\right]^{1 / 2}} \\
& \left.-\frac{Q}{2\left(R-\left(\frac{y}{\alpha}\right)^{1 / 2} r \cos \theta\right)}\right\}\left[\left(R-\left(\frac{(y)}{\alpha}\right)^{1 / 2} r \cos \theta\right) \phi_{n e m}(x, y, z, \beta)\right] d V \tag{2.38}
\end{align*}
$$

The overlap matrix elements are given by

$$
\begin{equation*}
\left\langle r^{\prime} l^{\prime} \mid n l\right\rangle=\int_{T^{\prime}}\left(R-\left(\frac{\gamma}{\alpha}\right)^{1 / 2} r \cos \theta\right)^{2} \phi_{n^{\prime} l^{\prime} m}(\vec{r}, \beta) \phi_{n l m}(\vec{r}, \beta) d V \tag{2.39}
\end{equation*}
$$

The subscript $T$ and $T^{\prime}$ on Eqs. (2.37) and (2.38) indicates truncated regions of integration. The effect of the transformation is seen to be a simplification of the expansion functions at the expense of dealing with more complicated operators.

The generalized matrix equation whose elements are given by Eqs. (2.38) and (2.39) shall be solved numerically. The first step in this direction is the calculation of the quantities

$$
\begin{equation*}
-\nabla^{2}\left\{\left(R-\left(\frac{y}{a}\right)^{1 / 2} r \cos \theta\right) \phi_{n m m}(\bar{F}, \beta)\right. \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
(1-\alpha) \frac{d^{2}}{d z^{2}}\left[\left(R-\left(\frac{\alpha}{\alpha}\right)^{3 / 2} r \cos \theta\right) \phi_{n e m}(\vec{r}, \beta)\right] \tag{2.41}
\end{equation*}
$$

The first of these expressions (Eq. (2.40)) has already been calculated (see Eqs. (1.11) and (1.16)). The second yields a somewhat complycate sum of terms involving the Legendre and Laguere functions of various orders and will not be repeated here. Most of these terms can be integrated in closed form. However, for the third and fourth terms in Eq. (2.38) this was not found to be the case. Consequently these terms were numerically integrated as previously described,

The general method of the numerical solution of the matrix equations is the same as described in the previous chapter. However, there is now an additional parameter, namely $\alpha$, which must be varied
to yield an optimized energy. In practice the energy is a relatively slowly varying function of $\alpha$ near the optimum values of these quantities and this feature eases the problems associated with locating a minimum in a two parameter space.

### 2.3 Donor Impurities Near the Silicon (001)/Vacuum and the

Germanium (111)/Vacuum Interfaces
Before discussing the results of this section, all of which are presented in effective units. the various physical constants of silicon and germanium that are relevant to this problem are presented, The effective masses have aiready been given in Eqs. (2.28b) and (2.28c) and from Eq. (2.30) the other parameters needed are seen to be the static dielectric constants of silicon and germanium, Faulkner ${ }^{27}$ has determined low temperature values of these dielectric constants by requiring that the donor spectrum calculated in the effective mass approximation have an optimum fit to the experimentally determined donor level spacing. These values are given by

$$
\begin{align*}
\epsilon_{s i} & =11.4  \tag{2.42a}\\
\epsilon_{G e} & =15.36 \tag{2.42b}
\end{align*}
$$

Using these values and those of (2.28) the effective units for silicon are given by

$$
\begin{equation*}
a_{o s i^{*}}^{*}=\frac{\hbar^{2} \epsilon_{s i}}{m_{t_{s i}}^{*} e^{2}}=31.7 \AA \tag{2.43a}
\end{equation*}
$$

$$
\begin{equation*}
R y_{s_{i}}^{*}=\frac{m_{t_{s i}}^{*} e^{4}}{2 \hbar^{2} \epsilon_{s_{i}}^{2}}=1.99 \times 10^{-2} \mathrm{eV} \tag{2.43b}
\end{equation*}
$$

while those for germanium are

$$
\begin{align*}
& a_{o G e}^{*}=99.7 \AA  \tag{2.43c}\\
& R y_{G e}^{*}=4.70 \times 10^{-3} \mathrm{eV} \tag{2.43d}
\end{align*}
$$

To convert the following results to measurable units one needs only to multiply by the appropriate member of Eqs. (2.43).

Besides the introduction of an anisotropic effective mass, the major difference from the problem of the preceding chapter is that the 'hydrogen atom' is now imbedded in a dielectric media and is near an interface with a media possessing a lower dielectric constant. This means that the image charges possess the same sign (positive or negative) as the charges that induce them. This can be seen from the form of the dielectric quotient given by $\left(\varepsilon_{2}-\varepsilon_{1}\right) /\left(\varepsilon_{1}+\varepsilon_{2}\right)$. This results in a repulsive electron-image electron interaction, while the electron-image proton interaction now becomes attractive.

The results of the 'perfectly imaging' plane. show that, at least for the ground state, the absolute value of the expectation value of the electron-image proton interaction is greater than the expectation value of the electron-image electron interaction. Since the former of these quantities is negative, at a large enough distance from the surface the ground sitate electronic energy is expected
to be lower than the $R=\infty$ limit when there is no image charge contribution. As the impurity is moved closer to the surface, the change in the energy due to the exclusion of the electron from the halfspace $r \cos \theta \geqslant R$ will begin to dominate and begin to raise (as a function of the impurity distance from the surface) the ground state energy. Therefore, we expect to see the formation of a minimum in the ground state electronic energy.

The results presented in Tables 2.1 through 2.3 show that this is precisely what takes place. Table 2.1 presents the ground state energy of an impurity near a silicon surface for $\gamma=1.0$; that is, as if silicon possessed a spherical conduction band. The bulk limit in this case is given by the hydrogenic -1.0 Ry*. Tables 2.2 and 2.3 give the ground state properties of a donor impurity near the (001) silicon surface and the (111) germanium surface respectively. The bulk values for these two systems, in effective Rydbergs, are given by ${ }^{27}$

$$
\begin{align*}
& E_{0}^{s i}(R \rightarrow \infty)=-1.568 R y_{s i}^{*}  \tag{2.44a}\\
& E_{0}^{G e}(R \rightarrow \infty)=-2.087 R y_{G e}^{*} \tag{2.44b}
\end{align*}
$$

As a calculational check, the energies of these ground states were computed at a distance from the surface of $100 \mathrm{a}_{0}^{*}$, yielding,

$$
\begin{align*}
& E_{0}^{s_{i}}\left(R=100 a_{0 s i}^{*}\right)=-1.571 R y_{s_{i}}^{*}  \tag{2.44c}\\
& E_{0}^{G e}\left(R=100 a_{0 G e}^{*}\right)=-2.094 R_{y_{G e}}^{*} \tag{2.44d}
\end{align*}
$$

which is in agreement with the bulk values.

TABLE 2.1
Ground state properties of a shallow donor near the surface of a symmetric $(\gamma=1)$ silicon. All quantities are given in bulk units defined by Eqs. (2.32) and (2.33). $E_{0}$ denotes the ground state energy, $\bar{T}$ the average kinetic energy and $\bar{V}_{1}, \bar{V}_{2}, \bar{V}_{3}$ are the average values of the three potential terms in Eq. (2.34) respectively.

| $R$ | $E_{0}$ | $\bar{T}$ | $\bar{V}_{1}$ | $\bar{V}_{2}$ | $\bar{V}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | -0.6064 | 0.6373 | -0.8658 | 0.2380 | -0.6159 |
| 0.4 | -0.6507 | 0.7670 | -1.0594 | 0.2586 | -0.6169 |
| 0.6 | -0.7221 | 0.9696 | -1.3522 | 0.2841 | -0.6237 |
| 0.8 | -0.8098 | 1.1662 | -1.6626 | 0.3001 | -0.6135 |
| 1.0 | -0.8945 | 1.2853 | -1.8972 | 0.3000 | -0.5825 |
| 1.2 | -0.9640 | 1.3268 | -2.0379 | 0.2882 | -0.5410 |
| 1.4 | -1.0158 | 1.3204 | -2.1092 | 0.2708 | -0.4978 |
| 1.6 | -1.0521 | 1.2912 | -2.1381 | 0.2519 | -0.4571 |
| 1.8 | -1.0767 | 1.2539 | -2.1434 | 0.2332 | -0.4204 |
| 2.0 | -1.0925 | 1.2160 | -2.1364 | 0.2157 | -0.3878 |
| 3.0 | -1.1086 | 1.0827 | -2.0674 | 0.1498 | -0.2736 |
| 4.0 | -1.0944 | 1.0302 | -2.0273 | 0.1111 | -0.2084 |
| 5.0 | -1.0794 | 1.0121 | -2.0115 | 0.0875 | -0.1674 |
| 6.0 | -1.0676 | 1.0057 | -2.0056 | 0.0720 | -0.1397 |

TABLE 2.2
Ground state properties of a shallow donor near the (001) surface of silicon. ( $\gamma=0.2079$, entries and units are as in Table 2.1.)

| $R$ | E | $\overline{\mathrm{T}}$ | $\overline{\mathrm{V}}_{1}$ | $\bar{V}_{2}$ | $\bar{V}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | -1.3601 | 1.3555 | -2.0850 | 0.6374 | -1.2679 |
| 0.4 | -1.5927 | 1.6827 | -2.7632 | 0.6695 | -1.1817 |
| 0.6 | -1.7496 | 1.8436 | -3.1709 | 0.6084 | -1.0307 |
| 0.8 | -1.8133 | 1.8267 | -3.2815 | 0.5165 | -0.8750 |
| 1.0 | -1.8278 | 1.7695 | -3.2845 | 0.4345 | -0.7472 |
| 1.2 | -1.8210 | 1.7255 | -3.2681 | 0.3685 | -0.6469 |
| 1.4 | -1.8061 | 1.6701 | -3.2350 | 0.3167 | -0.5670 |
| 1.6 | -1.7890 | 1.6466 | -3.2085 | 0.2762 | -0.5032 |
| 1.8 | -1.7722 | 1.6243 | -3.1891 | 0.2441 | -0.4515 |
| 2.0 | -1.7568 | 1.6094 | -3.1755 | 0.2183 | -0.4089 |
| 3.0 | -1.7013 | 1.5796 | -3.1469 | 0.1425 | -0.2765 |
| 4.0 | -1.6697 | 1.5723 | -3.1396 | 0.1060 | -0.2084 |
| 5.0 | -1.6499 | 1.5698 | -3.1372 | 0.0845 | -0.1671 |
| 6.0 | -1.6365 | 1.5688 | -3.1361 | 0.0702 | -0.1394 |

TABLE 2.3
Ground state properties of a shallow donor near the (111) surface of germanium. $\quad(\gamma=0.05134$, entries and units are as in Table (2.1).)

| $R$ | E | $\overline{\mathrm{T}}$ | $\overline{\mathrm{V}}_{1}$ | $\overline{\mathrm{~V}}_{2}$ | $\overline{\mathrm{~V}}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | -2.3013 | 2.2378 | -3.7971 | 1.2923 | -2.0343 |
| 0.4 | -2.5389 | 2.4841 | -4.4397 | 1.0238 | -1.6071 |
| 0.6 | -2.5485 | 2.4160 | -4.4679 | 0.7463 | -1.2428 |
| 0.8 | -2.5035 | 2.2929 | -4.3725 | 0.5673 | -0.9912 |
| 1.0 | -2.4538 | 2.2164 | -4.3039 | 0.4523 | -0.8185 |
| 1.2 | -2.4104 | 2.1721 | -4.2622 | 0.3747 | -0.6951 |
| 1.4 | -2.3743 | 2.1460 | -4.2369 | 0.3195 | -0.6030 |
| 1.6 | -2.3447 | 2.1298 | -4.2211 | 0.2785 | -0.5320 |
| 1.8 | -2.3203 | 2.1194 | -4.2108 | 0.2469 | -0.4757 |
| 2.0 | -2.2998 | 2.1124 | -4.2038 | 0.2216 | -0.4300 |
| 3.0 | -2.2343 | 2.0981 | -4.1896 | 0.1470 | -0.2898 |
| 4.0 | -2.1980 | 2.0943 | -4.1848 | 0.1100 | -0.2183 |
| 5.0 | -2.1785 | 2.0132 | -4.1847 | 0.0879 | -0.1749 |

The ground state energies of the 'isotropic effective mass' silicon and the real silicon systems are presented graphically in Fig. 2.1, while the germanium system is given in Fig. 2.2. There are basically three regions of different behavior depicted in these graphs. At large $R$ the impurity levels are approaching their indicated bulk levels. Also there now exist minima which occur at approximately $2.6 a_{0}^{*}, 1.0 a_{0}^{*}$ and $0.5 a_{0}^{*}$ for the 'isotropic' silicon, real silicon and germanium systems respectively. Finally when the impurity is close to the surface there is a steep rise in the electronic energy. The main difference in the behavior of the energy as a function of the impurity distance from the surface between these three systems lies in the location and the depth of the energy minimum. This difference is due to the changing value of $\gamma$, the effective mass ratio and can be explained in the following manner. In the bulk situation, the change in the wavefunction due to $\gamma<1.0$ in Eq. (2.34) is to compress is (the wavefunction) slightly in the $z$-direction ${ }^{23}$. Since the surface is perpendicular to the z-axis, this means that an impurity wavefunction for a specific value of the effective mass ratio will experience a lesser perturbation than the wavefunction corresponding to a large value of the effective mass ratio. Consequently, the minimum in energy will occur at smaller scaled distances from the surface as the value of the effective mass ratio is decreased. Note that this argument is true only for the scaled Hamiltonian, and that the minimum energy of a donor in germanium occurs at a Zarger distance than it does for a donor in silicon.

Fig. 2.1 Ground state energy of a shallow donor impurity near the (001) surface of silicon. Also included are the results for an isotropic effective mass. The bulk values are given by the lines under the $B$. Units are those of effective Rydbergs and effective Bohr radii as defined in text.


Fig. 2.2 Ground state energy of a shallow donor impurity near the (111) surface of germanium.


The excited state energies for a donor impurity near the (001) surface of silicon and the (111) surface of germanium are presented in Figures 2.3 and 2.4. The approach to the bulk values of the energy levels of the excited states takes place at a slower rate due to the larger 'spatial' extent of these states. Note that because the states labelled $(0,3)$ and $(1,1)$ (recall that the first label refers to the value of the $m$ quantum number while the second give its position in the spectrum of levels with the same $m$ quantun number) possess different azimuthal quantum numbers, there is not, as it might appear, an avoided crossing between them.

In a manner analogous to that of Sec. 1.4 the total interaction energy of a shallow donor with the surface can be constructed. This interaction energy consists of the change of the ground state energy from its bulk value, the interaction of the positive impurity with its positive image and the interaction of the positive impurity with the negatively charged image electron. As before this last quantity is given by an expectation value and cannot be calculated until the electronic problem has been solved. At small distance the 'proton'image proton term will dominate to give a repulsive potential, however both of the remaining quantities give negative contributions so that a minimum appears in the interaction energy. The interaction energy of a donor impurity with a surface in a 'isotropic' silicon, the actual ( $\gamma=.2079$ ) silicon, and the germanium media have been constructed from Tables $1.1,1.2$ and 1.3. These energies are presented in Fig. 2.5. The minima in these curves appear at slightly

Fig. 2.3 Excited states of a shallow donor impurity near the (001) surface of silicon.


Fig. 2.4 Excited states of a shallow donor impurity near the (111) surface of germanium.


Fig. 2.5 Interaction energy of a shallow donor impurity with the surface of a semiconductor for three different systems.

smaller distances than the corresponding minima in the ground state electronic energies. The minimum interaction energy for a donor impurity near the (111) surface of germanium occurs at a distance of approximately $0.5 a_{0}^{* G e}$, while for the silicon system this scaled distance increases to about $0.8 a_{0}^{\star S i}$, and finally for the $\gamma=1$ case to $\sim 2.0 \mathrm{a}_{0}^{\star S i}$. In angstroms these distances are given by $50 \AA, 25 \AA$ and $63 \AA$ respectively. While it would be perhaps erroneous to suggest that donor impurities would actually tend to cluster at these distances because of the many simplifying assumptions, we might now suspect that the concentration of donor impurities would show a maximum at a certain distance from the surface; and this distance would be larger in germanium than in silicon.

### 2.4 A Donor Impurity Near the $\mathrm{Si} / \mathrm{SiO}_{2}$ Interface of a M.O.S.

## Field Effect Transistor

The acronym MOSFET is derived from the combination Metal-Oxide-Semiconductor-Field Effect Transistor, and such a device is pictured schematically in Fig. 2.6. The metal gate is used to apply an electric ficid perpendicular to the surface of the semiconductor, from which it is insulated by an oxide layer. An n-type inversion layer can be produced in a p-type semiconductor at the surface if the energy bands near the surface are bent down enough so that the bottom of the conduction band lies near or below the Fermi level. Such a situation is referred to as an inversion layer since the majority carrier type in that region is the opposite of the bulk


Fig. 2.6 Schematic of a metal-oxide-semiconductor field effect.
majority carrier. The band bending required to produce an inversion Tayer can be produced from the field applied by the metal gate.

If the electric field is strong enough, electrons in the conduction band can become quantized in the direction perpendicular to the surface, while remaining in a continuum for motion parallel to the surface. One of these quantized states is known as an electric subband and to a good first approximation these sub-band energies can be modelled as the eigenvalues of a one dimensional potential well. ${ }^{32}$ Referring to Fig. 2.6, when the gate voltage is large enough, an essentially two dimension conductance can be observed between the electrodes marked source and drain.

Recently, Hartstein and Fowler 34,35 have observed an effect in the conductance, as a function of gate voltage, in a MOSFET that can be attributed to the formation of an impurity band. Briefly, the experiment consisted of drifting $\mathrm{Na}^{+}$ions close to $\mathrm{Si}-\mathrm{SiO}_{2}$ interface and then measuring the conductance of the channel as a function of gate voltage. What is observed is the appearance of a peak in the conductance below the threshold for 2-dimensional metallic conduction. This is illustrated in Fig. 2.7. By measuring the conductivity of the peak as a function of temperature, the binding energy of an electron to one of the impurities can be determined from the slope of a plot of the $\log$ of the conductivity versus the inverse of the temperature. We note here that the impurity is generally thought to be located several angstroms away from the interface; but it is located in the oxide layer while the electron is located in the


Fig. 2.7 The experimental results of Hartstein and Fowler for the channel conductivity of a MOS field effect transition. Note the peak in the conductivity below the onset of metallic conduction indicating the formation of an impurity band.
semiconductor inversion layer.
As in the previous section, only the (001) surface of silicon shall be considered. Now, however, the dielectric constant of region $B$ (see Fig. 1.1) will be taken to be that of $\mathrm{SiO}_{2}$, that is $\varepsilon_{2}=3.8$. For the sake of comparison with other theoretical results, in the following the dielectric constant of silicon shall be taken as $\varepsilon^{\gamma}=11.8$. Since the discontinuity in energy as an electron passes from the silicon to the silicon dioxide is about 3 eV , the boundary condition $\psi=0$ at the interface shall again be applied ${ }^{32}$.

There are two modifications of the Hamiltonian of the last secdion to make it applicable to the present problem. First, the posilively charged impurity is located in the oxide layer which changes the constant factor in its interaction with the electron; and connetted with this, the image of the impurity is absent. Second, the change in the potential energy of the electron due to the presence of the electric field must be taken into account. The electric field can be a complicated function of the perpendicular distance to the interface, however a reasonable first approximation is to employ a constant field ${ }^{32}$.

These considerations lead us to a Hamiltonian given by

$$
\begin{align*}
\mathcal{H}= & \frac{-\hbar^{2}}{2 m_{t}^{*}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)-\frac{\hbar^{2}}{2 m_{2}^{*}} \frac{\partial^{2}}{\partial z^{2}}-\frac{2 e^{2}}{\left(\epsilon_{1}+\epsilon_{2}\right) r} \\
& -\frac{\left(\epsilon_{2}-\epsilon_{1}\right) e^{2}}{4 \epsilon_{1}\left(\epsilon_{1}+\epsilon_{2}\right)(R-r \cos \theta)}+e E(R-r \cos \theta) \tag{2.45}
\end{align*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are the dielectric constants of silicon and silicon dioxide respectively and $E$ is the local electric field. As before this equation is scaled to bulk units

$$
\begin{align*}
& \mathcal{H}=-\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)-\gamma \frac{\partial^{2}}{\partial z^{2}}-\frac{4 \epsilon_{1}}{\left(\epsilon_{1}+\epsilon_{2}\right) r} \\
& \frac{-\left(\epsilon_{2}-\epsilon_{1}\right)}{2\left(\epsilon_{1}+\epsilon_{2}\right)(R-r \cos \theta)}+2 \epsilon_{1}^{3}\left(\frac{m}{m_{t}^{*}}\right)^{2} \hat{E}(R-r \cos \theta) \tag{2.46}
\end{align*}
$$

This must be solved subject to the condition that $\psi=0$ when $R=r \cos \theta$. All distances are in effective Bohr radii and all energies are in effective Rydberg (Eq. 2.43)). Once the matrix elements involving the field term have been included in the Hamiltonian matrix, the energy levels are obtained in the manner previously discussed.

The binding energy of the electron in the present case is not simply given as the absolute value of the ground state of Eq. (2.46). This is due to the fact that the electron is making a transition to the first electric sub-band and not to a bulk-like conduction band. In the absence of the impurity potential the Hamiltonian (2.46) becomes

$$
\begin{equation*}
\mathcal{C}_{0}=-\gamma \frac{d^{2}}{d z^{2}}-\frac{\left(\epsilon_{2}-\epsilon_{1}\right)}{2\left(\epsilon_{1}+\epsilon_{2}\right) z}+k E z \tag{2.47}
\end{equation*}
$$

In Eq. (2.47) E is to be in electrostatic units and therefore K has the value

$$
\begin{equation*}
K=1.166 \times 10^{-7} * \epsilon_{1}^{3}\left(\frac{\mathrm{~m}}{\mathrm{~m}_{t}^{*}}\right)^{2} \tag{2.48}
\end{equation*}
$$

Of course, the electron in this system also experiences the potential jump upon entering the silicon dioxide and the boundary condition $\psi(0)=0$ must be applied.

If the repulsive image term of Eq. (2.47) were absent the system would be the exactly solvable one of a triangular potential well where the eigenfunctions are given by the Airy functions. When the image term is present a simple variational calculation yields very accurate values for the electric sub-band energy levels. A trial function of the form

$$
\begin{equation*}
\psi(z)=e^{-\alpha z / 2} \sum_{n=0}^{N} A_{n} z^{n+1} \tag{2.49}
\end{equation*}
$$

is chosen. Notice that this trial function satisfies the correct coundary conditions. As in the previous situations, the linear variational parameters $A_{n}$ lead to a matrix equation whose eigenvalues are optimized by varying the parameter $\alpha$. The binding energy of the electron is therefore given by

$$
\begin{equation*}
E_{b}=E\left(\mathcal{C}_{0}\right)-E(J C) \tag{2.50}
\end{equation*}
$$

and is dependent upon the electric field through Eqs.(2.46) and (2.47).

This system has been considered by several different authors recently. Martin and wallis ${ }^{36}$ have used a simple variational form to calculate binding energies only when the impurity is located on the interface. Lipari ${ }^{37}$ has utilized a basis set which is certainly
correct when the impurity is on the interface but may not be so when the impurity is at a finite distance from the semiconductor/oxide interface. Hipolito and Campos ${ }^{38}$ have used the variational forms of Martin and Wallis to calculate the effect of electrons in the electric sub-bands screening the impurity potential and thus changing the binding energy. This screening shall not be considered further in this report.

The binding energy of an electron to a donor impurity located on the interface between the silicon and silicon dioxide as a function of electric field is presented in Fig. 2.8. The results of Martin and Wallis and those of Lipari, which are the same as in the present calculation are presented. Because of the simple variational form the results of Martin and Wallis lie below those of Lipari and of the present calculation. The binding energy given by Fig. 2.8 is larger than that found experimentally by Harstein and Fowler, but as shall be seen when the impurity is moved off the interface and into the oxide layer the binding energy decreases.

The binding energy of the electron at zero field is exhibited in Figs. 2.9 and 2.10 as a function of impurity distance from the interface. In the first of these figures the donor impurity is located in the silicon layer while the second locates the impurity in the silicon dioxide layer. As can be readily seen there is a large discrepancy between the present calculation and the results of Lipari. This is most likely caused by Lipari's use of an incorrect basis set. While noting the importance of the boundary

Fig. 2.8 Binding energy of an electron to a donor impurity located on the interface between the silicon and silicon dioxide as a function of electric field. Energy is in units of effective Rydbergs while the electric field is given in electrostatic units (esu).


Fig. 2.9 Binding energy at zero field as a function of impurity distance into the silicon (semiconductor) layer.


Fig. 2.10 Binding energy at zero field as a function of impurity distance into the silicon dioxide layer.

condition $\psi=0$ on the interface, Lipari chooses as a basis set

$$
\begin{equation*}
\psi_{m}(\vec{r})=\sum_{i} f_{i}(r) Y_{l_{i}}^{m}(\theta, \phi) \tag{2.51}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{i}(r)=\sum_{j} C_{i j} e^{-\alpha_{j} r} \tag{2.52}
\end{equation*}
$$

and the $C_{i j}$ and $\alpha_{j}$ are the linear and non-linear variational parameters respectively. Later it is noted that only the $\ell=$ odd terms contribute to the ground state in Eq. (2.51) (m=0). But this is only correct when the impurity is located on the interface and this is illustrated by the coincidence of the results at $R=0.0$. The point to note in this connection is that the binding energy of the electron decreases more rapidly as a function of impurity distance from the interface (when in the oxide layer) than has been calculated by Lipari.

The electron binding energy to an impurity center located in the oxide layer for several electric field strengths has been calculated and these results are presented in Table 2.4 and Fig. 2.11. Also shown are the experimental results of Hartstein and Fowler who have found that for electric fields of 19.9 and 60.4 esu the binding energies are 18 and 25 meV , respectively. These results differ from those of Lipari inasmuch as distance from the interface does not turn out to be the same for both field strengths. The binding energy of 18 meV for the field strength of 19.9 esu occurs at approximately $10 \AA$, while that for the 25 meV binding energy at the 60.4 esu field

TABLE 2.4
Binding energy as a function of impurity distance into the oxide layer for several values of the electric field strength.

| $R$ | $\varepsilon=0.0$ esu | $\varepsilon=10.0$ esu | $\varepsilon=19.9$ esu | $\varepsilon=60.4$ esu |
| :--- | :---: | :---: | :---: | :---: |
| 0.0 | 0.9423 | 1.1949 | 1.2903 | 1.5062 |
| 0.2 | 0.7327 | 0.9723 | 1.0566 | 1.2373 |
| 0.4 | 0.6143 | 0.8437 | 0.9198 | 1.0762 |
| 0.6 | 0.5347 | 0.7553 | 0.8298 | 0.9627 |
| 0.8 | 0.4763 | 0.6891 | 0.7530 | 0.8762 |
| 1.0 | 0.4311 | 0.6369 | 0.6960 | 0.807 |
| 1.2 | 0.3949 | 0.5942 | 0.6492 | 0.7499 |
| 1.4 | 0.3650 | 0.5584 | 0.6097 | 0.7017 |
| 1.6 | 0.3398 | 0.5277 | 0.5757 | 0.6602 |
| 1.8 | 0.3183 | 0.5010 | 0.5461 | 0.6239 |
| 2.0 | 0.2996 | 0.4775 | 0.5199 | 0.5920 |
| 3.0 | 0.2336 | 0.3912 | 0.4234 | 0.4747 |

Fig. 2.11 Binding erargy at several field strengths as a function of impurity distance into the silicon dioxide layer. The experimental results of Hartstein and Fowler are also included. The curve $A$ is at 10 esu, $B$ at 19.9 esu and $C$ at 60,4 esu electric field strength.

strength occurs at $\sim 4 \AA$ into the oxide layer.

## APPENDIX A

## ENERGIES FOR SOME EXCITED STATES OF THE

 HYDROGEN/IMPENETRABLE WALL SYSTEMTable A. 1 Properties of the fourth excited state of the hydrogen/ impenetrabie wall system. $E(m, p)$ denotes the energy of the $p$-th eigenvalue with an azimuthal quantum number of $m$. Note the discontinuity in the proprties between $\mathrm{R}=3.4 \mathrm{a}_{0}$ and $\mathrm{R}=3.6 \mathrm{a}_{0}$ indicating a level crossing.

| $R$ | $E(0,4)$ | $\bar{\mu}$ | $\bar{T}$ | $\bar{V}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0 | -0.0625 | - | 0.0625 | -0.1250 |
| 0.2 | -0.0637 | -22.77 | 0.0649 | -0.1286 |
| 0.4 | -0.0650 | -21.91 | 0.0676 | -0.1326 |
| 0.6 | -0.0663 | -21.04 | 0.0705 | -0.1368 |
| 0.8 | -0.0677 | -20.16 | 0.0736 | -0.1413 |
| 1.0 | -0.0692 | -19.27 | 0.0770 | -0.1463 |
| 1.2 | -0.0709 | 018.38 | 0.0808 | -0.1517 |
| 1.4 | -0.0726 | -17.47 | 0.0851 | -0.1576 |
| 1.6 | -0.0744 | -16.55 | 0.0898 | -0.1642 |
| 1.8 | -0.0764 | -15.62 | 0.0952 | -0.1716 |
| 2.0 | -0.0785 | -14.66 | 0.1013 | -0.1799 |
| 3.0 | -0.9359 | -9.45 | 0.1540 | -0.2476 |
| 3.2 | -0.9793 | -8.29 | 0.1724 | -0.2703 |
| 3.4 | -0.1029 | -7.10 | 0.1947 | -0.2976 |
| 3.6 | -0.1085 | -18.45 | 0.1145 | -0.2229 |
| 3.8 | -0.1088 | -18.36 | 0.1143 | -0.2231 |
| 4.0 | -0.1091 | -18.29 | 0.1141 | -0.2232 |
| 5.0 | -0.1100 | -18.01 | 0.1133 | -0.2233 |

Table A. 2 Properties of the fifth excited state of the hydrogen/ impenetrable wall system.

| $R$ | $E(1,2)$ | $\mu_{z}$ | $\bar{T}$ | $\nabla$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0 | -0.0625 | - | 0.0625 | -0.1250 |
| 0.2 | -0.0641 | -25.33 | 0.0658 | -0.1299 |
| 0.4 | -0.0659 | -24.39 | 0.0695 | -0.1354 |
| 0.6 | -0.0678 | -23.44 | 0.0737 | -0.1415 |
| 0.8 | -0.0698 | -22.45 | 0.0784 | -0.1482 |
| 1.0 | -0.0720 | -21.48 | 0.0835 | -0.1555 |
| 1.2 | -0.0744 | -20.51 | 0.0888 | -0.1632 |
| 1.4 | -0.0768 | -19.58 | 0.0942 | -0.1710 |
| 1.6 | -0.0793 | -18.67 | 0.0993 | -0.1786 |
| 1.8 | -0.0818 | -17.83 | 0.1040 | -0.1858 |
| 2.0 | -0.0842 | -17.06 | 0.1080 | -0.1923 |
| 3.0 | -0.0944 | -14.17 | 0.1189 | -0.2132 |
| 4.0 | -0.1009 | -12.42 | 0.1209 | -0.2218 |
| 5.0 | -0.1048 | -11.29 | 0.1202 | -0.2250 |
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## Substrate Effects or: Long-Rage Order and Scattering

from Low-D mentlonal Systems.* Charles L. Cleveland, Charles 5 . Bromin, and Uzi Madman, Georgia lrstitute of
 cositing $1 D$ and 20 lattices to substrates prodtces signiffcant alterations in their loag-range order and scattering characteristics. These effects prosist even if the coupling is rathry weak. Analytical expressions for Peiterls's lone-ratbe-order parameter, < $\mathrm{f}^{2}$, are obtafned and thetr asyaptotic tehaviour evaluated? The asymptotic forms reduce to the knom results for strict $1 D$ and $2 D$ gystems when the coupling to the substrate vanishes. Using, the expressions for $\left\langle\delta^{2}\right\rangle$ the frequency fategrated dynardeal structure factors, ${ }^{n} S(Q)$, for scattering from these "Quasl-1D and 2 D " systenas are evaluated. The results demonstrate the alterations introduced by the counling and providp functionsl forns which could be used to fit neutron scattering, data from adsorbed layers.
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APS Bulletin $25(3), 234$ (1980).

Dil I Inttye Felavation nt Mictal Surfaces: An Electrostatir
 Tencrigey, and lam Mostciler, opme Temm. -- Surface relaxation fin metala is investigated via a method that combines the contribution to the force on ions in surface lujers due to the delucalised valence election distribution With that due to the interaction with the positive innic clarges in the planar nets. Three models fur the clecthonic denelty in the surfoce region are oturtied and com-
pisced: (a) an atrupt termination (b) an exponential vari. filonal fora (c) self-consistent distribution derived from the fellium model. Pseudopotential corrections are nitu investigated. Ions da anarbitrary number nt layers are sllowed to xilux and the equations for etatice equllforfum are solved by a fast converginiy fterative schame. The surface structures of the Jow-1ndex faces of Ag, 1.1 ,
 with avallable terifi malyses. The importance of vultileyer relaxation herbauisms, the dependence on the madel fur the Gurface electron charge stasity and effects due to psedopotential corrections are demionstated.
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Nh 6 Correlatorn Effects on Frepuency Dependent Cnodectuty: Appleston turvenic condictors.
 for the calculat ton of A.C. conductivity is modiffed to allow for temporal and spatial correlations. If, due to, say, lattice relaxation effects, an fon is most likely to co flue to movir in the same difection (caterplilat mechallom), then the real part of the condectivity will saturate, at larpe frymuncies, below the D.C. level. The reverse will be time if a bounze-bark meechandsm dominates. thexe tio typer of curchations may be related to the behaviot of the surerionic conductors Agl and Na-b-alumana, respectively. The siesree of disorde.. in the hopling shtes decermanes the dritrdbution of the ionte transttour ratea whleh in turn governs the detalla of the conductivity curve. The fhernoney depentent conthetivity due to the nation of an fonfe damer is also analyzed.

EPITAXIAL CRYSTALLIZATION FROM A MELT AND SURFACE MELTING:
A SURFACE MOLECULAR DYNAMICS STUDY*

Uzi Landman, C. L. Cleveland and C. S. Brown<br>School of Physics<br>Georgia Institute of Technology<br>Atlanta, Ga. 30332

The processes of epitaxial crystal growth and surface melting are studied using a newly developed Surface Molecular Dynamics technique. In order to investigate surface processes and in particular non-equilibrium surface phenomena such as crystallization, we allow for a dissipative dynamic coupling between a surface region -- in which periodic boundary conditions parallel to the surface plane only are imposed -- and a bulk reservoir which possesses the full 3D periodic boundary conditions. The full dynamics of both parts is computed by integrating the coupled classical equations of motion. The bulk unit block as well as the surface region contain 500 particles each. In the study of epitaxial crystallization an equilibrated surface system (exposing the (100) face for Argon) equilibrated at $T=47.9^{\circ} \mathrm{K}$ was prepared and put in contact with an equilibrated 1iquid sample ( 500 particles) at: (a) $T=88.3^{\circ} \mathrm{K}$ and (b) a supercooled liquid at $\mathrm{T}=47.9^{\circ} \mathrm{K}$. The evolution of these combined non-equilibrium systems was followed monitoring the structure characteristics of the system (particle density profiles, pair distribution functions, Voronoi polyhydra signatures, translational and orientational order parameters) and its dynamical correlations. It is observed that in case (a), upon solid/liquid contact the outermost solid surface region disorders in layers followed by the development of a layered structure in the liquid region. In case (b) an "explosive" crystallization occurs. Upon achieving equilibrium a crystalline form is obtained. The ability of epitaxial crystallization to anneal certain surface structural defects is demonstrated.
*Supported by U.S. DOE Contract No. EG-77-S-05-5489.
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SUBSTRATE EFFECTS ON LONG-RANGE ORDER AND SCATTERING
FROM LOW-DIMENSIONAL SYSTEMS*

Charles L. Cleveland, Charles S. Brown and Uzi Landman
School of Physics
Georgia Institute of Technology
Atlanta, Ga. 30332

Using solvable models it is shown that coupling 1D and 2D 1attices to substrates produces significant alterations in thej.r long-range order and scattering characteristics. These effects persist even if the coupling is rather weak. Analytical expressions for Peierls's long-range-order parameter, $\left\langle\delta_{\mathrm{n}}^{2}\right\rangle$, are obtained and their asymptotic behaviour evaluated. The asymptotic forms reduce to the known results for strict 1 D and 2 D systems when the coupling to the substrate vanishes. Using the expressions for $\left\langle\delta_{n}^{2}\right\rangle$ the frequency integrated dynamical structure factors, $S(\mathbb{Q})$, for scattering from these "Quasi-1D and 2D" systems are evaluated. The results demonstrate the alterations introduced by the coupling and provide functional forms which could be used to fit neutron scattering data from adsorbed layers.
*Supported by U.S. DOE Contract No. EG-S-05-5489.
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## EPITAXIAL CRYSTALIZATION FROM A MELT

AND SURFACE MELTING: A SURFACE
MOLECULAR DYNAMICS STUDY**
C. L. Cleveland, C. S. Brown and Uzi Landman

School of Physics

Georgia Institute of Technology
Atlanta, Ga. 30332

The processes of epitaxial crystal growth and surface melting are studied using a newly developed Surface Molecular Dynamics technique. In order to investigate surface processes and in particular non-equilibrium surface phenomena such as crystallization, we allow for a dissipative dynamic coupling between a surface region-in which periodic boundary conditions parallel to the surface plane only are imposed-and a bulk reservoir which possesses the full 3D periodic boundary conditions. The full dynamics of both parts is computed by integrating the coupled classical equations of motion, using appropriate interaction pair-potentials (Lennard-Jones for rare gas systems and pseudo-potentials for Rubidium). The bulk unit block as well as the surface region contain 500 particles each. In the study of epitaxial crystallization an equilibrated surface system (exposing the (100) face for Argon) equilibrated at $T=47.9^{\circ} \mathrm{K}$ was prepared and put in contact with an equilibrated liquid sample ( 500 particles) at: (a) $\mathrm{T}=88.3^{\circ} \mathrm{K}$ and (b) a supercooled liquid at $T=47.9^{\circ} \mathrm{K}$. The evolution of these combined non-equilibrium systems was followed for thousands of time steps (where the basic unit $t=1.633 \times 10^{-14} \mathrm{sec}$ ), monitoring the structure characteristics of the system (particle density profiles, pair distribution functions, coordination, Voronoi polyhydra signatures, translational and orientational order parameters) and its dynamical correlations (kinetic coefficients). It is observed that in case (a), upon solid/1iquid contact the outermost solid surface region disorders in layers followed by the development of a layered structure in the liquid region. The process of ordering is accompanied by the expulsion of latent heat which propagates (influencing the media in a nonlinear manner) via collective modes and eventually dissipates in the bulk. In case (b) an "explosive" crystallization of the supercooled liquid occurs. Upon achieving equilibrium a crystalline form is obtained. The ability of epitaxial crystallization to anneal certain structural defects in the suface region of the substrate is demonstrated. Details of the microscopic mechanisms of crystallization and surface melting are discussed.
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Ab-initio Calculations on Hydrogen-bounded Silicon Clusters. A. C. Kenton, M. W. Ribarsky, Georgia Institcte of Technology.*-- Unrestricted Hartree-Fock (UHF) molecular cluster calculations for the groundstate and various excited electronic states have been carried out for a $\mathrm{Si}_{5} \mathrm{H}_{12}$ cluster for several different Si-H bond lengths. Each cluster is geometrically arranged in a diamond crystalline lattice. The adequacy of using a frozen core potential for the five silicon atoms has been established by comparison to a calculation allowing relaxation of the core on the one central silicon atom. The determination of the "band gap" of the cluster by using Koopmans' theorem versus $\triangle$ SCF calculations has shown electronic relaxation to be a significant factor. The cluster band gap is shown to appreciably change for the various $\mathrm{Si}-\mathrm{H}$ bond lengths, yet the charge ciensities in the Si-Si bond regions remain similar illustrating the adequacy of the central bonding region. The charge densities that have been obtained are comparable to experimental x-ray and theoretical local and non-local pscudopotential slab calculations describing oulk silicon. Methods orher than hydrogen saturators for describing the bulk boundary conditions will be discussed. *Supported in part by NSF Contract DMR77-22851 and US DOE Contract EG-S-05-5489
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