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Technicat DuzAiption oi Project and Restata 

Introduction 

The focus of this research project is the behavior of dis-
tributed database systems in the presence of failures and conc-
urrent access to the database. Several algorithms for reliable 
distributed database systems have been developed as part of the 
work. The techniques employed to study the behavior of the al-
gorithms have included formal analysis of their properties; 
simulation studies of their performance; and a novel method of 
queuing network analysis, which can be used even when tran-
sactions are allowed to hold multiple resources simultaneously. 
The algorithms studied are: (1) five transaction scheduling al-
gorithms (three are novel, to the best of our knowledge) which 
guarantee that each transaction either completes or has no 
effect on the database; (2) novel logging and roll-back al-
gorithms which allow localization of the recovery effort to in-
dividual levels of abstraction; (3) a novel file migration al-
gorithm for a distributed system which guarantees that at least 
one copy of the file is always available; and (4) a novel 
resource allocation algorithm (which could be applied to redun-
dant copies of a file) which is amenable to expected cost anal-
ysis and which provides a very reasonable allocation of 
resources to requests. Also as part of this work, my colleagues 
and I have completed the study of some algorithms for 
determining an optimal placement of identical resources in a 
network structured as a tree and for allocating the resources to 
requests arriving in the tree. 

5 
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The AtgoAithm4 and .theiA PAopeAtie4 

Retiabte TAanzaction Scheduting 

Several scheduling protocols have been developed which 
guarantee "recoverable" execution of transactions in a distrib-
uted database system. These protocols are described in detail 
in GGST . Recoverable execution means that a transaction 
either runs to completion or has no effect on the database; in 
H it is shown that a necessary and sufficient condition for 
recoverability is that no transaction commit before any transac-
tion on which it depends. Transaction operations are usually 
taken to be "read" and "write". A transaction which reads a 
data value then depends on the last transaction that wrote it. 
We call a data value dirty if it was written by a transaction 
which has not yet committed; any transaction which reads such a 
value is reading "dirty" data. (There are some authors who work 
with a more general class of operations, with dependency ap-
propriately defined for such classes K , A , SS ). The sched-
uling protocols described here apply to transactions which 
request read, write, commit, and abort operations; the scheduler 
itself may also introduce abort operations. These protocols 
are: 

(1) the optimistic protocol, which blocks a transac-
tion from committing until all transactions on which 
it depends have been committed (reads and writes are 
never blocked); 
(2) the pessimistic protocol, which blocks reads and 
over-writes of dirty data; 
(3) the realistic protocol, which blocks only reads of 
dirty data (multiple versions of written items must be 
maintained when dirty data is over-written, since 
blocked reads may be waiting on early versions); 
(4) the paranoid protocol, which aborts any transac-
tion which tries to read or over-write dirty data; and 
(5) the deferred write protocol, similar to that used 
in optimistic concurrency control KR , which post-
pones all writes until a transaction requests a commit 
(if this protocol is used, serializability can only be 
enforced by checking for it at commit point). 

Several questions were raised about the formal properties 
of these protocols. First, does the recovery protocol introduce 
aborts of transactions that would otherwise have committed? 
Second, what is the effect of a recovery protocol on the meaning 
of the schedule? In other words, suppose that a schedule is 
semantically correct, in that the interleaving of reads and 
writes gives a meaningful result (this would usually mean 
serializable). Will the recovery protocol change the meaning of 
the schedule so that we can no longer be sure that it is seman-
tically correct? Third, if we know that serializability is the 
condition for a schedule to be semantically correct, then what 
is the effect of the recovery protocol on the serializability of 

6 
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the schedule (whether it changes the meaning or not)? 

Introduction of Aborts. The paranoid protocol introduces 
aborts to enforce recoverability. We would expect the largest 
number of transaction aborts from this protocol. The pes-
simistic and realistic protocols introduce them only to break 
deadlocks. It is interesting to note that if all reads are 
known to precede all writes in transactions, then no deadlock 
can occur using the realistic protocol and no aborts will be in-
troduced. Finally, the optimistic protocol cascades aborts. 
One result of the performance studies described below was that 
aborts rarely cascaded. Crude analysis indicated that this was 
at least in part because all reads did precede all writes in the 
transactions used .in the simulations. In this case, the 
probability of the first cascaded abort is small and the 
probability of the second is infinitesimal. 

Meaning-preservation. The most obvious change to the 
meaning of operations comes with the deferred write protocol. 
Since this protocol postpones writes while letting reads 
proceed, the value which would have been read may not be 
available when the read is executed. The pessimistic and 
realistic protocols may also change the meaning of a read 
operation. This happens when the write on which a blocked read 
waits is rolled back because the transaction requesting the 
write has been aborted. The read must then access the previous 
value of the data rather than the one it was waiting on. The 
paranoid protocol changes the meaning of a read as a result of a 
different sequence of events. Suppose that transaction A writes 
a value in record 1 which will eventually be read by transaction 
B. Suppose also that A must be aborted by the paranoid protocol 
because, after writing record 1, it tries to read dirty data. 
Then•the the meaning of B's read has been changed. In this case 
also, the read will access the previously written data value. 
The optimistic protocol does not rearrange operations in any way 
and will abort a transaction rather than change the meaning of 
any of its operations. Thus the meanings of the operations will 
be preserved. 

Preservation of Serializability. Although serializability 
is preserved only by the optimistic protocol, the class of DSR 
schedules P is preserved by the optimistic, pessimistic, 
paranoid, and realistic protocols. Only deferred writes fails 
to preserve this class. Since this is the largest known class 
of schedules which is recognizable in polynomial time, and since 
all practical schedulers recognize only schedules in this class, 
we view DSR as the most important class to be preserved. It 
would seem to be a serious failing of the deferred write 
protocol that it does not preserve DSR. 
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Logging and Rottback 

Most work on transaction systems has viewed the tran-
sactions as operating on a single level of abstraction. Ad-
ditional knowledge of transaction semantics is savailable in 
multi-level systems. This knowledge can be used to reduce the 
scope of logging and procedures for rolling back (undoing) 
actions. Some examples and formal proofs can be found in GGM . 

The central idea is suggested by a trick which can be ap-
plied to dynamic structures such as B-trees. Suppose that a 
transaction adds a record to an indexed relation, by adding the 
record to . the relation and then adding the record key to the 
index. Suppose also that the transaction continues operating on 
the database and that other transactions which are executing 
concurrently cause changes to the index structure (for example, 
by splitting or coalescing nodes). If it eventually becomes 
necessary to abort the initial transaction, it might appear that 
it will also be necessary to roll back every action that changed 
the B-tree structure after the record key was added to the 
index. In this way, the B-tree structure is restored to its 
state at the time the key was added. As a result, concurrent 
operations on the B-tree would usually be prohibited. Of 
course, it is not really necessary to be this conservative. We 
can simply delete the key from the B-tree to rollback the opera-
tion that added the key. This is enough because we do not 
really care about the structure of the B-tree; we only care 
about the set of keys it contains. 

In GGM , the ideas used in the B-tree trick have been 
formalized and can be applied in the general case. We assume 
multiple levels of abstraction. At each level of abstraction we 
define abstract actions which are implemented by state-dependent 
sequences of concrete actions. The concrete actions at one 
level are the abstract actions at the next lower level (except 
of course at the lowest level). We assume that with every 
action, we are supplied a collection of state-dependent undo 
actions. (The addition of a key to an index illustrates why 
undo actions must be state-dependent. If the key was already in 
the index, then the undo is the identity. If the key was not in 
the index, then the undo is a delete.) 

If actions A and B, both at the same level of abstraction, 
do not conflict with each other, then it is possible to roll 
back action A without first rolling back a later action B. For 
recovery purposes, actions A and B conflict if undo(A), for the 
prior state of A, does not commute with B. (This definition is 
slightly different from the definition of conflict for the 
purpose of serializability, where actions A and B conflict if 
they do not commute.) To undo an action, we must first undo all 
later actions which conflict with it. 

The situation is complicated somewhat if we must consider 
the concrete level as well. When an abstract action must be 

8 
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rolled back before it has finished executing, that is, before 
completion of the sequence of concrete actions which implement 
it, then we cannot undo it at the abstract level but we can 
abort it. To abort it, we recursively abort incomplete concrete 
actions and roll back complete concrete actions in reverse order 
to their order of execution. (The concrete actions at the 
lowest level must be atomic to halt this recursion.) An abs-
tract action depends on an earlier abstract action if it has a 
child (i.e., a concrete action implementing it) which conflicts 
with a child of the earlier abstract action. We must not abort 
an action before we abort all actions which depend on it, to 
guarantee that no action is undone before any later conflicting 
action has been undone. We formalize this intuition about the 
correctness of an abort in the following definition. A schedule 
is bf revokable if every undo action is the child of an abort 
action and no action is aborted before every action which 
depends on it has been aborted. This definition is symmetric to 
the definition of recoverability, that no action can commit 
until every action on which it depends has committed. 

Using the above algorithm for rolling back has very nice 
implications for the size of the log. Once an abstract action 
has been completed, we can record its state-dependent undo and 
throw away the undo actions for the concrete actions implemen-
ting it. Thus the size of the log could be reduced con- . 
siderably. 

The above definitions assume that conflicting actions and 
dependent actions are ordered. It is possible to interleave the 
concrete actions implementing a collection of abstract actions 
in such a way that no reasonable order can be defined on the 
abstract actions. Such interleavings would be undesirable. The 
existence of the required order on the abstract actions can be 
guaranteed by a modified form of serializability. First, let us 
say that actions A and B conflict if either A or undo(A) does 
not commute with B. Next, let us say that a schedule of 
concrete actions implementing a schedule of abstract actions is 
serializable if the schedule can be transformed to a serial 
schedule by swapping non-conflicting actions. (This is a ver-
sion of conflict-preserving serializability.) We require 
serializability at each level of abstraction. That is, if we 
treat the sequence of actions executed at a level as tran-
sactions and consider the schedule of concrete actions implemen-
ting them, the schedule is serializable. It follows from a 
result in BBGLS that this level-by-level form of 
serializability guarantees that the top-level state resulting 
from an execution is the same as the top-level state resulting 
from some serial execution. It also follows from this level-by 
level serializability that a partial order can be defined on the 
abstract actions at each level. We do this inductively: the 
partial order on the abstract actions at the lowest level is 
given by the depends on relation. It can be shown that if abs-
tract actions A and B conflict, then so must at least one of 
their children, so that conflicting abstract actions will be or-
dered. Thus we can define the depends on relation at the next 
higher level. 

- 9 - 
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A result in GGM establishes that the abstract state 
resulting from a history of operations which is level-by-level 
serializable, recoverable, and revokable will be the same as the 
abstract state resulting from the - history after all aborted 
operations have been deleted. And from the above-cited result 
in BBGLS , it follows that the abstract state will be the same 
as that resulting from a serial execution of the actions which 
were not aborted. 
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The Fite Mignation AtgoAithm 

An algorithm described in GM3 guarantees reliable migra-
tion of files, by use of a token scheme in which a site having a 
token is prohibited from deleting its copy of the file. We 
envision a distributed system in which each site having a copy 
of the file may either send a new copy to another site or delete 
its own copy. The process of sending a new copy is controlled 
by a commit protocol, which guarantees that if both sites are 
"up" throughout the execution of the protocol then both sites 
will have a copy on completion of the protocol. Otherwise, the 
site originally having a copy will still have a copy, but the 
other site may or may not have a copy depending on when the 
failure occurred. 

We assume that the file must be protected from any number 
of site failures less than a given number k. To guarantee this, 
we guarantee that there are always k copies of the file in the 
system (some of which may be at failed sites, but at least one 
of which is necessarily at a running site). This is achieved by 
giving tokens to k of the sites which have a copy of the file. 
No site having a token may delete its own copy of the file 
without first sending the token to a site having a copy of the 
file but no token. (If all sites having copies also have 

• tokens, it will be necessary to make a new copy at a site not 
having one.) A commit protocol similar to the protocol for 
copying the file is used to send the token. If both sites are 
still up when the protocol is complete, then the token has been 
copied successfully and the sending site can now delete the 
token and the file. 

There may eventually be more than k tokens in the system 
due to the indeterminate nature of the completion of the commit 
protocol if there is a failure while it is running. To 
eliminate them, each of the k tokens is given a unique ID and 
each recovering site is required to eliminate its token if a 
token of the same ID exists at a running site while it is 
recovering. No commit is required to accomplish this. Instead, 
if any such token is detected, it simply eliminates its own. 

Two additional rules are required to guarantee that all 
running copies are up-to-date: 

(1) A recovering site which has a token gets a copy 
from a running site and a recovering site which does 
not have a token throws away its copy; 

(2) Every write operation writes available all copies 
of the file at sites having tokens. 

The performance study of file allocation methods, which is disc-
ussed in the next section, assumes that the above algorithm is 
used to migrate files while the system is running. Use of such 
an algorithm makes decentralized control of file allocation, 



Final Project Report 	 March 31, 1985 

using heuristics based only on the usage at individual sites, 
feasible. We hypothesize that under some circumstances, decen-
tralized control of file allocation will be more effective than 
centralized. 
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nacement and Attocation o6 Rezmace4 

The placement algorithms described in FGL address the 
problem of locating a number t of identical resources (one 
example would be redundant copies of a file) at nodes of a tree 
so as to minimize the total expected cost of servicing a set of 
requests arriving randomly at nodes. The cost of servicing a 
single request is defined to be the tree distance from the 
requesting node to the node containing the resource satisfying 
the request. We bound the cost of optimal placements by finding 
simple placements whose total cost differs from optimality by at 
most the number of edges in the tree. For any fixed tree T, the 
cost of these placements grows as 0(sqrt(t)), where the constant 
implicit in the "0" notation dpends on the size and shape of T. 
In the case of balanced trees with k leaves, that constant is at 
most sqrt(2k/pi). 

Even though characterizing the exact cost of optimal 
placements appears to be difficult, we show that they can be 
found in time 0(mt), where m is the number of edges in the tree. 
In the case of a complete (rooted) tree of degree d with a sym-
metric probability of request arrivals, an optimal placement can 
be found in time 0(Min l,log t +t) where 1 is the height of the 
tree. Moreover, the placement itself is symmetric. A whole 
placement (one in which an integral number of resources are 
placed at each node), can also be found in the same time. 

In LGFG , an algorithm is described which allocates 
resources to requests as the requests arrive at random nodes of 
the tree. The central feature of the algorithm is its locality. 
The algorithm searches certain nearby nodes of the tree first 
before proceeding to search for resources at greater distances. 
In analyzing this algorithm, we were able to prove a difficult 
and surprising result about the expected cost of the allocations 
it produces. The allocation of resources occurs as requests 
actually arrive in the network and thus may not be optimal since 
information about future arrivals is not available. 
Surprisingly, however, the expected response time is a non-
decreasing function of request interarrival time. Therefore, 
the worst case occurs when requests come in so far apart that 
they are processed sequentially. Analysis shows that the ex-
pected response time in this case is bounded by a constant, in-
dependent of the size of the network. 

Work is ongoing to extend the methods of analysis used in 
the expected cost analysis to concurrency control and recovery 
algorithms for distributed systems. 
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Penlionmance Studiu 

A system (SORCERER) for simulating distributed database al-
gorithms has been designed, as described in GM2 . The novelty 
of SORCERER is that any component of the system may be simulated 
at varying levels of detail without altering other components of 
the system. For example, the validity of using probability dis-
tributions to model the resources utilized by a commit protocol, 
rather than encoding the protocol, may be tested directly. 
Database protocols may be encoded in SORCERER as 4cAipt4, which 
are a restricted form of procedure. This SORCERER combines 
flexibility both simplicity. 

The simulation study of the scheduling protocols proposed 
in GGST has been carried out, as described in GM1 , with 
somewhat surprising results. In comparing the realistic and 
optimistic protocols we found that although in many cases the 
throughput for the optimistic protocol is slightly higher, it 
suffers more performance degradation on an unreliable, low 
capacity system. The pessimistic protocol had surprisingly poor 
performance. Although its throughput was quite good when there 
are a small number of writes compared to the number of reads, it 
was normally in a dead heat with the paranoid protocol. When 
there are many write operations, the pessimistic protocol is 
nearly an order of magnitude worse than the realistic protocol. 
Hence if we were to rank protocols in order of throughput, we 
would have to say that the realistic protocol edges out the 
optimistic protocol for first place, while the pessimistic and 
paranoid protocols are in a dead heat for a distant last place. 
We might expect :that we would pay for the throughput of the 
realistic protocol with the extra space for multiple versions of 
written data values. In comparison with the pessimistic 
protocol, this is not so: the queues of blocked writes, in the 
pessimistic protocol, will require about the same amount of 
space as the multiple versions in the realistic protocol. 

A queuing network model of the execution of database tran-
sactions has been studied and validated against the simulation. 
The most interesting feature of this model is that it can be 
used even when transactions (i.e., the customers) must hold mul-
tiple resources simultaneously. It is shown in GM1 that the 
only assumptions necessary to use this analysis are (1) that the 
number of locks held and the waiting time of a blocked transac-
tion can be closely approximated by their means and (2) that the 
service rate increases linearly with the number of transactions. 
The result gives a close approximation to the steady state of 
the system, where the state is a vector n1,...,nk,b1,...,bk , 
ni is the number of transactions executing their ith operation, 
and bi is the number of transactions blocked before their ith 
operation. From the steady state, we can compute all of the in-
teresting measures such as throughput, number of blocked tran-
sactions, number of locks held, space required for queues or 
versions, and so forth. 

- 14 - 
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Finally, a simulation study has been designed to compare 
decentralized to centralized control of file allocation. A 
single central site which has full knowledge of usage of the 
copies of a file can often come close to an optimum allocation, 
but the heuristics for doing so are relatively expensive. 
Furthermore, the central site incurs extra communication costs 
when it gathers usage information and controls file movement. 
while the system is running. The latter method is made possible 
by the algorithms described above for dynamic migration of files 
in a distributed system. 
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