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Abstract

Airborne wind energy (AWE) is a new power generation technology that harvests

wind energy at high altitudes using tethered wings. The potentially higher energy

yield, combined with expected lower costs compared to traditional wind turbines

(WTs), motivates interest in further developing this technology. However, commer-

cial systems are currently unavailable to provide more detailed information on costs

and power generation. This study estimates the economic value of AWE in the future

electricity system, and by that indicates which cost levels are required for AWE to be

competitive. A specific focus is put on the relation between AWE systems (AWESs)

and WTs. For this work, ERA-5 wind data are used to compute the power generation

of the wind power technologies, which is implemented in a cost-minimizing electric-

ity system model. By forcing a certain share of the annual electricity demand to be

supplied by AWESs, the marginal system value (MSV) of AWE is investigated. The

MSV is found to be affected by the AWE share, the wind resource, and the temporal

distribution of the AWES's electricity generation. The MSV of AWE is location- and

system-dependent and ranges between 1.4 and 2.2 M€=MW at a low share of AWE

supply (0%–30%). At higher shares, the MSV drops. The power generation of WTs

and AWESs are related, implying that the wind technologies present a similar power

source and can be used interchangeably. Thus, the introduction of AWESs will have a

low impact on the cost-optimal wind power share in the electricity system, unless an

AWES cost far below the system-specific MSV is attained.

K E YWORD S
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1 | INTRODUCTION

Airborne wind energy (AWE) is an early-stage wind power technology investigated by industry and academia for the past decade. Airborne wind

energy systems (AWESs) are tethered wings that harvest wind energy at high altitudes, which are inaccessible by conventional wind turbines.

Since wind speeds are generally greater at higher altitudes, a higher energy yield for AWESs is expected. In addition, AWESs use less material than

wind turbines (WTs), which is expected to result in lower costs.1–3 However, these expectations and future prospects are based solely on estima-

tions, since AWE is not yet commercially available, and it is uncertain how the technology will develop.4 Industry is aiming for both small-scale

off-grid solutions and large-scale (onshore and offshore) installations.5–7 A roadmap of developing AWESs for large-scale usage is presented by

Ampyx Power.8
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The eventual large-scale deployment of a technology is highly dependent on its cost and its electricity generation relative to other technolo-

gies.9 Large-scale deployment of AWE has been analysed based on reanalyses wind data resources,10,11 and Lidar wind speed measurements have

been evaluated at the location of Pritzwalk to estimate mid-altitude wind conditions and compute the optimal power production of an AWES.12

A common way to compare the economical potential of power generation technologies is the levelized cost of electricity (LCOE). As an exam-

ple, in13 the economic potential of an AWE park is evaluated using a quasi-steady flight model for the power curve estimation of the AWES. That

work and most other studies5,9,14,15 estimate that AWE technology could offer electricity at a lower LCOE compared to conventional wind

turbines. The estimates of the LCOE for AWESs range between roughly 33 and 150 M€=Wh. The large span indicates that the actual costs are still

highly uncertain. Apart from the LCOE, a crucial aspect of a power generation technology is the electricity generation profile, that is, the

distribution of the electricity production in time. The work in Malz et al16 computes the optimal power generation profile of AWESs and the one

of traditional wind turbines, using MERRA-2 wind data from different locations. The power generation profiles of the two wind technologies are

compared and found to be similar, especially at places with a low wind shear.*

So far, work has focused on assessing wind data for AWES operation, computing the power generation and assessing the economic potential

of isolated AWESs. However, the role that AWE could play as a part of the electricity system has not been analysed in detail yet. Apart from the

individual power production level of AWES units, their interaction with other power production technologies in the electricity system is of great

importance. A generation profile that correlates with the net load of the electricity system has a high economical value. Here, the net load is

defined by the system load minus renewable generation. In contrast, electricity generation that is concentrated to a few hours or that enhances

the fluctuation of another electricity generation technology might be of less value to the system. Hence, the electricity generation profile of an

AWES has a strong impact on its economic value in the electricity system.

The aim of this study is to investigate the economical value of the electricity generation from AWESs in four different regional electricity sys-

tems, accounting for the temporal distribution of the electricity. This study focuses on drag-mode AWESs. This type of AWESs generates the elec-

tric power by means of propellers on board and transfers it to ground via the tether.2,17 In order to estimate the economical value of drag-mode

AWESs, the annual generation profiles of two differently sized AWESs are modelled within four characteristic regions, with a temporal resolution

of one hour and a spatial resolution of 0.25� � 0.25�. In Southern Sweden, this relates to an area of approximately 430 km2. Unlike the WT, which

is modelled using a power curve for a 2 MW generator, the power generation of AWE is computed via a complex optimal control problem

(OCP).16,18,19 This approach accounts for physical limitations, for example, tether drag, and computes the maximal power production and optimal

flight trajectory given prevailing wind speeds. The option of optimizing the flight trajectory and the operation height is an important advantage of

AWESs compared to conventional WTs.10

The resulting computed electricity generation profiles are implemented in a regional cost-minimizing electricity system model that is formu-

lated as a linear optimization problem.20 The model is designed to investigate the interaction between different generation, load, and storage

technologies and is built as a green-field model, that is, assuming no prior installed capacity. The technologies that are included in the model are

coupled to their respective installation and power generation costs. In this study, instead of modelling the AWE technology related to an esti-

mated cost, a certain installed AWE capacity is enforced in the electricity system model. The AWE generation profile is assumed to be a free

source of energy. Hereby, the economical value of AWESs to the electricity system can be quantified in terms of the marginal system value

(MSV). The MSV is the change in annual total electricity system cost divided by the change in installed capacity of AWESs. The computation of

the MSV enables the estimation of the maximum cost of technology for being economical viable in a future emission-free electricity system. The

MSV can be also interpreted as the ‘willingness to pay’ for adding AWE capacity to the system.

Since AWE technology is still under development, its value of AWE is mainly relevant for future electricity systems. This work therefore

applies emission constraints and technology costs corresponding to 2050 projections.21 The capacity installation and electricity production are

optimized such that the demand is met at minimal costs and power plant constraints are fulfilled. This work is inspired by Göransson,22 which uses

a similar model to investigate the MSVs for different wind turbine designs. This work is also a follow-up study to Malz et al,16 which presents a

comparison between AWESs and WTs in terms of their generation profiles. Results of this work may indicate valuable directions for further AWE

technology development and investments.

The article is structured as follows. Section 2 describes the wind data, the wind power generation technology models, and the electricity sys-

tem optimization model and summarizes the studied scenarios. The results are presented in Section 3 and discussed in Section 4. Finally, Section 5

concludes the work.

2 | METHOD

This section describes the methods and data used for obtaining the in different regional electricity systems.

*A low wind shear means similar wind speeds at all relevant altitudes.
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2.1 | Wind resource

In order to obtain accurate annual electricity generation profiles for both wind power technologies considered here, high-resolution wind data are

needed. In this work, ERA-5 wind data from ECMWF23 are used for all analysed regions. Wind data are acquired for the full year of 2012. The

temporal resolution is hourly, and the horizontal spatial resolution of the data is 0.25� � 0.25�. The AWES model requires wind data at multiple

altitudes in order to generate a vertical wind profile. The vertical wind data are given in 30 model levels (sigma levels), which are terrain-following

pressure levels, that is, represent a specific geopotential above the surface.24 The lowest level is about 10 m above surface and can vary from

1013 hPa at sea level to 500 hPa at 5 km in the Himalayas.23

From this wind data set, we consider the available altitude levels close to ground, such that we obtain 15 relevant vertical wind speed data

points at each time and spatial instance. The wind speeds are given in their meteorological vector convention as u and v, corresponding to East/

West and North/South wind speeds. The wind speed data are further processed into a family of smooth polynomial functions of the altitude. This

interpolation is needed in order to estimate the wind speeds for the WT at the height of 100 m as well as to provide a vertical wind profile func-

tion to the AWES model. The procedure of transforming raw wind data to a polynomial function is explained in detail in previous work.16,25

2.2 | From wind power to electricity

For an accurate potential assessment of the two different wind power technologies, their power generation has to be computed with a WT model

and an AWES model, respectively. In a large wind farm, the instantaneous wind speeds have local differences and are thus here assumed to be

normally distributed over the farm. The standard deviation of the wind speed is dependent on the structure of the farm. In this study a standard

deviation of σ ¼1m=s is assumed.26 The affect on the wind farm power output can be seen in Figure 1. The higher the standard deviation the

smoother is the cut-in and cut-out point of a wind farm.

2.2.1 | WT model

The power curve of a single turbine is formulated as

PWT,indðvwÞ¼
ηextmin ηint

1
2
cpðvwÞ

π

4
D2ρv3w,Pcap

� �
1

Pcap
for vin ≤ vw ≤ vout

0 otherwise,

8<
:

9=
; ð1Þ

where the rotor diameter is D = 100 m and the generator size is Pcap = 1.94MW, assuming the specific power of the wind turbine is 247 W=m2 .

The internal and external losses are ηint ¼0:885 and ηext ¼0:94, respectively. The efficiency cp is a function of the wind speed vw and varies

F IGURE 1 Power curve of an individual wind turbine and of a wind farm with a standard distribution of the wind speed of σ¼1m=s. The
greater the standard distribution, the greater the smoothing effect. The power curve is limited to 94% to account for wind farm losses and
maintenance downtime [Colour figure can be viewed at wileyonlinelibrary.com]
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between 0.18 and 0.45.22 The cp-function can be found in Appendix A1. The cut-in and cut-out wind speeds vin and vout are assumed to be 3 and

25m=s, respectively.

Compared to Equation (1), the power of a wind farm is assumed to be smoothed due to the normally distributed wind speeds in a farm. Here,

a standard deviation of σ = 1 m=s is used.
26 The normalized instantaneous power produced by a farm is thus computed as

PWT,farmðvwÞ¼ ð

30

0

fðxjvw,σ2ÞPWT,indðxÞ dx, ð2Þ

where f is the probability density function of the normal distribution. The standard deviation smooths the power generation curve at the cut-in

and cut-out wind speeds. The effect for the wind turbine power curve is visualized in Figure 1.

The farm power density ρP, WT of the WT farm is defined by the spacing of the wind turbines. In this study, the distance between the turbines

is chosen to be seven times the rotor diameter, such that an area of 7D � 7D is used for one turbine. This distance dependency is due wake and

shadowing effects of neighbouring turbines. Given the specific power of the wind turbines of 247 W=2m, this results in a farm power density of

3.95MW=2km.

2.2.2 | AWES model

For an AWES, the power generation of the AWES can not be defined by a machine power curve as the flight altitude is not constant, but varies

for optimal power output. Thus, the AWES power is a function of the entire vertical wind profile and the optimal flight trajectory is dependent on

the prevailing wind conditions. There exist different approaches of estimating the power production of an AWES, using static, quasi-steady or

dynamic models of the AWES.27–32 In this study, the model is formulated in the form of a dynamical system, and both the flight trajectory and the

average power of the AWES are maximized for each wind profile. The system describes the AWE wing operating on a circular trajectory. The wing

is modelled as a rigid body that is influenced by the prevailing wind speeds, the corresponding aerodynamic forces and control inputs. The method

and the entire dynamical system is described in detail in previous studies.18,33 As the power generation depends on the wind speeds at the current

flight altitude, the dynamical system is implemented in an optimal control problem (OCP) that maximizes the average power generation of one

flight orbit for a certain wind profile. This OCP is formulated as

min
x;z;u

Φðx,z,u,p,TÞ ð3aÞ

s:t: Fð_x,x,z,u,p,TÞ¼0, ð3bÞ

xð0Þ,xðTÞ¼0, ð3cÞ

hðx,z,u,p,TÞ≤0, ð3dÞ

where the decision variables are the system states x�ℝ22, the algebraic state z�ℝ1, and the control inputs u�ℝ4. The system states x include

position, velocity, rotation, angular velocity, surface controls and energy. The algebraic state z is connected to the algebraic tether constraint. The

control inputs u include the change of surface controls and the drag force of the on-board propellers. The parameters p include the wind data.

The cost functional Φ(�) (3a) maximizes the average power generation of one trajectory during the orbit time T and regularizes the control inputs.

The system function (3b) describes the flight dynamics, detailed in previous studies.16,33 The constraints (3c) enforce periodicity of the flight tra-

jectory, and (3d) introduces physical system bounds given by the physics of the AWES. A detailed description of the model and the OCP is given

in a previous study.19

Since no commercial AWES is available yet, two possible systems are considered. The system configurations and parameters are aligned to

the Makani wings,34,35 which are described in more detail in previous studies.16,19 The two drag-mode systems that are analysed are a large

AWES (LAWES) with 2 MW (40 m wing span) and a small AWES (sAWES) with 0.6 MW (28 m wing span).

The OCP (3) is highly nonlinear and therefore challenging to solve. To generate an annual hourly electricity generation profile, the OCP needs

to be solved repeatedly for the wind profile of each hour. A time-efficient numerical method of solving this large number of OCPs is proposed in

a previous study.25 That method exploits the similarity between consecutive OCP solutions resulting from different, yet similar, wind profiles. Fur-

thermore, a regression model is trained and applied to approximate the mapping between the wind data and the power generation. Those

methods are used to compute the power generation from all available wind data, taking into account the normal distribution of the wind speeds

within a wind farm.
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This procedure results in the normalized potential electricity generation profile of an AWE farm for each spatial grid point. The same proce-

dure has also been used in the previous work of Malz et al,16 in which the resulting power generation profiles, annual power production and

capacity factor are listed in more detail.

The distance of the individual systems within a farm is assumed to be defined by the maximum tether length, which is here set to 500 m. The

downwind direction of an AWES is determined by the current wind direction and thus the total space needed is in form of a dome with a radius

of the tether length, measured from the ground station. This results in a AWE farm power density of ρP,sAWE ¼0:6 and ρP;LAWE ¼2MW=2km, respec-

tively. Related work minimizes the system spacing by assuming synchronous operation dependent on their optimal operation, and proposes a

denser installation.13,36,37 However, this study assumes conservative spacing, and includes a sensitivity analysis that takes different farm densities

into account.

2.2.3 | Wind classes

The technology models and the available wind data thus yield an hourly electricity generation profile over one year for each spatial grid point and

each modelled technology. The spatial resolution of this data relatively high (0.25� � 0.25�) which results in a very large data set in the optimiza-

tion problem. To reduce the number of data points and thus the model size, generation profiles are grouped into five wind classes. The simplifica-

tion implies the assumption that wind power installations are geographically evenly distributed across each wind class and that there is no grid

congestion within the investigated region. The five wind classes are defined by the percentiles of the average wind speeds at an altitude of

100 m. Each grid point is correspondingly assigned to a class dependent on its average wind speeds at 100 m, implying that each wind class col-

lects a certain land surface area. The land surface area defined by a certain wind class for WTs is the same as that defined for that wind class for

the AWESs. The wind speed interval and land surface area of the different classes can be found in Section 3 in Table 3 for each region, respec-

tively. All generation profiles of a technology that fall within a certain wind class are averaged to one representative profile of that wind class. As

a result, there are five wind classes per region, each comprising a location-independent available land surface area, as well as a representative

generation profile for the WT, one for the sAWES, and one for the LAWES.

2.3 | Energy system model

The five AWE electricity generation profiles of all wind classes are implemented together with the five WT profiles into an electricity system

model, formulated as a linear programming (LP) problem. It is formulated in GAMS and solved using the solver CPLEX.38

The model was originally developed in Göransson et al39 as a regional investment and dispatch model to study thermal power plant cycling.

The main decision variables of the LP problem are the regional installed capacity s of each technology and the hourly electricity generation g. The

total electricity generation of all installed technologies must cover the hourly regional load at minimal annual system cost and net-zero CO2 emis-

sions. The model is set up as a green-field study, that is, assuming no prior installation of power plants. The purpose of the model is to study the

dynamics of an eventual system with net-zero CO2 emissions, rather than predicting the electricity system composition in the future. Thus,

the green-field model is assumed to be a valid model choice. The modelled time resolution is three-hourly, perfect foresight is assumed, and distri-

bution losses and ancillary services are neglected. The model thus captures the variability aspect of wind and solar power but neglects losses and

the uncertainty aspect. Four model regions, Ireland (IE), Hungary (HU), south-central Sweden (SE2) and central Spain (ES3) are modelled, see more

information in Section 2.5. Each region is modelled in isolation, that is, import and export of electricity are not considered. The main equations of

the LP problem include the problem objective, that minimizes the annual system cost for investment and dispatch, as well as the constraining

generation-load balance and the capacity limiting generation. This is mathematically defined as

minctot ¼
X
i � I

AFiC
inv
i siþ

X
i � I

X
t � T

ðCrun
i,t gi,tþ ccycli,t Þ ð4Þ

X
i � I

gi,t ≥Dt 8t� T ð5Þ

gi,t ≤Gi,t � si 8t� T , i� I , ð6Þ

where the decision variable ctot is the total annual system cost. The variable si denotes the installed capacity of technology i, and gi, t the genera-

tion of technology i at time step t. Here, I denotes the set of included technologies and T the set of time steps (every third hour of the year). The

parameter Cinv
i is the initial investment cost per technology and AFi the annuity factor, which is dependent on the technical lifetime of a
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technology i and the interest rate of 5%. The parameter Crun
i,t denotes the running costs, including variable O&M and fuel costs. The variable ccycli,t is

the thermal cycling cost and the parameter Dt denotes the regional electricity demand at time t. The generation gi, t is limited by the installed

capacity si and weighted by a parameter Gi, t, which is a weather-dependent profile for solar and wind power technologies. For the other technolo-

gies, Gi,t ¼1 at all time steps t. All technologies in set I are listed in Table 1, and a list of included sets, variables and parameters can be found in

Table B1. The technology data relevant for this study are listed in Table B2.

In order to include AWESs in the electricity system model and quantify their value to the system, relevant constraints and parameters have to

be implemented in the electricity system model. One constraint affected by the inclusion of AWESs is the total land surface area per wind class

available for wind power installations. With AWESs in place, the total land surface area available needs to be shared between AWESs and conven-

tional wind turbines, which is formulated mathematically as

sWTfkg
ρP,WT

þ
sAWEfkg
ρP,AWE

¼Ak 8k� f1,2,3,4,5g, ð7Þ

where k is the wind class, ρ P, � the power density [GW=2km] of AWE and WT, respectively, and Ak the available land surface area [km2] in class k.

The land surface area related to the respective class is stated in Table 3. In this study it is assumed that AWESs and WTs cannot be placed at the

same location. However, there are proposals of combining traditional wind turbines and AWESs.29 The total area available in a region for wind

power installations is reduced by inland waters, cities40 as well as natural reserves NATURA200041 and other reserved land uses. This information

is translated into a percentage specifying the available land surface area that is related to a spatial grid point.

Another important constraint is related to the calculation of the marginal system value (MSV). In this work, the total AWE power production

(including curtailment), that is, the sum of all five wind classes, should supply a certain share ξ of the total regional electricity demand. This con-

straint is formulated as

X
t � T

Dt �ξ¼
X5
k¼1

X
t � T

sAWEfkgGAWEfkg,t, ð8Þ

where GAWEfkg,t is the regional generation profile of the AWE systems in class k.

In addition to the wind technologies, photovoltaic and hydro systems are part of the renewable power generation options available to the

model. Various thermal generation fuelled by either solely biogas or biogas combined with natural gas with carbon capture and storage (CCS) and

nuclear power generation are also included in the model. For the photovoltaic resource, an optimal-tilt device is modelled, using the formulation

of Norwood et al42 and the solar radiation data from MERRA in 2012.43 Hydro power is only present in the region of SE2. The water inflow pro-

file data is for 2012, taken from,20 while the average inflow and regional distribution represents a typical hydrological year taken from Svensk

Energi.44 The costs of the thermal technologies and fuels are taken from the IEA World Energy Outlook 2016–201845 and from Thunman et al..46

Costs of fuels and other technologies are found in a previous study.47

The remaining constraints and data that are related to technologies, resources, and emissions are given in the Appendix B1.

The methods and the data are taken from previous studies.22,39 The model has been used for several studies focusing for example on electric

vehicles48 or traditional wind power.22

TABLE 1 Technologies included in the model results

Technology Description

AWE (1,2,3,4,5) Airborne wind energy system of wind class 1,2,3,4,5 1

WT (1,2,3,4,5) Onshore wind energy system of wind class 1,2,3,4,5

Hydro Hydropower with storage

Nuclear Nuclear power

PV Photovoltaic with fixed optimal tilt (crystalline silicon cells)

CCBGT Biogas-fuelled combined cycle gas turbine

BGT Biogas-fuelled open cycle gas turbine

BNGCCS Combined cycle gas turbine with CCS, fuelled by 90% natural gas + 10% biogas

Note: The land surface area that is defined by a wind class is the same for WTs and AWESs.

6 MALZ ET AL.



2.4 | Marginal system value (MSV)

In general, the electricity system model is an optimization problem designed to investigate the combination of electricity generation technologies

that can meet the electricity demand at the lowest cost. The decision variables of the model include investments in electricity generation capacity

as well as the three-hourly generation. Investment and running costs of different electricity generation technologies are key parameters in the

model. As the costs of AWESs are still highly uncertain, the investment cost of the technology is not available.

Instead, the study uses the electricity system model in order to investigate the marginal system value(MSV) of AWESs. For this investigation,

the available capacity of AWESs is fixed in the model such that it supplies a certain percentage of the annual electricity demand. The capacity

installed of the other technologies are decision variables. The MSV denotes the change in electricity system cost with respect to an incremental

change to the predefined fixed installed AWE capacity. Practically, the MSV is obtained by increasing the fixed AWE capacity step-wise between

model runs, which results in less installed capacity by other technologies and thus changes in the investment and variable costs of the electricity

system. As found in previous work,22 the MSV varies greatly with the share of electricity that is supplied by the analysed technology; hence, the

MSV is computed for different AWE shares.

To obtain the MSV for a specific AWE share ξ, that is, the share of the annual electricity demand that is supplied by AWE, first the annual

marginal system value c0(ξ) is obtained, mathematically described as

c0ðξÞ¼ΔctotðξÞ
ΔsðξÞ ¼ ctotðξþ0:05Þ� ctotðξ�0:05Þ

sðξþ0:05Þ� sðξ�0:05Þ

����
���� ξ¼0,0:1,…,1, ð9Þ

where ΔctotðξÞ is the change in total electricity system cost and Δs(ξ) the change in installed AWE capacity at an AWE share ξ of the regional

annual electricity demand. In this analysis, the share ξ is increased from 0 to 1 in discrete steps of 0.1. Note that, ideally, the total electricity

demand equals the total generated electricity. This holds especially in this model as perfect foresight is assumed. Enforcing larger AWE shares as

ξ¼0:6�1 entails AWE curtailment, as there is excessive supply at some hours of the year. Thus, even if the total annual AWE generation is fixed

to be equal to the annual demand, there are other technologies needed in the electricity mix.

To obtain the value of c0(ξ) from the model, the total AWE generation is constrained to a fixed share ξ of the regional annual demand. The

cost for AWE power generation is set to zero, meaning AWE is a ‘free’ power source. Thus, the higher the share ξ, the higher the AWE capacity s

(ξ) and the lower the total system costs ctotðξ). The change in costs Δc can then be related to the value of AWE in the system.

Looking at it from another perspective, ΔctotðξÞ is the ‘willingness to pay’ for the extra AWE capacity installed at a certain share ξ. To the

readers it might be more informative to visualize the costs as projected initial investments, rather than annual costs. Thus, dividing the annual mar-

ginal system costs of Equation (9) by the annuity factor AF leads to the marginal system value MSV(ξ) as

MSVðξÞ¼ c0ðξÞ � 1
AF

with AF¼ r�1 1� 1

ð1þ rÞt

 !
, ð10Þ

where r¼0:05 is the interest rate and the expected AWE lifetime is t¼30.

The value of MSV(ξ) corresponds to the upper bound of the combined investment and fixed O&M costs of a cost-competitive AWES.

2.5 | Studied scenarios

The study is performed for the four characteristic regions: (a) Ireland (IE), a windy region; (b) south-central Sweden (SE2), a windy and hydro-

dominated region; (c) central Spain (ES3), a low wind but sunny region; and (d) Hungary (HU), a region with medium wind and solar radiation.

These four representative regions are chosen to exemplify the impact of differences in renewable energy resources. An electrification of the

industrial sector is assumed by 2050, which is estimated to increase the annual electricity demand by 22.5% compared to todays electricity

demand levels given by ENTSO-E (2017).49 The resulting electricity demand per region is listed in Table 2 and Table 3.

The available area and the total power density of AWE systems depend on several factors, such as the power density of a wind farm, the

social acceptance of the technology, and the requirements on the installation site. These factors are assumed to be location independent, thus

the available installation area is not location dependent, all these factors can be reflected in the farm power density [MW=2km]. Thus, the final

power density is a product of the initial system density ρP and a density factor κ. This study uses two density factors κ¼f0:1,1g. For the wind tur-

bine, a constant factor of 0.1 is used, which means that wind parks can be installed at 10% of the available land.9,22 The scenarios that are mod-

elled in each region are summarized in Table 2 and Table 3.

The marginal system value is then obtained by varying the share of the annual electricity demand supplied by AWESs in all these scenarios.

This share ranges from 0 to 1.
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To complement the MSV calculations, an additional approach to investigate the role of AWE in electricity systems is taken. Instead of the

varying electricity share of AWE, a potential cost is assigned to the AWES technology, which is varied in different model runs. For a comprehen-

sive comparison, the included AWES costs (investment and O&M costs) are set relative to the WT costs, ranging from 0.5 to 1.2. As a result, the

relation between traditional wind turbines and AWESs can be investigated in more detail.

Note that in this analysis, the sAWES and the LAWES are implemented in individual model runs. This is done to separate the system dynamics

to obtain a clear interpretation and because it is assumed that the technology development will converge to the AWE configuration that is most

relevant in the future electricity system.

3 | RESULTS

This section presents the representative data within the wind classes and the analysis of the marginal system value (MSV) of AWE in the four dif-

ferent modelled regions. Table 4 lists land area and wind speed range at 100 m altitude for the different classes and regions. Clearly, the wind

resources vary across regions, and wind speeds in class five in low-wind regions (HU, ES3) equal the wind speeds in low classes for the high-wind

areas (SE2, IE)

Figure 2 shows the MSV for the four regions and four AWES cases, the sAWES and LAWES with κ¼0:1 and 1, respectively.

The horizontal grey dashed line represents a reference MSV of 1541 k€=MW, which equals the cost of the representative 2MW wind

turbine, consisting of the capital cost (1290 k€=MW) and the projected O&M cost for the given average full load hours (FLH) for 30 years of

operation.

In the modelled cases, the MSV of AWE reaches up to MSVðξ¼0Þ¼2:2M€=MW(SE2), which means that the AWES may cost 150% of the WT

and still be valuable to the electricity system (Figure 2A at low AWE shares). MSV(0) is the extreme point of the MSV curve and describes the case

of AWE entering the electricity system with its very first units. In general, the MSV of the AWESs varies between the regions, ranging at low

electricity share levels from 1.3 to 2.2 M€=MW and at high shares from 0.4 to 1M€=MW. The corresponding LCOE can be estimated for the

individual MSV levels and cases by multiplying the MSV with the annuity factor and dividing by the respective annual FLHs. As a result, a range of

35–45 €=MWh is obtained for low share levels, representing the maximal cost-competitive LCOE in the modelled electricity system. This can be

compared to the estimated range of 33 €=MWh and 150 €=MWh, in previous studies.5,9,14,15

The explicit level of the MSV for the different modelled cases in Figure 2 is found to be determined by the following four factors:

(i) the AWE share of power generation;

(ii) the power density (MW=2km) of the AWESs;

(iii) the AWE FLHs; and

(iv) the temporal distribution of the AWE power generation, that is, the profile value.

In the following, the four factors are discussed in detail.

TABLE 2 Electricity demand and land surface area available for wind power by region. Properties of the large AWES (LAWES), small AWES
(sAWES), and WT: capacity, density, and the density factor κ.

Regions Description Demand [GWh] Area [km2]

SE2, Sweden Windy & hydro 92,491 145,076

ES3, Spain Less windy & sunny 82,602 129,560

IE, Ireland Windy & less sunny 29,332 50,646

HU, Hungary Medium windy/sunny 40,334 65,992

TABLE 3 Properties of the large AWES (LAWES), small AWES (sAWES), and WT: capacity, density, and the density factor κ.

Technology Size per unit [MW] Farm power density [MW=2km] κ [�]

sAWES 0.6 0.6 {0.1, 1}

LAWES 2 2 {0.1, 1}

WT 2 3.96 {0.1}
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3.1 | Impact of AWE share on the MSV

With an increasing share of AWE capacity in the electricity system, Figure 2 shows a general declining trend of the MSV in all regions, that is, the

value of adding AWESs to the system decreases. The reason is three-fold: the gradual replacement of WTs by AWESs, the increased need for

thermal peak generation to manage the generation-load balance, and/or the electricity system gradually becoming saturated with wind power,

resulting in increased wind energy curtailment. The MSV trends can be explained in more detail as follows.

TABLE 4 Land area [km2] and wind speed range [m=s] for each region and wind class, and wind speed average ‾w and total area
P

A for each
region

Wind
SE2 IE ES3 HU

class Area Wind speed Area Wind speed Area Wind speed Area Wind speed

1 29,500 (0, 5.56] 14,150 (0, 6.52] 13,740 (0, 3.91] 8530 (0, 4.55]

2 34,530 (5.56, 5.87] 14,640 (6.52, 6.69] 23,650 (3.91, 4.38] 11,370 (4.55, 4.83]

3 35,740 (5.87, 6.23] 13,100 (6.69, 7.08] 30,100 (4.38, 4.87] 15,300 (4.83, 5.10]

4 35,620 (6.23, 6.72] 7030 (7.08, 8.25] 31,200 (4.87, 5.20] 16,300 (5.10, 5.37]

5 9700 (6.23, inf] 1730 (8.25, inf] 30,890 (5.20, inf] 14,480 (5.37, inf]P
A w

P
A w

P
A w

P
A w

14,5090 6.21 50,650 7.32 129,580 4.55 65,980 4.93

F IGURE 2 Marginal system value (MSV), corresponding to the system value of adding 1 MW AWE at different initial AWE shares (ξ) of the
total produced annual electricity. The green lines show the large AWE system (LAWES) for the low density factor κ (10%) (light green) and high κ

(100%) (dark green). The blue lines show the small AWE (sAWES) for the low (light blue) and high (dark blue) κ. The dashed grey horizontal line
shows the projected capital and O&M cost of the reference wind turbine [Colour figure can be viewed at wileyonlinelibrary.com]
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At lower AWE shares, the MSV is almost flat for the windy areas of SE2 (for ξ < 0.6) and IE (for ξ < 0.3). This happens if within a 0.1-interval

of ξ, AWESs repeatedly replace the WTs of one specific wind class, which implies that the total wind power generation in the system is more or

less constant. With each ξ-step, the additional energy from AWE reduces the need for the same amount of WT capacity (Δs), accompanied by the

same change in cost (Δctot), resulting in a constant MSV (see MSV definition, Equation 9).

The competition between wind technologies is discussed in more detail later.

At higher AWE shares, the system saturates, and the MSV declines more drastically. In other words, the technology ‘outcompetes’ itself.
When the capacity of AWE is increased beyond a certain point, the total electricity generation fluctuates at such extent that wind power genera-

tion is curtailed. As a result, thermal base generation (in this study, mainly nuclear, and the bio+natural gas CCS) gets pushed out, and the hourly

generation is then comprised by variable wind and solar power generation and costly thermal peak generation. The resulting declining MSV trend

is clearly visible in Figure 2A beyond an AWE share of ξ¼0:6.

In order to visualize the relation between the wind power technologies and the thermal power generation in more detail, Figure 3 shows the

thermal generation in the case of the LAWES for κ = 100% in regions SE2 and HU.

As can be seen, the greater the AWE share, the greater the thermal peak power generation (biogas GT and biogas CCGT), and the lesser the

thermal base load technologies (nuclear and bio+natural gas CCS). In general, this indicates an increasing variability of the power supply in

the electricity system. The electricity supply by peak power generation is costly, which causes the decline in MSV of AWE.

A more detailed investigation shows that during the gradual replacement of WTs by AWESs at low shares (see SE2 at ξ < 0.6 in Figure 3B),

the peak power generation increases only slightly. This indicates the constant electricity share by wind energy, but also the higher generation vari-

ability of AWESs compared to WTs. Beyond that point of ξ¼0:6, the electricity system gets more and more saturated by general wind energy,

entailing a more significant decline in thermal base production and incline in thermal peak production. As a result, the total thermal power genera-

tion drops, which is as expected due to the increased energy supply by wind power technologies and the resulting system saturation. In less windy

regions like HU, the drop of all thermal production technologies and the wind energy saturation occurs at lower AWE shares, as the wind resource

is low.

For the other modelled regions, the thermal power generation trends show slight differences but the general trend is similar for all, and hence

the same conclusion is drawn for all regions.

There are rare cases of an increase in the MSV (Figure 2C, sAWE-100%). This happens if, at low shares, AWE capacity is installed in the low

wind-speed classes, while, at higher shares, capacity shifts to high wind-speed classes. The same amount of energy can now be generated with

less installed capacity, because installations in high-wind classes show a greater number of FLHs.† The relation between wind classes and FLHs is

detailed in the next paragraph.

F IGURE 3 Thermal power generation as a function of AWE share relative to the zero-AWE case. Here, the LAWES-100% case is
shown for regions HU (left) and SE2 (right). The peak generation (biogas GT and biogas CCGT) is plotted as a dashed line, the base
generation (nuclear and bio+natural gas CCS) as a dotted line, and the total thermal production as a solid line [Colour figure can be viewed
at wileyonlinelibrary.com]

†This increasing effect is mainly due to the wind classes, which are a modelling choice made in this paper.

10 MALZ ET AL.

http://wileyonlinelibrary.com


3.2 | Impact of number of FLHs, power density and profile value

The number of FLHs per class for each region and technology are shown in Figure 4.

The sAWES has many more FLHs than the LAWES, which is due to the greater area-to-weight ratio of the power-producing wing. This

greater number of FLHs is closely linked to the greater MSV compared to the LAWES in Figure 2 (blue curves vs. green curves). Another cause for

the better MSVs is the better profile value of the sAWES compared to the LAWES, that is, a more equally distributed power during the year with

fewer zero production hours. A more constant power profile requires less costly thermal peak power generation, improving the system value. This

difference in profile value impacts the final energy mix. As an example, in the SE2 region, the electricity production by thermal technologies is up

to 13% higher for the LAWES compared to the sAWES case. This is visualized in Figure 5, that shows the electricity production by the thermal

power plants in SE2.

The same trend can be observed for the other modelled regions as well. The higher profile value for the sAWE is also identified in a previous

study.16 However, the power density of the sAWES is three times lower. (In this study, ρsAWE = 0.6MW=2km < 2MW=2km ¼ ρLAWE). The power density

is relevant if the local area restriction becomes a limiting factor. The cases sAWE-10% and LAWE-10% cannot reach the high electricity shares

due to lack of installation sites, visible in the limited ‘shorter’ MSV trends in Figure 2.

3.3 | Total wind energy share and wind class allocation

The same four key factors, i–iv, impact the competition between AWE and traditional WTs and determine the cost-optimal allocation of the

technologies among the wind classes within a region. The general trend shows that it is cost-optimal to allocate AWE capacity to the lowest

wind-speed classes that have WTs installed and to replace WTs in that class. In windy regions (SE2 and IE), that means classes 2–4. In poor wind

regions (HU and ES3), WTs are only installed in class 5, where AWESs are thus also allocated.

This way of allocating AWESs and traditional WTs to the available sites takes advantage of the partly higher FLHs of AWESs relative to WTs

(Figure 4) and leaves the high wind-speed sites to the WTs, as WTs show a more uniform power generation. The results also show that (at least in

F IGURE 4 FLHs per each class for each region and technology. SE2 and IE are windier and result into more FLHs, while HU and ES3 are less
windy with fewer FLHs. The small AWES has the highest FLHs for all cases [Colour figure can be viewed at wileyonlinelibrary.com]
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SE2 and IE) the difference in profile value between high and low wind classes is greater for WTs than for AWE. Thus, it is more cost-efficient to

place AWESs in the low-wind classes.

Figure 4B,D shows that in the less windy regions, the large AWES always has fewer FLHs than the WTs. Together with the low profile value,

the resulting MSV of LAWESs is always below the reference cost of WTs (Figure 2B,D).

In order to visualize the wind technology allocations, the results of varying the AWE costs in the model are shown for some illustrative

scenarios in Figure 6. In the figures, the electricity production mix is displayed for a range of relative AWE system costs [0.5, 1.2].

Figure 6A,B shows the optimal mix of the electricity production for the region SE2 in Sweden, meeting the annual electrical energy demand

of 92,491 GWh. The surplus wind and solar production that is curtailed is not displayed. The optimal electricity mix consists of approximately

50% wind power, 13% hydro power, and 37% thermal power generation.

For clarification, these plots can be linked to the MSV results in Figure 2. The optimal energy mix for the case of equal costs for AWESs and

WTs (relative cost AWE/WT = 1) in Figure 6A yields an AWE share of the electricity mix of � 0.1. Considering an AWE share of 0.1 in Figure 2A,

one can observe that the MSV of AWE equals the costs of WTs. Thus, one can find the same results in both figures, illustrating different perspec-

tives and resolutions.

The result of this analysis highlights and confirms the two findings presented in the previous section. Firstly, AWE has to be much cheaper

relative to WT in order to increase the total wind energy share. Secondly, AWE systems are preferentially allocated to the low wind-speed sites,

while the WTs take the high wind-speed sites.

The first finding can be observed from the total share of wind energy in each modelled scenario. Unless the AWES is much cheaper or

achieves a high power density, the total share of �50% wind power generation in SE2 is constant for all scenarios. Figure 6A shows that AWE

becomes economical as soon as its cost matches the costs of traditional WTs (rel.cost = 1). If both technologies are part of the electricity

production one technology replaces the other. This implies that the total share of wind power in the system does not change, even if AWE

becomes economically viable. In fact, in the vast majority of the investigated cases, the AWESs simply replace traditional wind turbines as the cost

of the AWES is reduced. This competition between the two technologies is explained by their very similar electricity generation profiles.

Figure 6B presents the energy mix with the sAWES. The difference to the LAWES case is that due to its large number of FLHs, its installation is

economical, even if it becomes more costly than traditional wind. However, also in this case, the total share of 50% wind power is not exceeded;

traditional wind in in class 4 is simply replaced by AWE capacity.

The second finding concerning the allocation of the wind power technologies into the different wind classes is also observable in Figure 6. If

WTs and AWESs are both part of the system, WTs take the high wind-speed areas while AWE systems take the low wind-speed areas. Only for

the exception of very low AWE costs, for example, in Figure 6A, AWE is present in wind class 5. However, this class-5 area is assigned to tradi-

tional WTs if they are part of the total electricity production. Figure 6B suggests that a share of AWE is useful at all modelled cost levels, but in all

cases the high wind-speed sites are equipped with WTs only.

As a last illustration, the FLHs of the different technologies are mapped over the SE2 region in Figure 7.

Note that a high number of FLH does not necessarily imply a good performance at low wind speed. The FLHs might be obtained by produc-

tion concentrated on the medium and high wind speed hours. Coastal sites and Lake Vänern at location N59'E13' present equally good sites for

all systems, that is, the FLHs are similar, and partly better for the WT (Figure 7A) than for the big AWE system (Figure 7C). These areas would

relate to wind class five and thus present installation sites to WTs. On the other hand, the sites in the North show few FLHs for the WTs (the blue

area), while the AWESs can claim higher FLHs. These areas would correspond to lower wind classes and be assigned to AWESs. For a

F IGURE 5 Thermal generation in the region of SE2 (Sweden) for all AWES cases. The trend shows that at almost all levels of AWE share, the
thermal generation for the large AWE system is greater than for the small AWE system. This indicates that the generation profile of the large
system is more variable than the profile of the small system [Colour figure can be viewed at wileyonlinelibrary.com]
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more thorough visualization, the difference between the number of FLHs from the AWESs compared to those from the WT is displayed

in Figure 8.

The plots show the regions in which the modelled AWESs would have an advantage in FLHs compared to the WT. The figure

indicates that the inland and hilly areas give AWESs over WTs a greater advantage than coastal and offshore areas. Similar findings have

been presented in an earlier study,16 where the computed power production of the AWESs and WT are compared at specific location

points. In that study one important finding is the importance of the wind shear for the performance of AWESs. The greater the wind shear

the greater is the advantage for AWESs to make use of the high-altitude winds and the option of an adjustable operation altitude. At

locations with similar wind speeds at all altitudes a low operation altitude is sufficient and WTs, that have a lower cut-in wind speed, show

a comparable better power yield. An investigation of the temporal average wind shears of the studied regions is beyond the scope of

this work.

The remaining modelled scenarios result in the same findings and are therefore not shown here.

4 | DISCUSSION

This section discusses the consequences of assumptions, limitations and model choices.

F IGURE 6 Optimal modelled annual energy mix for SE2, density factor κ¼10% for the LAWES (left) and the sAWES (right). The system is
optimised with different investment and O&M for AWE. The cost (x-axis) is illustrated as relative cost compared to the modelled WT cost. The
results demonstrate how the class areas are allocated among the wind power technologies and how the technologies are competing. The included
technologies are described in Table 1 [Colour figure can be viewed at wileyonlinelibrary.com]

F IGURE 7 Map of SE2, showing the average FLHs for each technology, WT, sAWES, and LAWES. The WT shows the lowest FLHs in the
Northern part, which makes those areas more attractive for AWESs. Coastal areas are similar for all wind power technologies, making the power
density the main decision factor for the technology allocation. These figures show the resource potential and are independent of the assumed
power density [Colour figure can be viewed at wileyonlinelibrary.com]
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The power generation of the wind power systems as well as the optimization of the electricity grid are modelled assuming perfect foresight

on weather and demand. This assumption mainly affects the cases using intensive thermal base load. Excluding the weather uncertainty, the costs

of wind integration are underestimated as thermal power cycling is planned with perfect information available.

There are two uncertain density factors relevant to the results of this work: the available space and the AWE farm density. Available space is

dependent of land and airspace regularisation as well as acceptance.9 AWE farm density depends on the choice of a safety margin, ranging from

one system to multiple systems per km2.36,37 Due to this uncertainty, here AWE density is varied by introducing a location-independent density

factor κ and the locations are modelled for two different values, κ = 10% and 100%. A complete space availability is unlikely, but a higher farm

density can be obtained by sophisticated control of the system. A higher space availability or a higher farm density can be related to the κ¼100%

case. An explicit density case cannot be extracted from the modelling, but the two density factors cover a theoretical span between low farm den-

sity and low area availability to high farm density and higher area availability.

In this study, the electricity system is modelled without storage technologies, such as batteries, fuel cells, or fly wheels. With the expected

reduction in battery costs and the introduction of electrical vehicles, energy storage is an important and influencing factor in the future electricity

system.21 Also, demand side management (DSM) is disregarded in the modelled scenarios. However, the profile values of AWESs and WTs are

both affected by these assumptions, and it is questionable if there would be an impact on the relation between the two technologies.

The electricity system is modelled for isolated regions, not allowing trading in any way. This is an unrealistic case and, like the lack of the stor-

age devices, it dismisses the possibility of smoothing variable power generation and demand. However, electricity trading would blur the regional

system dynamics, making the interaction between different electricity generation technologies less apparent.

The results indicate quite a difference between the small and the large AWES. The modelling results for the sAWES of 666 kW show a power

profile of higher value and more FLHs than the LAWES. This is explained by the lower weight per wing area and the lower tether drag, stemming

from a thinner power cable. A similar conclusion has been drawn for the sAWES in a previous study.16 However, considering the required land

area, it is questionable whether the system with the lower power density per system is targeted for large-scale deployment.9 This will largely

depend on the density at which the wind farm can be operated. The LAWES has a lower MSV than the sAWE (up to 30%) and is in most cases less

valued than a WT (up to 10%), as seen in Figure 2.

For most modelled scenarios, the optimal allocation of the AWESs has been in the lowest wind-speed classes in which WTs are initially

installed, which can be a decisive factor in the planning and placement of funding. The factors that should be sought to be maximized are the farm

power density, FLHs, and acceptance. Note that offshore locations are not taken into account in this study. AWE investors are looking into deep

offshore solutions and considering AWE based on a floating foundation.6,7 Including these possibilities might enhance the AWE value and could

increase the total wind power share in the electricity mix. Also, storage and load balancing within an AWE farm could compensate for their less

even generation profile and hereby enhance the value of their generation. However, this comes with an increased cost.

The AWE power profiles are obtained by optimizing a drag-mode system. It is uncertain how the results differ for pumping-mode systems.

Lloyd predicted in a previous study50 that the total power generation is similar for both systems, which would result in similar conclusions for both

AWESs. However, the instantaneous power generation might vary. The comparison is beyond the focus of this paper and is left for future

investigations.

F IGURE 8 Difference in absolute FLHs of the AWESs compared to WT in the case of SE2. As can be seen, the sAWES shows an advantage
compared to the LAWE [Colour figure can be viewed at wileyonlinelibrary.com]
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5 | CONCLUSIONS

This work investigates the economic value of airborne wind energy systems (AWESs) in a conceptional future electricity system in terms of their

marginal system value (MSV). The modelled scenarios consist of four drag-mode AWES cases, a large wing with a capacity of 2 MW and a small

wing with 0.6 MW, and with a high and a low power density factor per land area for each. The electricity generation profiles of the AWESs are

obtained by optimizing the flight trajectory of the AWES, taking into account the hourly wind conditions at various altitudes. The value of the

AWE systems is investigated for four regions, which differ in conditions for renewable electricity generation and seasonal distribution of the elec-

tricity demand. From the results it can be concluded that:

• The marginal system value of AWESs varies for low electricity shares between 1.3 and 2.2 M€=MW. The corresponding LCOE range is

35–45 €
MWh, which corresponds to the lower bound of the AWE costs estimated by previous work. At high shares, the MSV lies between 0.4

and 1M€=MW.

• The total share of wind energy in the electricity system is not increased by introducing AWESs. This is due to the WT and AWES power pro-

files being very similar, so that the other technology is simply replaced, dependent on the system cost and an eventual system saturation.

• In regions with generally good wind conditions, the value of AWE is highest when replacing traditional WTs on poor wind sites, while the high-

wind sites are left for traditional WTs. This is because AWESs have a higher number of FLHs, but a less even generation profile compared to

WTs. In less windy regions like HU and ES3, there is generally little wind resource available, so that wind power is mainly only installed in the

highest wind class.

• The main factors that should be pursued for a high system value are a high system power density, a high number of FLHs (relative to for WTs),

and low variability in the generation profile during the year. These factors positively affect the MSV of AWESs and thus promote the eventual

commercialization of the technology.

In future work, the interplay of AWE and the electricity system should also be investigated for other AWES technologies as the pumping-

mode system or the multi-kite AWES. Dependent on their generation profiles, their value to the electricity system might differ to drag-mode

AWES. In addition, the work should be extended by including offshore areas. For a more thorough analysis, the heating and transport sector as

well as storage technologies should be considered in the electricity system model. These aspects change the dynamics in the system and might

have an impact on the economical value of AWESs.
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APPENDIX A: TURBINE FUNCTION

The cp-value is defined by

cp ¼
ðvw�vcp,maxbÞcp,slopeþcp,maxb for vcp,maxb ≤ vw ≤ vcp,minb

cp,max for vw ≤ vcp,maxb

cp,min for vw ≥ vcp,minb

8><
>:

9>=
>;: ðA1Þ

The rated wind speed is defined by

vrat ¼
2Pcap

π
4D

2ρcp,max

 !1
3

, ðB1Þ

where the minimum and maximum break point wind speeds of the cp value are vcp,maxb ¼ðvrat�2Þ and vcp,minb ¼ðvratþ7Þ. The slope of the cp-

curve is then computed as

cp,slope ¼
cp,max�cp,min

vcp,maxb�vcp,minb:

The values in Table A1 are taken from a previous study.22

TABLE A1 Wind turbine parameters

Parameter Value Description Parameter Value Description

ηext [�] 0.94 external losses cp,max½�� 0.45 max cp value

ηint [�] 0.885 internal losses cp,min½�� 0.18 min cp value

D [m] 100 rotor diameter vin [m=s] 3 cut-in wind speed

Pcap [MW] 1.94 WT generator size vout [m=s] 25 cut-out wind speed
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APPENDIX B: ENERGY SYSTEM MODEL

B.1 | Mathematical model of electricity system

The electricity system is formulated as a linear programming (LP) problem with the objective of minimizing the total annual system costs. The

included sets (upper-case letters in curly font), parameters (upper-case letters), and variables (lower-case letters) are listed in Table B1. The

technology data relevant for this study are listed in Table B2.

The LP problem is formulated in Section 2.3 by the problem objective (4), the load-supply balance equations (5), the capacity limits (6), the

constrained area for wind technology installations (7), and the fixed electricity share that is supplied by AWESs (8). Further constraints are

included concerning hydro power, thermal generation and emissions.

Hydro power

The current storage of hydro power sochydro,t at time t is constrained by the water reservoir, the maximum power plant capacity, and the weather-

dependent inflow qint as

sochydro,t ≤ shydro 8t� T
sochydro,tþ1 ≤ sochydro,tþqint �ghydro,t 8t� T

Thermal cycling

Thermal power production technologies are limited by their cycling (start-up and minimal load abilities). The generation of technology i is bounded

by the minimum load and the hot capacity, which is defined as

TABLE B1 Sets and variables of the LP problem

Set Description

I Set of technologies

T Set of time steps

T vRES Subset including all wind power technologies and solar PV

T th Subset including all thermal technologies

J Set of time steps comprised in a start-up interval

Variable Unit

gi, t GW Generation of technology i at time step t

si GW Installed capacity of technology i

gactivei,t
GW Active capacity of a technology i at a time t

ccycli,t
k€ Cycling cost

cstarti,t k€ Start-up cost

cpart�load
i,t

k€ Part-load cost

Parameter Unit Description

Dt GWh Electricity demand of a region at time step t

Lmin
i

Minimum relative load level for a technology i

ρP MW=2km
Power density for either AWE or WT

Ak km2 Area available for wind installment in class k

Gi, t - Weather-dependent profile for technology i at time t

Cinv
i

k€ Investment cost of technology i

Crun
i k€ Running cost of technology i
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gi,t ≤ g
active
i,t 8t� T , i� I th,

where I th is the set of thermal power plants and gactive is the active capacity of a technology i at each time step t. If a plant i is active, the active

generation needs to be larger than the minimum load level Lmin
i as

Lmin
i gactivei,t ≤ gi,t 8t� T , i� I th and L

min
i ¼ ½0,1�

The start-up capacity gstarti,t at time t of a technology i is constrained by the current active capacity as

gstarti,t ≥ gactivei,t �gactivei,t�1 8t� T , i� I th

and constrained by the minimum start-up time as

gstarti,t ≤ si�gactivei,t�j 8t� T , j�J , i� I th,

where J is a set of time steps comprised in the start-up interval.

The related cycling costs are then a combination of start-up cstarti and part-load costs cpart�load
i and defined as

ccycli,t ≥ gstarti,t Cstart
i þðgactivei,t �gi,tÞCpart�load

i,t 8t, � T , i� I th

Emissions

The total electric power production is constrained by the annual net emissions as

X
t � T

X
i � I th

Eigi,t
1
ηi
þEstartgstarti,t þEparti ðgactivei,t �gi,tÞ≤ Ecap,

where Ecap is the total allowed emission in kg of the system in one year. In this study Ecap ¼0.

TABLE B2 Costs of the technologies and fuels used in the electricity system analysis

Technology
capital var.O&M fix.O&M min. life start

cost [€=kW] [€=MWh] [€=kWyear] load [�] time [year] time [h]

WT 1290 1.1 12.60 - 30 0

Solar PV 418 1.1 6.50 - 40 0

Hydro 2468 1.0 56.62 - 500 0

Biogas CCT a 932 0.8 12.96 0.3 30 6

Biogas GT b 466 0.7 7.92 0.3 30 0

Bio-NG CCS c 1626 2.1 40.25 0.3 30 12

Nuclear 4124 0 153.7 0.7 60 24

AWE d - - - - 30 0

aCCT: Combined cycle gas turbine.
bGT: Open cycle gas turbine.
cCCS: Carbon capture and storage.
dAWE Airborne wind energy: costs are varied in the modelling.
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