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Abstract
Language-based information flow control (IFC) promises to provide programming lan-
guages and tools that make it easy for developers to write secure code. Traditionally,
research in this field aims to build a variant on a programming language or system
that lets developers write code that gives them strong guarantees beyond the potential
memory- and type-safety guarantees of modern languages. However, two developments
in the field challenge this paradigm. Firstly, backwards-compatible security enforcement
without false alarms promises to retrofit security enforcement on code that was not writ-
ten with the enforcement mechanism in mind. This has the potential to greatly increase
the applicability of IFC enforcement to legacy and mobile code from untrusted sources.
Secondly, library-based security, a technique by which IFC researchers provide a software
library in an established language whose programming interface gives the same guaran-
tees as a stand-alone IFC tool for developers to use promises to do away with specialized
IFC languages. This technique also has the potential to increase the applicability of IFC
enforcement as developers no longer need to adopt a whole new language to get security
guarantees.

This thesis makes contributions to both these recent developments that come in two
parts; the first part concerns enforcing secure information flow without introducing false
alarms while the second part concerns the correctness of using libraries instead of fully-
fledged IFC programming languages to write secure code.

The first part of the thesis makes the following contributions:

1. It unifies the existing literature, in the form of Secure Multi-Execution and Multiple
Facets, on security enforcement without false alarms by introducing Faceted Secure
Multi-Execution.

2. It explores the unique optimisation challenges that appear in this setting. Specif-
ically, mixing multi-execution and facets means that unnecessarily large faceted
trees give rise to unnecessary executions in multi-execution and vice verse. This
thesis proposes optimisation strategies that can overcome this hurdle.

3. It proves an exponential lower bound on black-box false-alarm-free enforcement
and new possibility results for false-alarm-free enforcement of a variant of the non-
interference security condition known as termination insensitive noninterference.

4. It classifies the special cases of enforcement that is not subject to the aforementioned
exponential lower bound. Specifically, this thesis shows how and why the choice of
security lattice makes the difference between exponential, polynomial, and constant
overheads in multi-execution.

In short, the first part of the thesis unifies the existing literature on false-alarm-free
IFC enforcement and presents a number of results on the performance of enforcement
mechanisms of this kind.
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The second part of the thesis meanwhile makes the following contributions:

1. It reduces the trusted computing base of security libraries by showing how to im-
plement secure effects on top of an already secure core without incurring any new
proof obligations.

2. It shows how to simplify DCC, the core language in the literature, without losing
expressiveness.

3. It proves that noninterference can be derived in a simple and straightforward way
from parametricity for both static and dynamic security libraries. This in turn
reduces the conceptual gap between the kind of security libraries that are written
today and the proofs one can write to prove that the libraries ensure noninterfer-
ence.

In short, the second part of the thesis provides a new direction for thinking about the
correctness of security libraries by both reducing the amount of trusted code and by in-
troducing improved means of proving that a security library guarantees noninterference.

Keywords: Security, Programming Languages, Secure Multi-Execution, Parametricity.
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CHAPTER 1

Introduction

The state of the art in computer security is problematic. Computer systems that handle
sensitive data are vulnerable to being attacked by anyone from amateurs and skilled
hobbyists1 to organized groups like nation states and crime syndicates.

The kind of tools we use to build and maintain computer systems are inadequate to
guarantee that the systems are secure. For example, due to the Heartbleed bug [1],
HTTPS servers using the popular OpenSSL [2] library, that implements encrypted com-
munication, were vulnerable to attackers reading data from users’ encrypted connections.
The root cause of Heartbleed was a simple memory vulnerability; the attackers could craft
a special message that caused OpenSSL to read data beyond the bounds of an array and
send it to the attacker. In effect, however, this vulnerability was caused by the fact that,
for whatever historical and pragmatic reason, the programmer who wrote OpenSSL used
a memory-unsafe programming language, C, that provided them with little to no help in
finding and eliminating an out-of-bounds read of sensitive data.

This thesis is about the theoretical foundations of a new group of technologies based
on programming languages and formal methods that try to address problems like this
in computer security. My goal is to combine theory and practice in an attempt to both
address urgent problems with solutions that are backwards compatible and create princi-
pled tools that make it possible for future systems to be built in a way that guarantees
security by construction.
With the goal of addressing the general problem that our tools are inadequate to ensure

the confidentiality of data and the integrity of systems, the research in this thesis fits
into a broader push to use formal methods and programming languages technology to

1Yes, some people do bad things for fun
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Chapter 1 Introduction

bring the toolkit available to engineers up to date with the challenges we are facing.
Specifically I consider three main challenges that need to be addressed.

• Firstly, we need tools to formally express – in languages readable by both computers
and humans – the security policy of a system: what the system is and is not intended
to do with and to data.

• Secondly, we need tools to enforce such security policies on systems. These tools
should make the system adhere to the policy and will be needed both during design
and development of a system and during the system’s operation.

• Finally, we need to address both of the challenges above for both existing as well
as future systems.

One approach to solving problems of this kind is language-based security [3]. In this field,
we provide programming languages, abstractions, type systems, and runtime systems
that give concrete security guarantees to the programmer. To help address these chal-
lenges, this thesis presents work in two main areas, backwards compatible- and secure-
by-construction language-based security.

1.1 Backwards Compatible Security
The first major security challenge to address is securing the systems that are already
running today. Historically, when a new security vulnerability is found in a system, one
of two things happens.
On the one hand, if the issue affects a single piece of software or system, a patch is

typically issued that fixes the problem and users are instructed to upgrade to a newer
version. Anyone in possession of a modern smartphone will be familiar with the never-
ending stream of notifications saying that the latest version of the operating system and
“critical security updates” is available for download.
On the other hand, if a whole class of security issues is found, we typically see solutions

that target the “root cause” of the vulnerability. For example, attack techniques like
stack-smashing [4] and Return-Oriented Programming (ROP) [5], whereby the attacker
overwrites a return address on the execution stack to get control over execution, have
been addressed by tools like StackGuard [4] and Address Space Layout Randomization
(ASLR).
While security patches are a tedious necessity, these latter solutions are great. They

address the techniques used to exploit memory vulnerabilities and make them more
difficult to use. Furthermore, enabling ASLR will most likely not cause any existing,
secure, software to change its behaviour. In other words, technologies like ASLR are
backwards compatible.
However, the problem is that most such solutions, like ASLR, are ad-hoc. Instead

of ensuring that the target program is actually secure, ASLR only guarantees that the
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target program can not be attacked using a specific type of attack. Consequently, there
is still room for new attacks that work around ad-hoc mechanisms by exploiting other
weaknesses of the system [6]. This allows the cycle to continue with new ad-hoc defensive
mitigations that plug these new holes [7].

Unfortunately, this is not an isolated issue in how memory vulnerabilities are addressed.
Rather, it happens across the board. For example, the prevalence of Cross Site Scripting
(XSS) attacks [8]–[10] on the web, whereby an attacker executes code in the user’s browser
without their consent, have prompted a number of more-or-less ad-hoc counter measures
aimed at, among other things, making XSS more difficult [11]. Unfortunately, these ad-
hoc measures can be circumvented by new attacks like DOM-based XSS [9], [10] and so
the problem of XSS persists.

In short, the state of the art for backwards-compatible security is unsustainable. New
attacks will continue to surface so long as our defences are designed to guarantee that a
particular attack does not work, rather than defending against all attacks at once.

That said, the state of the art does make it more difficult for attackers to exploit
programs in a real, quantifiable, way [6], [7], [12] without breaking programs that are
“well-behaved”. This outlines the shape of a more general, and hopefully more (though
not entirely) permanent, solution to the problem. We want mechanisms that address
security issues by guaranteeing some concrete, extensional (meaning caring only about
the what of a program, not the how), security policy of the program, rather than only
ruling out specific attacks, without breaking already secure programs.

The point about extensionality is particularly important to this goal. Ad-hoc mecha-
nisms can give formal guarantees about the internal behaviour of programs; ASLR makes
it provably difficult for the attacker to exploit certain ROP-like vulnerabilities [13]. How-
ever, ASLR does not guarantee that the program does not leak secrets. For example,
ASLR will not stop you from running a shell script that sends your private SSH key to
the secret police by email.

In this sense, ASLR gives you only intensional guarantees about how your program
computes, not what effects it has on the outside world. This is typical for the ad-hoc
defensive measures; when you only try to stop a specific attack you only end up caring
about how. Extensional guarantees meanwhile are about the opposite. They care about
what your program does to the world around it, not how it does it.

The contributions in Part I of this thesis are aimed at finding the theoretical oppor-
tunities and limits of one particular approach, known as multi-execution [14], [15], to
providing backwards-compatible, extensional, security guarantees. We will return to this
topic in Chapter 2.
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1.2 Scalable, Provable, and Principled Security by
Construction.

Looking forward to building future secure systems we see that modern programming
languages and tools are ill-suited for specifying and ensuring security properties in pro-
grams. The most advanced tools and systems that are used in practice are aimed at
ensuring simple properties like crash-freedom [16]. In the best case, programmers use a
memory-safe language that defends against the kind of errors in memory management
that lead to some security vulnerabilities [17]–[19]. However, while memory-safety en-
sures basic integrity properties that make life harder for attackers, it falls short of ruling
out insecure behaviour altogether.
We need programming languages that provide programmers with abstractions and

tools that guarantee absence from attacks. Programmers should be able to give and
enforce security policies that specify how information in their program can be used, and
what data may influence what control flow and side-effects of their code.
The Information Flow Control (IFC) literature promises to do precisely this [3]. In this

line of work, researchers produce programming languages that allow the programmer to
specify an information flow policy for their program that the language then guarantees,
up-to some notion of what constitutes “information flow”.
For example, the simple policies are of the form

Secret information does not influence the result computed by a deterministic
programs.

which codifies the assumption that information only flows through the actual values a
program outputs whereas the policy

Secret information does not influence the execution time of programs.

codifies a stronger notion that information can flow through timing. Variants on this
latter policy are often used in contexts like cryptography [20], where timing-based attacks
can pose a serious threat to both confidentiality and integrity [21].
Being able to guarantee properties of this kind and being able to precisely specify what

does, and does not, constitute “information flow” makes for a promising research field.
However, the typical solutions in this literature fall short of being generally applicable
for one main reason: Every combination of a notion of information flow and enforcement
style is implemented as its own stand-alone tool or language.
For example, we have specialised type systems in the form of stand-alone tools like Jif

[22] for Java and FlowCaml [23] for Caml. We also have specialised runtime environments
for dynamic enforcement, like JSFlow [24] for JavaScript.
It is entirely understandable that the field has developed in this direction. Designing

one’s own language or variant of a language with a stand-alone tool offers enough free-
dom for the researcher to focus on controlling information flow, soundness conditions,
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and what makes for useful yet secure abstractions. The programming languages litera-
ture contains more examples of subfields that have developed this way before eventually
settling on a small number of core languages that become more popular [25].

One concern is that this approach is unsuited for practical applications as it forces
programmers to adopt a new language for every part of their system that needs a different
kind of IFC approach. Furthermore, programmers also need to trade-off their IFC-related
concerns with other concerns such as their own competence with that language or the
tooling ecosystem surrounding their language of choice.

There are two possible solutions to this problem. The first option is to create a once-
and-for-all language for writing secure code for a given domain [22], [26]. The second
option is to come up with some “language-internal” method, like libraries or sandboxing
of untrusted code that can give the necessary guarantees without forcing the programmer
to switch programming language [27], [28].

With the diversity of modern programming languages it seems difficult to realise the
first solution, which is why this thesis focuses on the second. That is not to say that
there are no insights to be gained from pursuing work in the first direction, it allows
the researcher more freedom to design the programming language the way they want.
Finding library-based or language-internal solutions to information flow problems on the
other hand constrains the researcher to work within the confines of the language. This
naturally provides challenges and opportunities both in practice and in theory.

One should also note that there is an interplay between these two approaches. As we
will see in Chapter 3, the library-based approaches can not be applied to an arbitrary
programming language, the language of choice needs to have a number of key features.
This means that work on library-based security also needs to feed into programming
language design in general to be widely applicable. In other words, there is no panacea
for writing secure code and we need to further develop our programming languages to
help programmers regardless of what approach one takes.
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CHAPTER 2

Beyond the State of the Art of Backwards-Compatibility

To address security issues in a principled and backwards compatible manner, the first part
of this thesis presents work on enforcing policies without introducing false alarms [14],
[15], [29]–[46]. In theory, some information flow security policies, like noninterference: a
program’s secret outputs can not depend on its public inputs, can be enforced without
introducing false alarms, so-called transparent enforcement, using a mechanism called
Secure Multi-Execution (SME) [14].

SME, depicted in Figure 2.1, works by running the program p once for every security
level in the input. In Figure 2.1 we have two security levels public, or L, and secret, or
H. The execution of p associated with H is given both the secret and the public input
and is responsible for producing only the secret output. The execution of p associated
with L meanwhile is given only the public input and either no secret input or a default
secret input, depending on the precise setting one is interested in, and is responsible for
producing only the public output.

Intuitively speaking, the result of executing p under SME is secure; by construction
none of the secret information in the input can influence the public information in the
output. This soundness condition is known as noninterference; a program is noninterfer-
ing if given two inputs that differ only in their secret parts, the public outputs remain
the same.

The relationship between p and SME go two ways. SME guarantees noninterference,
and if p is noninterfering, then SME applied to p is functionally equivalent to p; they
produce the same output on the same inputs, provided that both runs of p terminate.1

1Cognoscenti will note that there is no end to the caveats surrounding SME and termination, and the
interested reader will find that we discuss this at some length in the papers.
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H H

L L

p

p

Figure 2.1: Secure Multi-Execution of the program p for two security levels.

The secret outputs are the same in both runs, and it doesn’t matter to the public output
of p whether or not it gets the real secret input or the default (or non-) input in the
public run from SME. This completeness-like property is known as Transparency.
Transparency makes SME and related approaches like Multiple Facets (MF) [15],

which we will see later, promising. While plenty of other mechanisms exist that en-
force noninterference-like properties [3], they suffer from an unmanageable number of
false alarms [47], [48] or undecidability [49], [50]. This stops them from being applied
to existing systems in a backwards compatible manner. Transparent enforcement ap-
proaches, meanwhile, have the advantage that, in theory, they don’t suffer from this
issue at all.
However, my collaborators and I have shown that multi-execution will introduce un-

manageable, exponential, overheads in runtime. This happens both in theory [32] and
practice [31]. Furthermore, our theoretical results apply not just to SME, but to any such
transparent enforcement mechanism that is black-box, i.e. does not work by reading the
source-code of the program under enforcement. Finally, I have proposed mechanisms for
getting around this overhead [31] in proof of concept implementations and shown that,
in theory, they have efficacy for future practical case studies.

Contributions and Future Work
Concretely, the high-level contributions of each of the papers in this part of the thesis
are the following:

Faceted Secure Multi Execution In this paper we show that different inten-
sional approaches to multi-execution, a “fine-grained” SME approach similar to
that of Devriese and Piessens [14] and the MF approach of Austin and Flanagan
[15], can be unified into something called Faceted Secure Multi-Execution (FSME).
The main advantage of this is that it allows us to study trade offs between the
time and memory overhead of each of these approaches, and tune the overhead
by having “more or less” of one or the other technique for a given program. The
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main drawback of this paper is that because we are interested in the theory of how
SME and MF can be unified, the system we propose to study it does not work for
“any piece of code”, but rather for code written using our framework. However,
this is an irrelevant restriction from the point of view of the lessons learned in the
paper. The point of the paper is not to actually secure third-party code (which
would be difficult if the code had to be written in our language), but rather to show
the correspondence between SME and MF. In other words, this paper provides a
semantic domain for multi-execution rather than a tool for securing code. The
most important consequence of this work is to show that not only can SME and
MF be unified, a previously unresolved piece of folklore, but doing so gives rise to
opportunities for new trade-offs to be made in future designs of multi-execution
enforcement mechanisms. For example, we show that there is a performance trade-
off between time- and memory-overheads and that by carefully mixing SME and
MF one can get a “best of both worlds” mix of low overheads in both time and
memory, for some programs.

Optimising Faceted Secure Multi-Execution In this paper we show how to
optimise the implementation and application of FSME. There are two lines along
which we optimise, data-oriented and computation-oriented. In the former, we re-
write the representations of data that looks different to different security levels
(so-called faceted values) using a series of rewrite rules that we conceive of and
prove sound. In the latter, we use the insight, that will re-appear later in the
thesis, that not all computations produce output at all security levels to introduce
an optimisation to FSME computations by simply not executing some views of the
program under enforcement. The data-oriented optimisations reduce overhead in a
black-box manner, the computation-oriented ones do not and require some analysis
or insight from a programmer to be applied.

Transparent IFC Enforcement: Possibility and (In)Efficiency Results
In this paper we show a number of things about transparent IFC enforcement
in general. This includes upper and lower bounds on execution time overhead
for black-box enforcement, possibility and impossibility results, and a polynomial-
time reduction from any enforcement mechanism to a mechanism based on multi-
execution.

Multi-Execution Lattices Great and Small In this paper we build on the
work in the previous paper and show that while the worst-case execution time
overhead for multi-execution is indeed exponential, this overhead is determined by
the number of security levels the program considers, and how they can be combined.

The first part of this thesis presents the following contributions made by myself in
collaboration with my many co-authors:
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• We unify Multiple Facets and Secure Multi-Execution under a scheme we call
Faceted Secure Multi-Execution (FSME) implemented as the Multef framework.

• We implement ProtectedBox, a prototype case study in using FSME as a tool
for building systems where third-party plug-ins can be integrated cleanly without
having to worry that the third-party code is secure.

• We show how to optimise FSME by rewriting faceted trees and limiting the number
of executions necessary for multi-execution to work transparently and securely.

• We present a new model for transparent information flow control in which we show
that:
1. Some previously unaccounted for versions of noninterference can be transpar-

ently enforced.
2. There is no black-box efficient transparent enforcement mechanism for any

variant of noninterference.

• We show how the shape of the security lattice that is used by multi-execution
matters to the worst-case runtime of transparent enforcement.

Put differently, this part of my thesis is a deep-dive into the theoretical limits on
backwards-compatible, transparent, enforcement mechanisms for noninterference-like se-
curity properties. The papers in this part of the thesis focus primarily on the efficiency
of transparent IFC enforcement, but there are also a few novel possibility results. What
this thesis does not present on the other hand is the engineering work necessary to solve
the problem of transparent enforcement for practical domains.
There are a number of avenues for future work following this part of the thesis.

• Implement a general-purpose mechanism for transparent enforcement of JavaScript
code in web browsers that integrates the work on trade-offs in this thesis with the
seminal FlowFox SME-browser [51].

• Work out the bounds on overhead in time, for white-box enforcement mechanisms,
and space, for both white- and black-box enforcement mechanisms.

• Systematically investigate how mechanisms for transparent IFC compose, and to
what extent the pre-condition that “the target program is noninterfering” can be
loosened to show that multi-execution preserves “partially correct slices” of the
target program.

• Combine multi-execution with other mechanisms for transparent enforcement of
security properties to get a more flexible, efficient, framework for transparent en-
forcement.
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CHAPTER 3

Security by Embedding Tools

The part of language-based security that enables the secure-by-construction approach
that I consider in this thesis is about providing security guarantees beyond notions like
memory- and type-safety. Specifically, I’m interested in embedding both static analyses
and semantics that provide information flow guarantees as libraries or frameworks in
existing languages. The approach of embedding what is traditionally a separate type
system or semantics for a language as a library, rather than a stand-alone tool, provides
the opportunity to make these technologies viable for practical use without having to
implement a new language or force programmers to use a specialized compiler.

Put more concretely, there are two main benefits of this approach over building stand-
alone languages that provide the kind of guarantees that are necessary to build secure
software, flexibility and culture.

Firstly, programmers need flexibility in what kind of security guarantees their pro-
gramming language provides [52]. The range of possible languages and guarantees is
relatively large, from guarantees of simple end-to-end noninterference [3] to guarantees
about side-channels based on schedulers [53], probabilistic security guarantees [54], and
any number of different notions of what makes for a principled way to make secrets public
and otherwise downgrade sensitive information [55]–[57]. This means that programmers
need to be able to pick and choose their guarantee to fit the threats their code is going
to encounter. Security libraries have the potential to make this picking and choosing
less problematic as the same programming language can play host to multiple different
libraries [27], [28]. If, as an added bonus, the same language can host libraries that
provide different guarantees then programmers have a wider range of choices than if a
given language could provide only one kind of security guarantee.
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Secondly, as I’m sure readers of this thesis are aware, programming languages come
with culture and legacy. Every developed programming language used for real-world
purposes today has an ecosystem of libraries, tools, compilers, editors, versioning systems,
and knowledgable programmers. Rather than throwing this culture away, or rebuilding
it for a new programming language that provides “just the right security guarantees”, a
more fruitful way forward is to piggy-back on this culture by enriching it with security
libraries that help programmers get those same guarantees without having to abandon
their language [28], provided that the language can play host to such a library.
One of the main benefits of these libraries is that they allow us to take the insights from

the language-based security literature [58] and put them to work to build systems with
relatively little effort. For example, popular libraries and frameworks for the strongly
typed Haskell programming language [27], [28], [59] have been used in practise to imple-
ment practical systems securely, like the “Build It Break It Fix It” security contest [59],
[60] and the Hails web framework [61].
Security libraries work because they use three key language-features of their host lan-

guage: abstract types, strong typing, and control over side-effects. Abstract types mean
that secrets, or computations that compute secrets, are forced to adhere to the interface
of the library. This adherence is in turn enough to keep secrets from leaking using a
strong type system that controls side-effects. The latter, control over side-effects, en-
forces that the programmer uses the library or framework’s controlled interface to the
operating system to communicate with the outside world and avoid information leaks.
In other words, these libraries rely on sophisticated properties and systems in their host
language.
My work on these security libraries focuses on techniques for proving that the libraries

are sound [62], [63]. In this setting, soundness means that the library guarantees some
security policy, often but not exclusively in the form of noninterference, as discussed
above, for any client code that uses the library.
I have developed new techniques that narrow the gap between existing soundness

proofs, that tend to be based on a number of simplifying assumptions, and the actual
implementation of a library. Existing proofs work by assuming that the library and
the host programming language taken together can be equivalently considered a new
programming language that has all the features, and guarantees, that the library provides
out-of-the-box. In contrast, my proofs work by re-using the meta theory of the host
programming language to reason about the implementation of the library.
This shift of perspective is important for two reasons. Firstly, it allows us to make

fewer assumptions about the way that the implementation of a library interacts with
the host programming language. The technique does away with the assumption that the
library uses encapsulation techniques like type abstraction or private fields correctly and
turns it into a proof obligation.
Secondly, it allows us to re-use large parts of the established meta theory for the

host programming language to reason about the implementation of the library. This is
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important, as it allows our proofs to more easily scale to larger libraries. For example, in
a recent paper my collaborators and I shortened the state-of-the-art proof for the popular
LIO security library [28], which forms the foundation of many more applied libraries, by
an order of magnitude by using our technique while also covering more of the library
than the original proof [63].

However, due to the techniques we are using in these proofs, parametricity for pure
type systems [64], we are limited in our ability to reason about fully-fledged languages
and libraries. Put simply, this is because the necessary theory that we rely on has not
been extended to cover the kind of languages that practical IFC libraries and frameworks,
like LWeb [59] and Hails [61], are implemented in. That said, this theory is being actively
developed [65], [66].

Contributions and Future Work
Concretely, the high-level contributions of each of the papers in this part of the thesis
are the following:

Encoding DCC in Haskell In this paper we show how to encode the Dependency
Core Calculus of Abadi et al. [67] in Haskell. This exercise alone is not particularly
surprising, but we then show how to implement a number of secure effects on top of
this DCC “implementation” using monad transformers. Importantly, the security
of the underlying DCC implementation means that these transformer-based effects
are secure by construction. While we do not prove that in this paper, the last two
papers in this thesis make this point precise and establish it more rigorously.

A Perspective on the Dependency Core Calculus In this paper I show how
to simplify DCC to get rid of one of the particularly complicated primitives in the
language by building an equally expressive but simpler language I call SDCC and
showing that DCC and SDCC are equally expressive.

Simple Noninterference from Parametricity In this paper we develop the
foundations for reasoning faithfully about library-based information flow control.
We use the parametricity meta theory for pure type systems of Bernardy et al. [68]
to prove noninterference for an embedding of DCC in the Calculus of Constructions.
The embedding is morally equivalent to the embedding we use above and the focus
on the paper is primarily on specifically proving noninterference without appealing
to a model of the embedding, as has been done in previous work that embeds IFC
as libraries [27], [28].

Dynamic IFC Theorems for Free! In this paper we extend the methods de-
veloped in “Simple Noninterference from Parametricity” to reason about libraries
for dynamic information flow control. These proofs are somewhat more involved
than the proofs in the previous paper, but the main strategy is the same. The
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important result in this paper is that not only does parametricity let us reason
faithfully about how an IFC system is embedded as a library, it also lets us reason
efficiently. The proofs in this paper are an order of magnitude shorter than proofs
in previous work while making fewer assumptions and omissions.

In this part of the thesis, I make the following contributions:

• We show how to embed the Dependency Core Calculus in Haskell using the security-
as-a-library approach.

• I show that the Dependency Core Calculus can be simplified without modifying its
expressiveness.

• We show how to use parametricity to prove noninterference for a DCC-like library.

• We show how noninterference for the library gives rise to noninterference for DCC.

• We show how to prove noninterference using parametricity for two dynamic IFC
libraries.

The main contribution of this part of the thesis to the field of language-based security
is that my co-authors and I establish the parametricity proof technique as a viable and
scalable option for proving soundness of security libraries. My hope is that in the future
this will allow us to scale up security-as-a-library to be a viable option for large-scale
systems without compromising on soundness proofs.
There are a number of high-level avenues for future work for anyone interested in

building on the work in this part of the thesis:

• Continue scaling up the proof methods to work with automated and semi-automated
theorem provers that, unlike the current Agda mechanisation, would allow our
proofs to scale to libraries of thousands of lines rather than a few hundred.

• Scale the security-as-a-library approach and parametricity proof methods to lan-
guages that are used in practice.

• Find new domains for security-as-a-library and find ways to extend the proofs to
work in these domains.

• Weaken the three requirements on the host language of the security library either
by finding new mechanisms by which to provide security libraries (for example
via some form of sandboxing) or by finding lightweight ways to add the necessary
capabilities to more languages.
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