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## Abstract

The Lambert $W$ function is the multi-valued inverse of the function $E(z)=z \exp z$. Let $\widetilde{W}$ be a branch of $W$ defined and single-valued on a region $\widetilde{D}$. We show how to use the Taylor expansion of $\widetilde{\sim}$ at a given point of $\widetilde{D}$ to obtain an infinite series representation of $\widetilde{W}$ throughout $\widetilde{D}$.
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## 1 Introduction

The Lambert $W$ function is the multi-valued inverse of the holomorphic function $E: z \mapsto z \exp z$. It is well known that $W$ has very many applications throughout the sciences, and even though there are very few explicit formulae available for any of the branches of $W$, its usefulness has grown enormously in recent times due to our ability to compute specific values of $W$. For more details on the Lambert $W$ function and its many applications we refer the reader to, for example [3-5].

It is well known that the function $E$ is a bijective conformal map of the U-shaped region $\Omega_{0}$ in Fig. 6 onto the cut plane $\mathbb{C} \backslash(-\infty,-1 / \mathrm{e}]$, which we denote by $\mathcal{C}$. Here, the region $\Omega_{0}$ is bounded by the curve $x \sin y+y \cos y=0$, where $-\pi<y<\pi$, and this curve has (in the obvious sense) the lines $y=\pi$ and $y=-\pi$ as asymptotes. This fact leads us to the (standard) definition of the principal branch $W_{0}: \mathcal{C} \rightarrow \Omega_{0}$ of the Lambert $W$ function as the single-valued inverse of the map $E$ of $\Omega_{0}$ onto $\mathcal{C}$.

If we expand $W_{0}$ in a power series about the origin we obtain

$$
\begin{equation*}
W_{0}(z)=\sum_{n=1}^{\infty} \frac{(-n)^{n-1}}{n!} z^{n}, \tag{1.1}
\end{equation*}
$$
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Fig. 1 The principal branch $W_{0}: \mathcal{C} \rightarrow \Omega_{0}$ of the Lambert function
which, by the ratio test, has radius of convergence $1 / \mathrm{e}$ (and so converges in the shaded disc in Fig. 1). This power series can be analytically continued from the shaded disc to give the conformal map $W_{0}$ of $\mathcal{C}$ onto $\Omega_{0}$, and the main result in this paper is the following formula for this analytic continuation.

Theorem 1 For each $z$ in $\mathcal{C}$ we have

$$
\begin{equation*}
W_{0}(z)=\sum_{m=1}^{\infty} a_{m}\left(\frac{\sqrt{\mathrm{e} z+1}-1}{\sqrt{\mathrm{e} z+1}+1}\right)^{m}, \quad a_{m}=\sum_{n=1}^{m} \frac{(-n)^{n-1}}{n!}\left(\frac{4}{\mathrm{e}}\right)^{n}\binom{m+n-1}{m-n} . \tag{1.2}
\end{equation*}
$$

Theorem 1 gives a series representation of the principal branch $W_{0}$ which is valid throughout its the entire domain of definition $\mathcal{C}$, and it appears that no such representation has been given before. In summary, (1.2) provides an analytic continuation of (1.1) from the shaded disc $\{|z|<1 / \mathrm{e}\}$ to the entire cut plane $\mathcal{C}$.

For the benefit of the reader, we now discuss the properties of $E$, the action of $E$ on the real axis, and the shape of the domain $\Omega_{0}$ bounded by the curve given by $x \sin y+y \cos y=0$; this material, which is not new, is given in the next three sections. We then prove Theorem 1, and follow this with a discussion of a possible extension of it to other branches of the Lambert $W$ function.

## 2 Properties of the Function E

Let $\mathbb{C}_{\infty}(=\mathbb{C} \cup\{\infty\})$ be the extended complex plane. As $E$ is holomorphic throughout $\mathbb{C}$ with an essential singularity at $\infty$, Picard's great theorem (see [2,7]) implies that, for at most two exceptional values of $a$ in $\mathbb{C}_{\infty}$, the equation $E(z)=a$ has infinitely many solutions in $\mathbb{C}$. As $E \neq \infty$ in $\mathbb{C}$, the value $\infty$ is one of these exceptional values. Next, as $E(z)=0$ if and only if $z=0$, the value 0 is another exceptional value; thus the two exceptional values for $E$ do exist and are 0 and $\infty$. This shows that, for every non-zero complex number $a$, the equation $E(z)=a$ has infinitely many solutions in $\mathbb{C}$. In particular, $E$ maps $\mathbb{C}$ onto itself, and each non-zero point of $\mathbb{C}$ is 'covered' infinitely often by $E$. As $E^{\prime}(z) \neq 0$ when $z \neq-1$, for each point $z_{0}$ other than -1 , the map $E$ provides a conformal bijection of some open neighbourhood $N$ of $z_{0}$ onto the open neighbourhood $E(N)$ of $E\left(z_{0}\right)$, and the inverse of this conformal bijection is a

Fig. 2 The graph of the function $E: \mathbb{R} \rightarrow \mathbb{R}$

branch of the Lambert $W$ function which maps $E(N)$ onto $N$. Finally, as $E^{\prime}(-1)=0$ and $E^{\prime \prime}(-1) \neq 0$, the map $E$ near the point -1 is, up to a change of co-ordinates by a conformal mapping, the map $z \mapsto z^{2}$ of the open unit disc $\{z:|z|<1\}$ onto itself.

We end this section with a brief description of the asymptotic values of $E$ even though we shall not use them here. A number $v$ is an asymptotic value of $E$ if there is a curve $\Gamma$ in $\mathbb{C}_{\infty}$ that starts at some point in $\mathbb{C}$ and ends at $\infty$, and which is such that $E(z) \rightarrow v$ as $z$ moves towards $\infty$ along $\Gamma$. As $E(x) \rightarrow \infty$ as $x \rightarrow+\infty$, and $E(x) \rightarrow 0$ as $x \rightarrow-\infty$, the two exceptional values 0 and $\infty$ of $E$ mentioned above are also asymptotic values of $E$. In fact, as we shall now show, these are the only asymptotic values of $E$. First, the entire function $E$ is of order one (see [10] for the definition of the order of an entire function). Next, it follows from the well-known Denjoy-Carleman-Ahlfors theorem that as $E$ has order one, it has at most two direct singularities; see [6] for a discussion of this result. As 0 and $\infty$ are direct singularities, these are the only asymptotic values of $E$.

## 3 The Two Real Branches of $W$

The function $E$ maps the real line $\mathbb{R}$ into itself. The graph of $E: \mathbb{R} \rightarrow \mathbb{R}$ is shown in Fig. 2, and this shows that $E$ is
(i) a strictly decreasing map of $(-\infty,-1]$ onto $[-1 / e, 0)$, and
(ii) a strictly increasing map of $[-1,+\infty)$ onto $[-1 / \mathrm{e},+\infty)$.

The inverse of the map in (i) is denoted by $W_{-1}$; the inverse of the map in (ii) is $W_{0}$.

## 4 The Region $\Omega_{0}$

If $z=x+i y$ and $E(z)=u+i v$, then

$$
\begin{aligned}
u(x+i y) & =(x \cos y-y \sin y) \exp x \\
v(x+i y) & =(x \sin y+y \cos y) \exp x
\end{aligned}
$$

It follows that $E(z)$ is real if and only if $x \sin y+y \cos y=0$. Further, if $x \sin y+$ $y \cos y=0$ and $y=n \pi$, where $n$ is an integer, then $y=0$. This shows


Fig. 3 The graph of $(x(t), t)$, where $x(t)=-t \cos t / \sin t$ and $0<t<\pi$
(i) if $E(x+i y)$ is real then $y=0$ or, for some integer $n, n \pi<y<(n+1) \pi$;
(ii) if $x \sin y+y \cos y=0$ and $y \neq 0$, then $E(x+i y)=-y \mathrm{e}^{x} / \sin y$;
(iii) if $x \sin y+y \cos y=0$ and $n \pi<y<(n+1) \pi$ then $E(x+i y)>0$ when $n \in\{1,3,5, \ldots\}$, and $E(x+i y)<0$ when $n \in\{0,2,4,6, \ldots\}$.

It follows from these observations that the set of points $z$ in the strip $\{x+i y: 0<y<$ $\pi\}$ where $E(z)$ is real is the curve given by

$$
\{(x(y), y): 0<y<\pi\}, \quad x(y)=\frac{-y \cos y}{\sin y}
$$

and which is illustrated in Fig. 3.
The visual properties of this curve can easily be obtained analytically. Obviously, $x(y) \rightarrow-1$ as $y \rightarrow 0+, x(\pi / 2)=0$, and $x(y) \rightarrow+\infty$ as $y \rightarrow \pi-$. A calculation shows that

$$
\begin{equation*}
\frac{d x}{d y}(y)=\frac{y-\frac{1}{2} \sin (2 y)}{\sin ^{2} y}>0 \tag{4.1}
\end{equation*}
$$

so that the function $y \mapsto x(y)$ is increasing on $(0, \pi)$. Next, it is easy to check that $E$ maps the curve illustrated in Fig. 3 onto the segment $(-\infty,-1 / e]$. Finally, as $E(\bar{z})=\overline{E(z)}$, the map $E$ is symmetric abut the real axis, and this determines the shape of the curve $x \sin y+y \cos y$ in the range $-\pi<y<\pi$ which bounds the region $\Omega_{0}$ that was defined earlier. Standard arguments about analytic continuation now show that there is a branch $W_{0}$ of the Lambert $W$ function which maps $\mathcal{C}$ conformally onto $\Omega_{0}$.

## 5 The Proof of Theorem 1

The Eq. (1.1) is needed for our proof of Theorem 1 and, as $E(z)=\sum_{n} z^{n+1} / n!$, this follows from a standard application of the Lagrange Inversion formula (see [1,2]). Nevertheless, it seems worth recording that it also follows much more simply from the basic formula

Fig. 4 The maps $g, W_{0}$ and $F$

which (by the Residue theorem) is valid when $f$ is a conformal map of $D$ onto $D^{\prime}, \gamma$ is a simple closed curve in $D$, and $w$ lies inside the simple closed curve $f(\gamma)$ in $D^{\prime}$. If we take $f$ to be $E: \Omega_{0} \rightarrow \mathcal{C}$, and $\gamma$ a simple closed curve that surrounds 0 , then, for $w$ sufficiently close to 0 , we obtain

$$
W_{0}(w)=\frac{1}{2 \pi i} \int_{\gamma} \frac{z(1+z) \exp z}{z \exp z-w} d z=\frac{1}{2 \pi i} \int_{\gamma} \frac{1+z}{1-\frac{w}{z \exp z}} d z .
$$

By expanding the denominator as a geometric series, this becomes

$$
\sum_{k=0}^{\infty} w^{k}\left[\frac{1}{2 \pi i} \int_{\gamma}\left(\frac{1+z}{z^{k}}\right) \exp (-k z) d z\right]
$$

and (1.1) now follows by writing $\exp (-k z)$ as a power series and then using the Residue theorem.

Proof of Theorem 1 Let $g$ be a conformal map of the open unit disk $\mathbb{D}$ onto $\mathcal{C}$ with $g(0)=0$ and, for $z$ in $\mathbb{D}$, let $F(z)=W_{0}(g(z))$; see Fig. 4.

Then $F$ is a holomorphic map of $\mathbb{D}$ onto $\Omega_{0}$, and $F(0)=0$. It follows that for some coefficients $a_{m}$ we can write

$$
W_{0}(g(z))=F(z)=\sum_{m=1}^{\infty} a_{m} z^{m}
$$

where (because $F$ is holomorphic in $\mathbb{D}$ ) this is valid throughout $\mathbb{D}$. If we now select any $\zeta$ in $\mathcal{C}$, and put $z=g^{-1}(\zeta)$, we have

$$
W_{0}(\zeta)=\sum_{m=1}^{\infty} a_{m}\left[g^{-1}(\zeta)\right]^{m}
$$

and it is now simply a matter of identifying $g^{-1}$ and the coefficients $a_{m}$ to obtain (1.2).
To construct the map $g$, we observe that
(i) $z \mapsto \mathrm{e} z+1$ maps $\mathcal{C}$ onto $\mathbb{C} \backslash(-\infty, 0]$;
(ii) $z \mapsto \sqrt{z}$ maps $\mathbb{C} \backslash(-\infty, 0]$ onto $\{x+i y: x>0\}$;
(iii) $z \mapsto(z-1) /(z+1)$ maps $\{x+i y: x>0\}$ onto $\mathbb{D}$.

It follows that $g$ is a conformal map of $\mathbb{D}$ onto $\mathcal{C}$, with $g(0)=0$, where

$$
g(z)=\frac{4 z}{\mathrm{e}(z-1)^{2}}, \quad z \in \mathbb{D}
$$

and

$$
g^{-1}(\zeta)=\frac{\sqrt{\mathrm{e} \zeta+1}-1}{\sqrt{\mathrm{e} \zeta z+1}+1}, \quad \zeta \in \mathcal{C} .
$$

Finally, we identify the coefficients $a_{m}$. For any complex number $\alpha$, and any $z$ with $|z|<1$, we have

$$
\frac{1}{(1-z)^{\alpha}}=\sum_{k=0}^{\infty}\binom{k+\alpha-1}{k} z^{k}
$$

If we put $\alpha=2 n$, where $n$ is a non-negative integer, and multiply both sides by $z^{n}$, we obtain

$$
\left[\frac{z}{(z-1)^{2}}\right]^{n}=\sum_{k=0}^{\infty}\binom{k+2 n-1}{k} z^{k+n} .
$$

Next, if $|z|$ is sufficiently small, then $|g(z)|<1 /$ e so that

$$
\sum_{n=1}^{\infty} \frac{(-n)^{n-1}}{n!}\left[\frac{4 z}{\mathrm{e}(z-1)^{2}}\right]^{n}=W_{0}(g(z))=\sum_{m=1}^{\infty} a_{m} z^{m} .
$$

It follows that for all $z$ in some neighbourhood of 0 ,

$$
\sum_{m=1}^{\infty} a_{m} z^{m}=\sum_{n=1}^{\infty} \sum_{k=0}^{\infty} \frac{(-n)^{n-1}}{n!}\left(\frac{4}{\mathrm{e}}\right)^{n}\binom{k+2 n-1}{k} z^{k+n}
$$

Thus

$$
a_{m}=\sum_{k+n=m} \frac{(-n)^{n-1}}{n!}\left(\frac{4}{\mathrm{e}}\right)^{n}\binom{k+2 n-1}{k}=\sum_{n=1}^{m} \frac{(-n)^{n-1}}{n!}\binom{4}{\mathrm{e}}^{n}\binom{m+n-1}{m-n},
$$

and this completes the proof.

## 6 An Extension of Theorem 1

The essence of Theorem 1 is that, starting with the particular branch $\left(W_{0}, \mathcal{C}\right)$ of $W$, we have found a representation of $W_{0}$ as an infinite series that is valid throughout $\mathcal{C}$, and which is constructed from two pieces of information, namely
(i) the Taylor series of $W_{0}$ about the point 0 in $\mathcal{C}$, and
(ii) a conformal mapping of $\mathcal{C}$ onto $\mathbb{D}$.

Fig. 5 The maps $g, \widetilde{W}$ and $F$


In fact, the argument used in the proof of Theorem 1 is valid for any branch of $W$ as we shall now show.

A branch of $W$ is (by definition) a pair $(\widetilde{W}, \widetilde{D})$ (or simply $\widetilde{W}$ when $\widetilde{D}$ is understood from the context), where $\widetilde{D}$ is a simply connected region in $\mathbb{C}$, and $\widetilde{W}$ is a conformal bijection of $\widetilde{D}$ onto a simply connected region $D$ in $\mathbb{C}$ such that the two maps $E: D \rightarrow$ $\widetilde{D}$ and $\widetilde{W}: \widetilde{D} \rightarrow D$ are inverses of each other. Suppose that $(\widetilde{W}, \widetilde{D})$ is a branch of $W$, and that $\zeta_{0} \in \widetilde{D}$. Then $\widetilde{W}$ has an expansion, say

$$
\begin{equation*}
\widetilde{W}(\zeta)=\sum_{n=0}^{\infty} a_{n}\left(\zeta-\zeta_{0}\right)^{n} \tag{6.1}
\end{equation*}
$$

which is valid in, and only in, the largest disc with centre $\zeta_{0}$ that lies in $\widetilde{D}$. Thus, in general, the expansion (6.1) will not be valid throughout $\widetilde{D}$. Now by the Riemann mapping theorem, there is a conformal bijection $g$ of the open unit disc $\mathbb{D}$ onto $\widetilde{D}$ with $g(0)=\zeta_{0}$, and this has an expansion, say

$$
\begin{equation*}
g(z)=\sum_{n=0}^{\infty} b_{n} z^{n} \tag{6.2}
\end{equation*}
$$

which is valid throughout $\mathbb{D}$. Now let $F$ be defined on $\mathbb{D}$ by $F(z)=\widetilde{W}(g(z))$; see Fig. 5. Then $F: \mathbb{D} \rightarrow D$ is holomorphic in $\mathbb{D}$ so we can write

$$
F(z)=\sum_{n=0}^{\infty} c_{n} z^{n}
$$

where this is valid throughout $\mathbb{D}$. It follows that, for all $\zeta$ in $\widetilde{D}$, we have

$$
\begin{equation*}
\widetilde{W}(\zeta)=\sum_{n=0}^{\infty} c_{n}\left[g^{-1}(\zeta)\right]^{n} \tag{6.3}
\end{equation*}
$$

and we shall now show how the coefficients $c_{n}$ in (6.3) can be computed from the coefficients $a_{n}$ and $b_{n}$ in (6.1) and (6.2). After this, we shall consider branches of the Lambert $W$ function other than the branch $W_{0}$.

The formula for the coefficients $c_{n}$ is a straightforward application of Faà di Bruno's formula which is an identity that generalises the chain rule to higher derivatives. Explicitly, given that the composition $f(g(x))$ is defined, and that the functions $f$
and $g$ are sufficiently smooth, Faà di Bruno's formula (in a form that is best suited to power series) is that

$$
\frac{1}{n!} \frac{d^{n}}{d x^{n}} f(g(x))=\sum^{*}\left\{\frac{\left(m_{1}+\cdots+m_{n}\right)!}{m_{1}!m_{2}!\cdots m_{n}!}\left(\frac{f^{\left(m_{1}+\cdots+m_{n}\right)}(g(x))}{\left(m_{1}+\cdots+m_{n}\right)!}\right) \prod_{p=1}^{n}\left(\frac{g^{(p)}(x)}{p!}\right)^{m_{p}}\right\}
$$

where the sum $\sum^{*}$ is the sum over all $n$-tuples of non-negative integers ( $m_{1}, \ldots, m_{n}$ ) that satisfy the constraint $m_{1}+2 m_{2}+3 m_{3}+\cdots+n m_{n}=n$. If we now let $f=\widetilde{W}$ and take $g$ to be the function defined in Sect. 1, then

$$
a_{n}=\frac{\widetilde{W}^{(n)}\left(\zeta_{0}\right)}{n!}, \quad b_{n}=\frac{g^{(n)}(0)}{n!}, \quad c_{n}=\frac{F^{(0)}(0)}{n!}
$$

so that

$$
c_{n}=\sum^{*}\left\{\frac{\left(m_{1}+\cdots+m_{n}\right)!}{m_{1}!m_{2}!\cdots m_{n}!} a_{m_{1}+\cdots+m_{n}} b_{1}^{m_{1}} \cdots b_{n}^{m_{n}}\right\}
$$

which is a finite sum that depends only on the $a_{i}$ and $b_{j}$. Apparently, Faà di Bruno was neither the first to state the formula that bears his name, nor the first to prove it, and for a history of the formula we refer the reader to [8].

## 7 Other Branches of the Lambert Function

In this section we illustrate how the extension of Theorem 1 might be applied to branches of $W$ other than $W_{0}$. In the basic reference [4] for the Lambert $W$ function the authors of [4] introduce a collection of (standardised) branches ..., $W_{-1}, W_{0}, W_{1}, \ldots$ of $W$, and discuss how one can evaluate (or estimate) these branches at a given point. Briefly (we omit the details) these branches are defined by introducing branch cuts along the negative real axis. However, we prefer to illustrate the idea here by applying it to those branches of $W$ that are obtained by introducing branch cuts along the positive real axis. From a topological perspective this seems more desirable since it provides exactly two branches at the branch point $-1 / \mathrm{e}$ of order two. In all of these cases we can compute an explicit formula for the conformal mapping $g$ of $\mathbb{D}$ onto the domain $\widetilde{D}$ of the branch $\widetilde{W}$, but as yet an explicit formula for the Taylor expansion of $\widetilde{W}$ about some point $\widetilde{\zeta}$ (of our choice) of $\widetilde{D}$ does not seem to be available. Thus, in effect, our method only provides an analytic continuation of a Taylor expansion of $\widetilde{W}$ about a point of $\widetilde{D}$ to a series representation of $\widetilde{W}$ that is valid throughout $\widetilde{D}$. In this context, the branch $W_{0}$ is exceptional as we do know the Taylor expansion of $W_{0}$ about the origin.

In order to find branches of $W$, we need the monodromy theorem: if a single-valued analytic function can be continued analytically over all curves in a simply connected region then the resulting function is single-valued in that region ([9]). In the case of the multi-valued function $W$, it is clear that every local branch of $W$ extends univalently to any simply connected domain which does not contain 0 or $\infty$ (the asymptotic values of $E$ ) or the unique critical value $-1 / \mathrm{e}$.


Fig. 6 The domain of $E(z)=z \exp z$

Following the ideas in [4], we partition $\mathbb{C}$ into a collection of mutually disjoint, non-overlapping regions as illustrated in Fig. 6. The curves $\Gamma_{j}, j=-1,1,-2,2, \ldots$, constitute the inverse images under $E$ of the positive real axis with

$$
\lim _{x \rightarrow-\infty, z \in \Gamma_{j}} E(z)=0, \quad \lim _{x \rightarrow+\infty, z \in \Gamma_{j}} E(z)=+\infty .
$$

As before, the curves $\Gamma_{0}^{+}$and $\Gamma_{0}^{-}$(lying above and below the real axis, respectively) are mapped by $E$ onto the segment $(-\infty,-1 / \mathrm{e}]$ of the real axis. Each of the regions $\Omega_{j}, j=-1,1,-2,2, \ldots$ are mapped by $E$ onto the region $\mathbb{C} \backslash[0,+\infty)$ and (exactly as for $\mathcal{C}$ ) it is easy to find a conformal map of $\mathbb{D}$ onto $\mathbb{C} \backslash[0,+\infty)$. We have already discussed the region $\Omega_{0}$ above, so it remains to consider the region $\Omega_{\infty}$ as illustrated in Fig. 6. Now $E$ is a conformal map of the region $\Omega_{\infty}$ onto the complex plane cut along the positive real axis and along the segment $(-\infty,-1 / \mathrm{e}]$; explicitly,

$$
E\left(\Omega_{\infty}\right)=\mathbb{C}_{\infty} \backslash K, \quad K=(-\infty,-1 / E] \cup[0,+\infty) \cup\{\infty\}
$$

and when viewed from the perspective of the extended plane $\mathbb{C}_{\infty}$ this is simply $\mathbb{C}_{\infty}$ with a single cut from 0 , through $\infty$, and on to $-1 / \mathrm{e}$. This region is mapped onto the plane cut along the negative real axis by a suitable Möbius map, and it is now clear
that we can find an explicit formula for a conformal map of $\mathbb{D}$ onto $\mathbb{C}_{\infty} \backslash K$. We leave the details of this argument to the reader. Finally, the analytic and geometric details concerning the curves $\Gamma_{j}$ can be found in a similar manner to the boundary of $\Omega_{0}$ (see Sect. 4), and these details are also left to the reader.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## References

1. Andrews, G.E., Askey, R., Roy, R.: Special Functions, Encyclopedia of Mathematics and Applications, vol. 71. Cambridge University Press, Cambridge (1999)
2. Carathéodory, C.: Theory of Functions of a Complex Variable, vol. II. Chelsea, New York (1960)
3. Corless, R.M., Hare, D.E.G., Jeffrey, D.J.: Unwinding the branches of the Lambert $W$ function. Math. Sci. 21, 1-7 (1996)
4. Corless, R.M., Gonnet, G.H., Hare, D.E.G., Jeffrey, D.J., Knuth, D.E.: On the Lambert $W$ function. Adv. Comput. Math. 5, 329-359 (1966)
5. Corless, R.M., Jeffrey, D.J., Knuth, D.E.: A sequence of series for the Lambert $W$ function. ISSAC, Proc. Intern. Symp. on Symbolic and Algebraic Computation, pp. 197-204 (1997)
6. Eremenko, A.E.: Singularities of inverse functions, Presented at the ICMS conference 'The role of complex analysis in complex dynamics'. http://www.icms.org.uk/downloads/Complex/Eremenko.pdf (2013)
7. Heins, M.: Selected Topics in the Classical Theory of Functions of a Complex Variable, Holt. Rinehart and Winston, New York (1962)
8. Johnson, W.P.: The curious history of Faà di Bruno's formula. Am. Math. Mon. 109, 217-234 (2002)
9. Saks, S., Zygmund, A.: Analytic Functions, 2nd edn. Polish Scientific Publishers, Warsaw (1965)
10. Titchmarsh, E.C.: The Theory of Functions, 2nd edn. Oxford University Press, Oxford (1939)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    $\boxtimes \quad$ A. F. Beardon
    afb@dpmms.cam.ac.uk
    1 Centre for Mathematical Sciences, Wilberforce Road, Cambridge CB3 0WB, UK

