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Facilitating the Use of Optimisation in the Aerodynamic
Design of Axial Compressors

Samuel Tudy Phillips

There is commercial pressure to design axial compressors exhibiting high levels of performance
more quickly. This is despite the performance of these machines approaching an asymptote in
recent years, with further gains becoming increasingly di�cult to achieve. One tool that can
be used to help is optimisation, e�ectively harnessing the speed of computational analysis to
accelerate the design process and unlock additional performance improvements. The greatest
potential for optimisation exists at the preliminary design stage, however, current methodologies
struggle when applied at this early point in the design process due to inadequate problem
formulations, an inability to fulfil the role of enhancing designer understanding and a lack of
high-fidelity analysis due to computational cost. The goal of this thesis is to facilitate the use
of optimisation in the preliminary aerodynamic design of axial compressors by developing an
improved methodology that overcomes these limitations.

The multiple dominance relations (MDR) formulation enables a larger number of performance
parameters to be incorporated in a way that accurately reflects the desires of the designer. This
is implemented within a Tabu Search (TS) that is capable of providing interpretable design
development information to enhance designer understanding. The combined MDRTS algorithm,
overcoming the limitations associated with formulation and understanding, outperforms existing
methods when applied to analytic, aerofoil and six-stage axial compressor test cases, generating
computational savings of up to 80%.

Multi-fidelity techniques are used to accelerate the search by conducting analysis on a
“need-to-know” basis. Computational savings of over 70% are observed compared to the single-
fidelity version of the algorithm across the analytic, aerofoil and six-stage axial compressor
test cases, enabling high-fidelity analysis to be employed in a computationally e�cient manner.
The resultant methodology represents a novel and inherently flexible multi-level multi-fidelity
optimisation technique.

Application to an N-stage axial compressor test case, in which the optimiser is given control
over the number of stages in the machine, demonstrates the capabilities of the accelerated
MDRTS approach. The complex design space is e�ectively navigated, generating computational
savings of over 90% compared to existing methodologies and producing designs that are
more likely to be of interest to the designer. Interpretable design development information is
also provided for this problem to enhance designer understanding. These results show that
the improved methodology successfully facilitates the use of optimisation in the preliminary
aerodynamic design of axial compressors, overcoming the problems associated with formulation,
understanding and speed that limit existing approaches.





“And whatever you do, whether in word or deed,
do it all in the name of the Lord Jesus,

giving thanks to God the Father through him.”

Colossians 3:17
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Chapter 1

Introduction

Axial compressors are one of the key components in gas turbines employed across the world
to generate electricity and power commercial aircraft. Situated towards the front of the
engine, their task is to raise the pressure of the working fluid in preparation for combustion.
According to UK government data [54], industrial gas turbines similar to that depicted in the
lower half of Figure 1.1 produced over 40% of the electricity consumed across the country in
2019. Meanwhile, there are approximately 27,500 commercial aircraft operating worldwide
each of which is powered by two or more turbofans similar to the upper half of Figure 1.1
[40].
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FIG. 1.16 Comparison between turbofan and industrial versions of Rf Trent (courtesy Rolls-Royce pie) 
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Fig. 1.1 Cross-section of a Rolls-Royce Trent engine in aero (upper) and gas turbine (lower)
configurations [210].

In the absence of significant advances in renewable technology or investment in new
nuclear power plants it is likely that gas turbines will continue to play an important role
in electricity generation both in the UK and abroad for the foreseeable future. In aviation,
the two major manufacturers, Airbus and Boeing, forecast a market for around 40,000 new
aircraft over the next 20 years [2, 227]. The majority of these are likely to rely on gas turbines,
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Introduction

and by extension axial compressors, for their propulsion, either directly or as part of hybrid
configurations [3]. The design of good axial compressors therefore remains an important
topic for engineering research, as it has been for over a century [106].

The performance of these turbomachinery components has approached an asymptote
in recent years, with further improvements becoming increasingly difficult to achieve [237].
Despite this challenge there is continued commercial pressure for designs exhibiting high levels
of performance to be delivered more quickly [53, 92]. According to Molinari and Dawes [176]
the analysis techniques available to axial compressor designers seeking these improvements
are sufficient; it is the design process itself that requires attention if the goal of increased
performance in reduced design cycle time is to be achieved.

Gallimore [76] splits the axial compressor design process into four stages, shown in Figure
1.2. During preliminary design a wide-ranging search is conducted for machines that meet
the design requirements, with key features of the compressor determined, such as mass flow
rate, rotational speed and the number of stages. The most promising candidates advance to
the throughflow stage where a more detailed view of the compressor is adopted, taking into
account radial variations in the flow. With the configuration and annulus geometry set, the
latter stages of the design process focus on the blading, with two-dimensional section design
followed by further three-dimensional alterations.

Preliminary 
Design

Throughflow 
Design

2D Blade  
Design

3D Blade  
Design

Fig. 1.2 The axial compressor design process [76].

One of the tools used in attempts to improve this design process over the past two
decades has been optimisation. By removing designers from the tedious and time-consuming
trial-and-error loop these automated routines enable many more designs to be considered than
would be possible using traditional human-driven methods [186]. Efficient search algorithms
are capable of unlocking previously untapped areas of the design space potentially leading to
performance improvements [129].

Most applications of optimisation to the design of axial compressors have focussed on
the detailed design stage [156], altering and improving specific aspects of a machine such
as the shape of the blades (e.g. [118]) or endwalls (e.g. [134]). This is despite the fact that
around 80% of the final performance of a machine is locked in during preliminary design [214].
In fact, according to Gallimore [76], no amount of optimisation later in the design process
can overcome errors made at the preliminary stage. There is potential, therefore, for large
performance improvements to be realised if the benefits of optimisation can be effectively
harnessed at this early point in the design process.
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Several authors have recognised this potential and applied optimisation to the preliminary
design of axial compressors (e.g. [82, 115, 130, 193]). However, Li and Zheng [156], in their
review of turbomachinery optimisation, suggest that there is room for improvement, outlining
several factors limiting current methodologies when applied to this complex problem. These
include:

• Inadequate problem formulations

• A lack of physical understanding

• Unacceptable computational expense

Firstly, Li and Zheng suggest that the problem formulations utilised by current methods
are unable to adequately represent the true desires of the designer. When designing axial
compressors numerous performance parameters exist that are relevant to the problem,
particularly at the preliminary stage [238], and formulating these into a problem statement
that accurately reflects what the designer actually wants from an optimisation can be
challenging. Li and Zheng conclude that current approaches, relying on combinations of
objectives and constraints, are unable to generate sufficient problem definitions, restricting
the utility of the results they produce.

Secondly, there appear to be problems associated with a lack of physical understanding
on the part of axial compressor designers. In mentioning this limitation Li and Zheng are
primarily concerned with the impact this has on the effective choice of parameterisations
and goals for optimisation schemes. However, Denton and Dawes [51, 53] note that physical
understanding is also important when attempting to justify designs produced by an automated
search. Without comprehensive explanations for the performance improvements achieved
industrial experience suggests that engineers will be unlikely to trust designs generated by
computerised algorithms [14, 214]. Optimisation is also used to explore the design space,
helping the designer to gain physical insight into the problem under investigation [184, 240].
Discussing the history of turbomachinery aerodynamics, Cumpsty and Greitzer [43] state
that “machines produce ideas just as surely as ideas produce machines”. This sentiment
appears equally applicable to optimisation, with the automated routines also producing
ideas just as surely as they produce machines. To facilitate the use of optimisation in the
axial compressor design process algorithms need to be fully equipped to enhance designer
understanding, assisting with the justification of the final designs produced and potentially
generating ideas through improved physical insight.

Thirdly, there is the problem of computational cost. According to Shahpar [214] speed is
often a deciding factor when choosing whether or not to employ optimisation in an industrial
setting. The recursive nature of optimisation algorithms means that numerous calls are
made to analysis codes, often leading to long runtimes that could potentially delay the
design process rather than accelerate it [53]. One way around this problem might be to use
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computationally cheap analysis techniques. However, this could result in fruitful areas of
design space being missed due to a lack of modelling fidelity and may also promote designs
with flaws that are only discovered when more accurate analysis is employed later in the
design process [28]. By this stage remedial action is likely to be both expensive and time
consuming, if it is possible at all [76]. Li and Zheng [156] suggest that the only way to
produce meaningful optimisation results is through the use of high-fidelity analysis tools. The
computational cost associated with employing these more accurate techniques is particularly
high at the preliminary design stage where analysis of entire machines is required. Methods
for accelerating high-fidelity optimisation, well established in the wider design optimisation
literature, will therefore need to be applied to facilitate the use of any new axial compressor
optimisation methodology in an industrial setting.

In addition to the three limitations discussed above, Li and Zheng [156] also highlight the
need to consider manufacturing uncertainties in optimisation problems. These uncertainties
can cause the actual performance of a final machine to be worse than that predicted by the
optimisation routine used to develop it. Accounting for uncertainties can lead to robust
designs that are more likely to satisfy the design requirements when constructed. However,
incorporating stochastic elements adds to both the computational expense and complexity of
an optimisation.

In contrast to the problems associated with formulation, understanding and speed dis-
cussed above, optimisation under uncertainty has received a lot of attention in the research
community. Recent reviews by Chatterjee et al. [32] and Moustapha and Sudret [177] discuss
several techniques that efficiently incorporate uncertainties to improve both the robustness
and the reliability of designs produced by optimisation algorithms. This thesis therefore
focuses on the alternative problem areas of formulation, understanding and speed, as it is
believed that these offer the greatest potential for improvement compared to current methods.

In summary, to facilitate the use of optimisation in the preliminary design of axial
compressors an improved methodology is required that addresses problems associated with
formulation, understanding and speed. The primary goal of this thesis, therefore, is to develop
and assess a new optimisation approach that fulfils the following criteria:

• Is capable of efficiently handling a large number of performance parameters, using a
problem formulation that accurately reflects the desires of the designer.

• Is fully equipped for the role of enhancing designer understanding.

• Is computationally efficient, making minimal use of expensive high-fidelity analysis runs
whilst retaining sufficient accuracy to ensure that the results produced are useful.

For the avoidance of doubt, the aim of this thesis is not to develop improved axial
compressors or suggest alterations to the configuration or design of these complex machines.
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Instead the goal is to improve the design process by introducing a new methodology that
facilitates the use of optimisation, potentially enabling designers to generate performance
improvements. The experiments undertaken therefore primarily assess the performance of
the optimisation algorithms themselves rather than the machines produced.

To begin the development process it is first necessary to understand what makes axial
compressor design such a challenging problem. Therefore, in Chapter 2 the traditional
design process for these machines is introduced in more detail, along with the role played by
optimisation routines. A review of previous applications of optimisation at the different stages
of the design process is also conducted. Attention then turns, in Chapter 3, to the wider
body of aerospace design optimisation literature in search of potential donor techniques that
could be used to overcome the limitations of existing approaches associated with formulation,
understanding and speed.

An initial methodology addressing the first two of these concerns is implemented and
developed in Chapters 4 and 5, with performance compared to existing approaches in Chapter
6 using an aerofoil test case. The ability of the new technique to overcome the limitations
associated with formulation and understanding when applied to the preliminary design
optimisation of axial compressors is assessed using a six-stage test case in Chapter 7, again
through comparisons to existing methodologies. Chapter 8 is dedicated to accelerating the
resultant algorithm, addressing the final problem of speed. The new methodology facilitating
the use of optimisation in the preliminary aerodynamic design of axial compressors is further
assessed in Chapter 9 through application to an N-stage axial compressor problem in which
the optimiser is given full authority over the compressor geometry and configuration, including
the number of stages. Finally, Chapter 10 concludes the thesis by evaluating the approach
against the criteria set out above and suggesting potential avenues for further research.
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Chapter 2

Axial Compressors and Design
Optimisation

To facilitate the use of optimisation in the aerodynamic design of axial compressors it is first
necessary to understand what makes designing these machines so difficult and the assistive role
that can be played by optimisation. This chapter begins by outlining how axial compressors
work before describing the traditional design process and computational analysis tools used
in their development. An introduction to design optimisation follows, covering the role it
plays in the design process, some of the different search algorithms available and the types
of problem they can be applied to. These strands are combined in the latter stages of the
chapter with previous applications of optimisation to the design of axial compressors reviewed.
This highlights the need for improvement in the areas of formulation, understanding and
speed, with the main goal of the thesis being to develop a new methodology addressing these
concerns.

2.1 Axial Compressors

As discussed in the previous chapter, axial compressors are one of the main components in gas
turbines. Their role, as the name suggests, is to compress the working fluid, raising pressure
and temperature in preparation for combustion and subsequent energy extraction. In axial
compressors flow is parallel to the axis of rotation, in contrast to radial machines that exploit
centrifugal effects to achieve larger pressure rises at the expense of efficiency. Whilst the first
jet powered aircraft did utilise these centrifugal compressors, attention quickly turned to
axial machines due to their potential for higher overall pressure ratios, higher efficiencies and
a reduced cross-sectional area for a given mass flow rate [176, 210].
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Fig. 2.1 Schematic of a four-stage axial compressor.

2.1.1 Basic Operation

Figure 2.1 shows a meridional view of a typical axial compressor. It is annular in shape, with
the flow area decreasing towards the rear of the machine to ensure that the axial component
of the fluid velocity remains roughly constant as the density increases.

Compression is achieved through interaction of the flow with a series of aerodynamically
shaped blades arranged in rows. These rows work in pairs known as stages, with the first row
in each stage rotating and the second stationary. The rotating row, referred to as the rotor,
does work on the fluid, adding to the circumferential component of velocity. This additional
swirl is removed by the stationary row, the stator, transferring the kinetic energy to static
pressure. Both of these processes are diffusive relative to the blades, meaning the flow is at
risk of separating if any single row is overworked. This limits the pressure ratio achievable
using a single stage to being O(1.2–1.5). If higher pressure ratios are desired several stages
must be concatenated, with the flow leaving the stator of one stage becoming the input to
the rotor of the next. The resultant multi-stage machines are complex with alterations made
to one stage impacting the flow passing through the rest of the compressor.

One problem faced by multi-stage machines occurs when the rotational speed falls below
the design value, as must happen during start-up when the compressor is accelerated from
rest. The lower rotational speed reduces the amount of kinetic energy imparted to the flow
by the rotors, lowering the amount of diffusion and leading to a reduction in the density of
the flow though the machine. This results in higher velocities in the rear stages, with the
flow approaching the blades in these rows at a lower incidence angle than they were designed
for. These blade passages eventually become choked, restricting the mass flow rate through
the front stages. The incidence angle for the front rows increases, ultimately leading to the
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flow separating from the blades in a phenomenon known as stall. If the rotational speed of
the compressor increases beyond the design value then the opposite occurs, with the front
stages choking and the latter becoming more likely to experience flow instabilities.

There are three main approaches to ensure safe and reliable operation when the rotational
speed departs from the design value. These may be used in isolation or, as is the case in
most modern aircraft engines, in combination.

The first is to reduce the flow rate through the rear stages by bleeding off some of the
working fluid part way along the compressor. The lowered flow rate delays the onset of
choke in the rear stages and allows increased flow velocities in the front regions, reducing the
likelihood of stall occurring when the rotational speed falls below the design value.

The second method addresses the incidence angles by introducing variable guide vanes at
the compressor inlet or allowing the stators themselves to rotate about a radial axis. Angling
these blades away from the axial direction decreases the flow rate for a given speed, again
delaying stall in the front stages and choke in the latter. Walsh and Fletcher [238] suggest
that one row of variable stator vanes is required for every additional stage beyond five to
maintain satisfactory part-speed performance.

Another way to redress the incidence angles of the flow relative to the blades would be
to increase the rotational speed of the last stage and decrease the rotational speed of the
first. With a single compressor this is impossible, but when high pressure ratios are desired
the compression can be split between multiple machines, each with a reduced number of
stages, rotating at a speed that is more appropriate for the conditions being faced. This
approach results in multi-spool architectures, with each compressor driven by a separate
turbine. Multi-spool configurations are particularly important for the turbofan engines used
in commercial aviation due to the low rotational speeds necessitated by the large diameter
of the propulsive fan. An example of a three-spool layout can be seen in Figure 1.1, where
compression is split between a fan, an intermediate pressure compressor (IPC) and a high
pressure compressor (HPC).

Further detail of the physics that underpins axial compressor operation can be found in
several textbooks [6, 42, 210, 238], whilst the historical development of these machines has
been charted by Cumpsty and Greitzer [43] and Molinari and Dawes [176].

2.1.2 Traditional Design Process

The traditional design process for axial compressors, as outlined in the previous chapter,
consists of four key stages: preliminary design, throughflow design, two-dimensional blade
design and three-dimensional blade design [76, 176]. At the preliminary stage the basic
outline of the compressor is determined. The number of stages and the number of blades in
each row are selected, with the geometry of the hub and casing contours also defined along
with the axial location of the different stages. Some of these attributes, in particular the hub

9



Axial Compressors and Design Optimisation

and casing contours, are refined during throughflow design, whilst the latter two phases are
primarily concerned with the detailed design of the blade shapes.

Preliminary design has a significant impact on the final performance of a machine [57, 214],
with several key attributes of the compressor being fixed at this early stage. Gallimore [76]
emphasises the importance of getting these decisions right, warning that even large alterations
to the blade shape in the latter stages of the design process cannot overcome fundamental
problems associated with poor choices made at the preliminary stage. Unfortunately, making
good choices when designing axial compressors is difficult, with Holt and Bassler [104]
suggesting that they are more challenging to design than any other gas turbine component.

One reason for this is the large number of variables that affect the geometry. These range
from machine-level parameters, such as the number of stages, to detailed aspects like the
shape of individual blades. Complex interdependencies exist between different parameters
and it can be difficult for human designers to explore the full extent of these within acceptable
timeframes. As will be seen later in this chapter, automated optimisation routines can enable
more thorough exploration of these relationships.

As well as the large number of variables, there are also several aspects of performance for
a compressor designer to consider. The most obvious are efficiency, either isentropic, ηs, or
polytropic, ηp, the latter of which is used throughout this thesis, and overall pressure ratio,
PR, with one of the main goals being to produce a sufficient pressure rise as efficiently as
possible.

However, additional performance attributes exist that need to be taken into account. As
discussed in the previous section, the stability of axial compressors can be a significant problem.
Flow through the machines is moving against an adverse pressure gradient, increasing the
likelihood of separation and subsequent deterioration of the internal flow structures. The
resultant instability primarily occurs in two forms, rotating stall and surge, both of which
negatively impact compressor performance and potentially cause lasting damage to the
machine1. The designer therefore needs to ensure that the compressor is operating with a
sufficient buffer before the onset of either rotating stall or surge. The most common measure
of this buffer is the surge margin, SM , defined mathematically in Equation 2.1.

SM = PRstall − PRdesign

PRdesign
× 100% (2.1)

As well as the SM of the machine as a whole, the designer also needs to consider
the diffusion across individual blades, ensuring it is within acceptable limits for each row.
Empirical measures are often used for this purpose, with two of the most common being the
de Haller number [47], DH, and the diffusion factor [157], DF . These were developed in the
early 1950s using experimental wind tunnel data. The former is calculated as the ratio of

1For detailed descriptions of these phenomena see Cumpsty [42]

10



2.1 Axial Compressors

the flow velocities relative to the blade at the outlet and inlet of each row, with diffusion
levels deemed acceptable when the value is greater than 0.72. The latter is a more complex
relationship accounting for the effect of spacing between blades on the peak flow velocity at
their surface, with values below 0.6 indicating suitable blade loading.

The designer must also acknowledge that the compressor forms only part of an overall
engine. One area this consideration affects is the exit of the compressor, where the Mach
number, Mexit, and flow angle, αexit, need to be sufficiently small to avoid excessive losses
being incurred in downstream components [238].

The numerous performance parameters discussed in the previous paragraphs arise from
a purely aerodynamic consideration of the axial compressor design problem. There are
also important mechanical and material factors that need to be taken into account if the
final machine is to work successfully and efficiently. For the purposes of this thesis axial
compressor design is considered from an aerodynamic standpoint alone in order to maintain
tractability, with further disciplines taken into account through heuristic limits on certain
design attributes.

2.1.3 Computational Analysis

The tools available to assess performance are important in any engineering design process.
The analysis techniques most commonly employed by axial compressor designers fall into
three categories varying in fidelity and computational cost. Fidelity in this sense refers to
the accuracy of a model [69] or the degree to which it represents the real-world phenomena
of interest [27].

2.1.3.1 Meanline Methods

The computationally cheapest tools are so-called meanline analysis codes. These employ
analytic solution of the Euler work equation in combination with empirical loss models to
generate performance predictions based on a limited amount of information about a design
[6, 210]. Typical data requirements include a mean radius for each stage, the blade angles at
this radius, and details relating to the inlet conditions and rotational speed.

Whilst seemingly lacking in physical realism, the use of empirical loss models allows
these methods to implicitly incorporate a large amount of historical experience. Accurate
predictions can be produced and, perhaps more importantly, the results are trusted by
seasoned designers [29, 176]. Meanline approaches are also quick, with a single analysis taking
less than a second to complete on a modern workstation. This speed enables a large number
of potential designs to be assessed in a relatively short period of time, making meanline codes
a popular choice at the preliminary design stage.

A limitation of meanline methods is their inability to produce reliable performance
predictions when applied to novel designs. The use of empirical loss models means accuracy
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can only be assured when the machines being analysed are similar to those used to generate
the experimental data. In this thesis, where the focus is on facilitating the use of optimisation
in the design process rather than improving axial compressors themselves, conventional
machines are considered, reducing the impact of this limitation.

2.1.3.2 Throughflow Methods

At the next level up in terms of fidelity and computational cost are throughflow analysis
codes. These extend meanline methods by introducing radial equilibrium, with the full extent
of the compressor being considered from hub to casing. This allows important endwall effects
to be taken into account, resulting in more accurate modelling of compressor performance
compared to meanline methods. Throughflow approaches, like their meanline counterparts,
often rely on empirical correlations for accurate performance predictions.

Due to their consideration of a greater extent of the compressor geometry, being two-
rather than one-dimensional, throughflow methods are computationally more expensive than
meanline approaches. They have therefore traditionally been employed at the second stage
of the design process [76].

2.1.3.3 Computational Fluid Dynamics

The highest-fidelity analysis currently employed routinely in axial compressor design is solution
of the Reynolds-Averaged Navier-Stokes (RANS) equations using purpose-built computational
fluid dynamics (CFD) packages. These require a detailed geometric representation of the
entire compressor to build a mesh on which to carry out the analysis. The accuracy and
computational expense of CFD approaches depends on the quality and fineness of this mesh
as well as the efficiency of the solver employed.

Computational cost initially limited these simulations to small regions of a machine, such
as single blade passages [53], however advances in recent years have made RANS analysis of
entire multi-stage compressors feasible [52]. Conducting three-dimensional CFD ensures that
important secondary flow effects are accounted for and provides the most accurate and reliable
measure of compressor performance before resorting to more complex and computationally
expensive large-eddy or direct numerical simulations or physical experiments.

2.1.3.4 Accuracy and Academia

Whilst the analysis codes discussed in this section are established tools for use in the axial
compressor design process, they are not infallible. Denton [51] warns that the exact numerical
results of computational analysis should be treated with caution, as they rely heavily upon
any loss or turbulence models employed within the solver. However, they can be used reliably
on a comparative basis, assessing relative changes in performance between designs [51, 76]. It
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is this comparative capability that is of most concern when seeking to utilise analysis codes
within optimisation schemes, as is the case in this thesis.

Another limitation that is particularly applicable to compressor design is a lack of
robustness. Baert et al. [10] highlight the regularity with which axial compressor analysis codes
fail to converge, with a large number of design variable combinations also generating physically
infeasible geometries. Any routine utilising computational analysis of axial compressors needs
to account for this lack of robustness.

Finally, problems arise due to this research being conducted without an industrial partner.
Day [46], discussing the prediction of surge behaviour, noted that the academic community
lags several years behind industry when it comes to turbomachinery research due to the
proprietary nature of a lot of information. This extends to analysis tools, with each of
the major manufacturers using in-house solvers whose capabilities exceed those of the open
source methods available to researchers working in academia. A move against this trend
has recently been made by Denton [52] who issued the public release of a turbomachinery
analysis system featuring meanline, throughflow and RANS analysis codes. These tools are
employed throughout this thesis, representing the first use of exclusively open source analysis
methods in the preliminary design optimisation of axial compressors known to the author.
Whilst the exact numerical data may suffer due to the use of open source codes, the lack of
industrial partnership does allow freedom in the presentation and discussion of results.

2.2 Design Optimisation

The complex nature of the axial compressor design process means there is potential for
optimisation routines to have a beneficial impact. These methods are introduced in the
following pages. Their role in the design process is discussed along with some of the different
search algorithms that are available and the types of problem they can be applied to.

2.2.1 The Basics

Optimisation requires three components: a parameterisation, a method for predicting perfor-
mance and a search algorithm. The parameterisation summarises the design in question, with
alterations to variables within this parameterisation producing new candidate geometries.
These are assessed using the method for performance prediction, with the results used by
the search algorithm to inform further changes to the variables within the parameterisation.
After several iterations this optimisation loop, shown schematically in Figure 2.2, should
produce final designs that exhibit improved performance compared to the starting points.
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Fig. 2.2 A basic optimisation loop.

2.2.2 Role in the Design Process

Optimisation does not replace the human designer [112], and in practice is not used to
seek designs that are optimal in any sense [38]. Instead it is a tool that enables systematic
exploration of the design space, providing opportunities to learn about the interdependencies
between different parameters [129, 171]. Whilst the designer is not replaced, they are removed
from the trial-and-error loop, allowing them to focus on the more creative aspects of design
such as specifying goals and interpreting results [112, 186, 233]. The speed of computational
analysis allows many more designs to be considered than would be possible using manual
procedures [186], resulting in regions of the design space being visited that may otherwise
have been unreachable or overlooked [104]. As part of this exploratory role it is useful if
optimisation algorithms can provide information about the design space to the designer,
enhancing their understanding of the underlying problem. This is particularly important
during the initial design stages [138], with improved knowledge enabling better decisions to
be made [184]. The role of enhancing designer understanding becomes more important as
optimisation is applied to increasingly complex problems [9].

With all of these potential benefits there is a risk of optimisation being viewed as a
silver bullet. However, Denton and Dawes [53] advise caution when applying optimisation
methodologies. The iterative nature of the loop shown in Figure 2.2 results in several analyses
being required for progress to be made. Without a sufficient parameterisation or search
algorithm many of these analyses may be unnecessary, ultimately resulting in a significant
amount of time being wasted that could have been spent advancing the design process.
Optimisation does have potential and has been applied effectively to a number of problems.
However, effort is required to ensure that the most efficient use of computational resources is
made at all times.

2.2.3 Single-Objective and Trade-Off Scenarios

Optimisation is commonly applied in two main scenarios. The first seeks to improve a
single quantity of interest, resulting in a sole design exhibiting the best value of the selected

14



2.2 Design Optimisation

performance parameter. The second investigates a trade-off, with multiple quantities of
interest considered and the optimiser tasked with finding a range of designs that perform
well in terms of each of them. These trade-off studies are often employed during the early
stages of the design process.

An important concept for the latter scenario is Pareto dominance. Under this criterion
design A is only considered to be better than design B if it is at least as good in terms of
all of the quantities of interest, and better in at least one. If this is the case then A is said
to dominate B. If, however, some quantities are better in A but others are better in B then
neither design dominates; they are said to be non-dominated. An optimiser conducting a
trade-off study attempts to find the set of non-dominated designs using this rule of Pareto
dominance. The non-dominated set is often referred to as a Pareto front or trade-off curve
and these terms are used interchangeably throughout this thesis.

2.2.4 Search Algorithms

Several search algorithms have been developed to make progress on optimisation problems.
These can be split into two families: gradient methods and global heuristics.

Gradient methods use sensitivity information to find the optimum that is closest to the
starting design. They can do this efficiently if second order information is readily available,
but otherwise must resort to potentially expensive finite differencing to calculate gradients.
Popular algorithms in this category include SLSQP and SNOPT, both of which have seen
renewed interest in recent years following the introduction of the adjoint approach that
enables sensitivity information to be calculated at the cost of just one additional function
evaluation irrespective of the number of design variables [111].

Despite their efficiency, gradient methods are limited to single-objective problems and
must therefore employ weighted aggregate objective functions if the designer wishes to improve
multiple quantities of interest in a single optimisation. There is also no guarantee that the
design found will be the global optimum, as better designs might have been found by starting
from a point elsewhere in the design space.

This is where global heuristics have a distinct advantage. These methods lack the
rigorous convergence properties of gradient methods but have been shown to provide a wider
exploration of the design space, increasing the likelihood of finding the global optimum rather
than just the best design that is close to whatever happened to be the starting point.

Among the most popular global heuristics are Genetic Algorithms (GAs) and Particle
Swarm Optimisations (PSOs). The former start with a population of designs and mimic
evolutionary processes to generate new points. This involves breeding the best members of
the population by combining their design attributes, as well as randomly mutating certain
features in search of further performance enhancements. The GA that has been applied most
widely is NSGA-II developed by Deb et al. [48].
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PSO similarly starts with a population of designs, known as particles, with each simulating
the behaviour of an insect in a swarm. Particles have a velocity and direction of travel that
are updated based on information such as the best design found by that particle so far and
the best design found overall. The velocity and direction are used to move to a new design
which can be analysed. As with GAs, PSOs have no provable convergence properties but
have been shown to be effective when applied to a number of problems [35].

The final heuristic mentioned here is Tabu Search (TS), originally developed by Glover
and Laguna [88]. In contrast to GAs and PSO, TS is not a nature-inspired algorithm. Instead,
new designs are generated using a pattern search, with one variable changed at a time by
a small amount known as the step size. This allows the optimiser to move through the
design space in an ordered manner, making small changes to the design vector between each
analysed point. TS uses memory to enhance this basic searching technique. The short term
memory (STM) prevents the optimiser from returning to previously visited points, rendering
them “tabu”, enabling the search to climb out of local minima. A medium term memory
(MTM) stores the best points visited during the search and a long term memory (LTM)
contains all designs found by the optimiser. Both of these memories are used to reinvigorate
the search after a set number of moves without improvement through procedures known as
intensification and diversification. The optimisation can also be restarted with a reduced
step size in order to refine good designs already found.

Due to handling just a single design, as opposed to a population, TS lacks some of the
explorative capabilities of the other global heuristics. It is also devoid of the rigorous
convergence guarantees that bolster gradient-based approaches. However, the ordered
progression through design space enables this algorithm to navigate even the most complex
design spaces [110], with particular effectiveness demonstrated when applied to the design of
axial compressors [82, 115, 137].

Each of these algorithms have benefits and drawbacks, and the best method to employ is
likely to be problem dependent [129]. The suitability of each algorithm for the preliminary
design of axial compressors is discussed in the following chapter, paying particular attention
to the ability of the optimiser to fulfil the role of enhancing designer understanding.

2.2.5 Multiple Operating Points, Multiple Disciplines and Uncertainty

In the simplest form of optimisation the performance of each design is considered at a single,
deterministic operating point according to one discipline. However, it has been recognised
that this approach fails to adequately represent the full range of factors that need to be taken
into account during a real design process [129].

Firstly, any final design is likely to face many different conditions when operated in the real
world. Optimising for a single operating point, even if it is the one that is expected to occur
most commonly, may lead to a design that is over-specialised, resulting in poor performance
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or even failure at other operating conditions [149, 228]. Secondly, the performance of a
design is likely to be effected by more than one discipline, with interactions between different
disciplines often being important [234]. Failing to account for these interactions during
an optimisation may lead to improvement opportunities being missed. Finally, the real
world is not deterministic, with any engineered product facing uncertainty both in how
it is manufactured and the operating conditions it faces. Without taking these uncertain
parameters into account the true performance of a final design may fall significantly below
that predicted by the optimisation scheme used to produce it [129].

Optimisation methodologies have been developed for each of these scenarios. Multipoint
methods consider the performance of designs at several operating points, leading to improved
performance across the entire operational envelope [149, 228, 242]. Multidisciplinary Design
Optimisation (MDO) incorporates analysis from several disciplines into the performance
assessment of different designs, accounting for interactions between these disciplines and
potentially unlocking synergistic performance improvements [168]. Optimisation under
uncertainty, meanwhile, can lead to robust final designs that are more likely to produce the
predicted levels of performance when assembled and operated in the non-deterministic real
world [32, 177].

Whilst each of these approaches make the results of an optimisation more effective and
useful, they also add to the complexity and computational cost. Later in this chapter, and
more so in the following one, it is shown that current optimisation methodologies are limited
when applied to the preliminary design of axial compressors due to problems associated with
formulation, understanding and speed. It is only once these factors have been addressed that
extensions accounting for multiple operating points, multiple disciplines and uncertainty can
be considered. This thesis therefore focusses on overcoming the basic problems of formulation,
understanding and speed using single-point, single-discipline, deterministic optimisation
scenarios.

2.3 Review of Axial Compressor Design Optimisation

Having introduced the two topics separately, previous applications of optimisation to the
design of axial compressors are reviewed in this section. The gaps in capability outlined in
Chapter 1 are highlighted, with the discussion also providing context as the first steps are
made towards developing an improved methodology to facilitate the use of optimisation in
axial compressor design in later chapters. The review is organised by the design stage at
which optimisation is applied, with a further section covering relevant work conducted in the
wider turbomachinery field.
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2.3.1 Preliminary Design Stage

Among the earliest applications of optimisation to the preliminary design of axial compressors
appears in the work of Hearsey [100]. Using a throughflow analysis code, Hearsey improved
the ηp of a 10-stage compressor by varying parameters including the stage pressure ratios,
flow velocities, blade solidities and the radius of the hub. Similar early work was carried out
by Holt and Bassler [104], optimising a smaller two-stage machine using a meanline code,
and Tuccillo [231], who varied the hub and casing radii, blade inlet angles and deflections by
hand to increase ηp.

Whilst most of these initial studies, along with work by Júnior [121], were limited to
raising ηp and treating other parameters using constraints, Massardo and Satta [169] noted
the importance of trade-off studies at the preliminary stage. Optimising a single-stage
compressor using meanline analysis, these authors employed a weighted combination of ηp,
SM and the mass of the machine as the objective function, taking more factors into account
when comparing different designs. This work was continued at a later date by Maleki [164].

Jeshke et al. [117], meanwhile, developed a gas turbine design system known as MOPEDS
(MOdular Performance and Engine Design System) and used it to conduct meanline optimisa-
tion of a 10-stage HPC. The approach was limited to just three design variables (radius ratio
at the compressor exit, rotational speed and number of stages) and used a weighted sum of
the specific fuel consumption, the number of blades and the mass of the disks as the objective
function. Moving away from weighted aggregate methods, Oyama and Liou [181] conducted
a Pareto-based multi-objective optimisation of a four-stage axial compressor, maximising ηp

and PR using a throughflow analysis code and an evolutionary search algorithm.
Ghisu et al. [81] compared a gradient method to a TS routine for the multi-objective

optimisation of a seven-stage machine using a meanline code. With ηp and SM selected as
objectives the TS was found to be superior due to the ability to extract a trade-off curve in a
single run. The gradient method, in contrast, required several separate optimisations to be
carried out to generate the Pareto front, resulting in greater computational expense overall.
Taghavi-Zenouz and Afzali [225] also indicated that gradient-based approaches may not be
the best choice for these preliminary studies due to the non-linearity inherent to the problem.

Further examples of optimisation being used at the preliminary design stage include
work by Siller et al. [216], who altered the hub and casing contours and blade profiles of a
single-stage compressor simultaneously, and Park et al. [185], who optimised a three-stage low
pressure compressor using an enhanced meanline code. In more recent work, He et al. [99]
conducted a meanline optimisation of a five-stage compressor using ηp and SM as objectives.

As well as realising the importance of taking multiple performance parameters into
account, other authors, such as Panchenko et al. [183], Jarrett et al. [114] and Turner et al.
[232], incorporated multiple disciplines into their optimisation studies, including stress testing
and mechanical analysis alongside aerodynamic considerations. Dorca-Luque and Perrot [56]
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coupled meanline aerodynamic analysis with structural and stability codes in the optimisation
of a two-stage machine. In this work the authors were limited by an inability to handle all of
the quantities of interest in a single problem formulation. A somewhat convoluted three-step
procedure was undertaken consisting of a single-objective PR optimisation, followed by
a two-objective SM and cost trade-off study, before a final three-objective optimisation
maximising PR and ηp and minimising cost.

Similar problems were faced by Keskin and Bestle [130] when conducting preliminary
design optimisation of a nine-stage compressor using a meanline analysis code. Having
replaced human design procedures with automated methods the authors resorted to what
was openly referred to as a “compromise method” due to the inefficiency of the optimisation
approach when attempting to handle a large number of objectives. The compromise involved
selecting one performance parameter as the objective and carrying out several optimisations
with different limits for the other quantities of interest to observe the impact on the final
designs produced.

This need for multi-step procedures and compromise methods demonstrates a limitation
of the problem formulations being used. It is expected that improved final designs could be
produced at a lower computational cost if all of the desires expressed in the different steps
could be accommodated within a single optimisation run.

As well as being unable to handle the large number of potential objectives, other authors
have found preliminary optimisations to be hampered by certain constraints imposed upon
them. Bell et al. [15] noted the existence of so-called “process-intrinsic” constraints that
are particularly limiting and exist purely as a result of the decomposition of the problem.
This type of constraint often appears at the interface with other components, such as the
the compressor exit where Mexit is limited to avoid excessive pressure losses downstream.
Bell et al. demonstrated that performance improvements could be achieved by relaxing these
process-intrinsic constraints.

Jarrett et al. [116] attempted an alternative approach, removing the interface constraints
by incorporating larger swathes of the gas turbine into a single optimisation routine. The
integrated method was extended in the work of Ghisu et al. [79, 82, 83] resulting in an optimi-
sation system comprising the IPC and HPC from a three-spool gas turbine. Although limited
to using meanline analysis codes due to computational expense, the authors demonstrated
the benefits of this integrated approach compared to a more traditional segregated method.
Non-deterministic elements were also incorporated into this framework [84], with robust
optimisation conducted using polynomial chaos expansions to propagate the uncertainties.

Jarrett and Ghisu [113, 115] sought to increase the analysis fidelity of this integrated ap-
proach. High-fidelity RANS analysis was successfully applied through the use of a trust-region
model management framework [37], with computationally cheaper performance predictions
provided by a meanline code accelerating the optimisation. In the later work [115] the
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authors discussed how the design process could be improved by exiting the refinement phase
early, conducting further exploration of the design space to seek step-changes in performance
rather than being satisfied with marginal gains. Eastwood et al. [60] employed the same
integrated technique accelerated by meanline methods to investigate the importance of the
starting geometry in preliminary optimisation studies. They found that the initial machine
had a large impact on the final designs produced and that generating physically realisable
starting points was extremely challenging for this complex problem. Hendler et al. [101]
also considered integrated compressor optimisation, placing the machine in the context of
whole-engine design by using interface parameters as design variables.

Whilst most other works have employed either meanline or throughflow analysis codes,
Poehlmann and Bestle [193] attempted to utilise both in a sequential optimisation scheme.
However, they struggled to get the results of the meanline optimisation of a seven-stage
machine to converge in the throughflow code. The final technique required 20,000 design
evaluations, too many for this method to be considered in conjunction with high-fidelity
analysis techniques.

Overall, these applications of optimisation to the preliminary design of axial compressors
have been characterised by a low level of analysis fidelity and problem formulations that
struggle to effectively handle all of the relevant performance parameters. With the exception
of the integrated approach developed by Jarrett and Ghisu [60, 113, 115], analysis has
been limited to meanline and throughflow fidelities. Whilst these can provide useful initial
performance approximations, without consulting higher-fidelity methods there is a risk that
improvement opportunities could be missed [28]. Perhaps more importantly, defects that are
only revealed by high-fidelity analysis may not be detected until late in the design process,
at which point remedial action is likely to be expensive and time-consuming, if it is possible
at all [76].

The persistent use of weighted aggregate objective functions [117, 164, 169], multi-step
approaches [56] and methods openly referred to as a “compromise” [130] highlight that the
formulations currently being employed struggle to effectively handle the large number of
performance parameters that need to be considered during the early stages of the axial
compressor design process. The work of Bell et al. [15], noting the process-intrinsic nature of
many constraints, indicates that this is a wider problem and that a more capable formulation
is required.

To facilitate the effective use of optimisation in the preliminary design of axial compressors
these problems associated with fidelity and formulation need to be overcome.

2.3.2 Detailed Design Stage

Whilst there have been several applications of optimisation to the preliminary design of
axial compressors, more attention has been paid to the detailed design phase [156]. The
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majority of these works use high-fidelity RANS analysis to optimise the shape of the blades.
The use of a computationally expensive high-fidelity code has limited most approaches to
considering just single rows or stages. Benini [16] and Brooks et al. [25] optimised the
blade shapes of an isolated compressor blade row, with the latter using coarsened grids to
accelerate the procedure. Kampolis and Giannakoglou [123] also sought acceleration using
semi-isolated searches conducted by viscous and inviscid methods. Li and Liu [154] included
the effects of surface roughness in their single rotor optimisation, concluding that roughness
had a negligible effect on the final results, whilst Li et al. [155] applied robust optimisation
techniques to the shapes of rotor blades taking into account tip clearance uncertainties. In a
break from the normal use of high-fidelity RANS analysis, the single-stage blade optimisation
conducted by Pasquale et al. [187] employed a throughflow code

Noting that isolated compressor rotors rarely occur in practice, a number of authors
sought to optimise the blade shapes of single rows or stages within the context of a larger
compressor. Massardo et al. [170] was perhaps the first to do this, following up the preliminary
optimisation mentioned in the previous section with a blade shape study using a throughflow
code. Ellbrant et al. [64] carried out a two-step method to optimise the blade shapes for
the first two rows of a three-stage compressor, using two-dimensional techniques followed
by more intricate three-dimensional alterations. Goinis and Nicke [89], Kipouros et al. [137],
Lejon et al. [144] and Ning et al. [179] all undertook similar studies, optimising the blade
shapes of select rows within multi-stage machines. Whilst these methods analysed the entire
compressor using the same code, Becker et al. [13] opted for a different approach, restricting
high-fidelity RANS analysis to the row that was being optimised and using a computationally
cheaper throughflow code to assess the effect of the changes made on the compressor as a
whole.

As with work at the preliminary design stage, authors have also sought to extend
optimisation methods to consider multiple disciplines [126, 161, 167] and multiple operating
points [131, 132]. More recent research documents initial attempts to apply the adjoint method
to compressor blade optimisation, progressing from two-dimensional studies [239], to isolated
blades [162], to single stages [241] and rows within multi-stage machines [163, 240, 245].
Puente et al. [196] compared the results of an adjoint-based optimisation method to a design
produced by a human. The final compressors exhibited similar performance, with the adjoint
method requiring just two days to generate the machine compared to two weeks for the
human designer.

Many of these detailed studies have noted the problem of non-converged solutions, with
infeasible geometries also resulting in regular failure of the analysis codes. Baert et al. [10]
and Joly et al. [118] developed methods to predict these failures using surrogate models, with
the goal being to avoid wasting time on analysis that is unlikely to converge.
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Whilst optimisation of the blade shapes has been most common at the detailed design
stage, some authors have investigated alternative specific features of the compressor annulus.
Dinh et al. [55] varied the shape and location of air injection holes in the stator shroud
to improve performance, whilst Kim et al. [134] and Song et al. [222] included the shape
optimisation of casing grooves in their formulations. Li et al. [146] also used optimisation to
inform the best settings for variable stators within a five-stage machine, employing a meanline
analysis code. Reitenbach et al. [201] conducted a similar study for a 10-stage compressor,
using throughflow analysis coupled with a zero-dimensional full engine model.

These optimisation applications at the detailed design stage benefit from using higher-
fidelity analysis than has been possible at the preliminary stage. However, they are limited
to specific features of the compressor, in most cases altering the blades of a single row with
little consideration given to the effect on the machine as a whole. Any improvements at the
detailed stage are also likely to be marginal, as up to 80% of the performance of the machine
will already have been determined during preliminary design [214].

2.3.3 Applications in the Wider Turbomachinery Field

In addition to the axial compressor applications discussed in the previous sections optimisation
has been applied in the wider turbomachinery field. Dornberger et al. [57] discussed MDO in
turbomachinery, highlighting the importance of trade-off studies at the preliminary stage and
single-objective refinements during the detailed design phase. Gramatyka et al. [92] focussed
on the role of speed in the design process, noting how even machines exhibiting the best
technical performance are commercially worthless if they are not delivered in good time.

Several studies have also applied optimisation to the design of turbines, mainly focussing
on the detailed design stage. Baert et al. [9] optimised the blades of a three-stage turbine,
whilst authors including Kamenik et al. [122] and Keane [128] have conducted robust turbine
blade optimisations. Li et al. [151] and Song et al. [221] applied MDO approaches to turbine
blade design, and more recently Rodrigues and Marta [202] and Vitale et al. [237] have used
the adjoint method for this problem. Turbine optimisation has not been limited to altering
the shape of the blades, with Bergh et al. [17] varying the endwall geometry and Kim et al.
[135] investigating the best placement of the air injection holes required for film cooling.

Optimisation has also been used to assess the potential of novel turbomachinery con-
figurations, such as counterrotating compressors [96, 119, 190], as well as to repurpose
existing machines, with Goryachkin et al. [91] and Popov et al. [194] used automatic blade
alteration techniques to optimise aircraft engine components for new land-based operat-
ing conditions. Research has also extended beyond aerodynamics, with Toal et al. [229]
conducting whole-engine transient thermomechanical design optimisation.

Whilst all of these applications are worthy of note, this thesis focuses solely on axial
compressors. Given the similarities of different turbomachinery components it is expected that
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the improved tool developed in later chapters to facilitate the use of optimisation in preliminary
axial compressor design will also be applicable to and useful in the wider turbomachinery
field, potentially enabling similar performance enhancements for these components.

2.3.4 Limitations of Existing Applications

This review of axial compressor design optimisation highlights a number of factors limiting
current approaches. The majority of the optimisation applications have focussed on detailed
design despite greater potential for improvement existing at the preliminary stage. Approaches
that have been applied during preliminary design have often been restricted to using low-
fidelity analysis, with the problem formulations employed also struggling to adequately handle
the large number of relevant performance parameters. Moreover, none of the methodologies
surveyed in this section appear to acknowledge their role as tools for enhancing designer
understanding, with an optimisation algorithm more likely to be useful for a designer if it is
equipped to fulfil this knowledge-based role.

2.4 Summary

In this chapter the basics of axial compressors and design optimisation have been introduced,
demonstrating why the design of the former is such a difficult task and the role the latter can
play in improving the design process. Reviewing previous work applying optimisation to the
design of axial compressors demonstrates the limitations of existing approaches associated
with formulation, understanding and speed outlined in Chapter 1. The next chapter discusses
these shortcomings in more detail, emphasising their significance and surveying the wider
literature in search of potential donor techniques that could be applied to overcome them.
These solutions form the building blocks for an improved methodology facilitating the use of
optimisation in the preliminary design of axial compressors.
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Chapter 3

Formulation, Understanding and
Speed

The review at the end of the previous chapter highlighted a number of factors limiting current
optimisation methodologies when applied to the preliminary design of axial compressors.
These can be summarised as inadequate formulations, an inability to fulfil the role of
enhancing designer understanding, and use of low-fidelity analysis due to the computational
cost associated with more accurate methods. In this chapter each of these problems is
discussed in more detail, with the wider literature surveyed in search of potential donor
techniques that could be used to overcome them. The chapter closes with a plan for an
improved methodology to facilitate the use of optimisation in the preliminary design of axial
compressors, making use of the donor solutions uncovered in the preceding discussion and
review. This plan is then implemented in the remainder of the thesis.

3.1 Formulation

The first factor limiting current optimisation methodologies when applied to the preliminary
design of axial compressors is their inability to effectively handle the large number of
performance parameters that need to be considered early in the design process. In this
section the limitations of the current state-of-the-art approach are outlined before alternative
techniques that might offer improvement are discussed.

3.1.1 The Traditional Approach

The traditional formulation for optimisation problems is expressed in Equation 3.1. The
optimiser is tasked with minimising1 one or more objective functions, f , whilst satisfying

1Maximisation can be accommodated by minimising the negative of a performance parameter.
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a series of inequality constraints, c. To do this it searches the design space, X, by altering
elements within the vector of design variables, x.

minimise f1(x), f2(x), ...

subject to x ∈ X

c(x) 6 0

(3.1)

Formulating a problem using this objectives-and-constraints approach is relatively simple
for the designer. All they are required to do is select the parameters they want to minimise
as objectives and set upper or lower limits for any quantities they wish to constrain.

3.1.2 Limitations of Objectives and Constraints

The objectives-and-constraints formulation has been in use for several decades, enabling
successful applications of optimisation to a plethora of problems. However, it does have
limitations, particularly when dealing with a large number of performance parameters. This
was evidenced in the work of Dorca-Luque and Perrot [56] and Keskin and Bestle [130]
reviewed in the previous chapter in which the inadequacies of objectives and constraints
led to the authors resorting to multi-step and compromise methods to incorporate all of
the quantities of interest into their optimisation routines. Li and Zheng [156], reviewing
turbomachinery optimisation, suggest that new methodologies are required that are capable
of handling a larger number of performance parameters in an effective and efficient manner.

Including a large number of performance parameters in the traditional formulation shown
in Equation 3.1 results in either a large number of constraints or a large number of objectives.
Having lots of constraints can restrict the progress of the optimiser through the design space,
potentially preventing it from generating significant performance improvements [8]. Applying
constraints effectively is also challenging [34]. The most common approach is the penalty
method, recommended by Coello [34], which involves adding values to the objective functions
corresponding to the amount of constraint violation. This relies upon designer input in the
form of factors for the penalties being applied, with an increasing number of constraints
meaning more user-defined terms are needed.

The alternative to lots of constraints is lots of objectives. This too is problematic, with
current optimisation algorithms rapidly losing search efficiency as the number of objectives
increases. Schütze et al. [213] present a mathematical argument for why this is the case.
If Npar is the number of solutions required to sufficiently span a two-dimensional Pareto
front, then the number required to achieve the same level of convergence when there are k
objectives would be Npar

k−1. As the number of objectives increases beyond three or four
even requiring Npar = 10 results in a large number of solutions being needed to sufficiently
span the trade-offs under investigation. Experience with current optimisation algorithms
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confirms this theory, with most losing effectiveness when handling more than three or four
objectives [30].

These problems associated with having too many constraints or objectives mean that
the traditional objectives-and-constraints formulation is ill-equipped to handle the large
number of performance parameters relevant to complex problems such as preliminary axial
compressor design. A more fundamental concern is whether objectives and constraints are
able to adequately represent the desires of the designer for some quantities of interest at
all. Fonseca and Fleming [72] suggest that many constrained quantities are actually “soft
objectives”, being quantities that the designer ideally wants to improve but that are not
important enough to be considered as main objectives. A similar view was expressed in
early axial compressor optimisation studies, with Hearsey [100] referring to all performance
parameters other than ηp as “secondary objectives”.

Consider the Mach number and flow angle at the exit of an axial compressor (Mexit

and αexit respectively) as examples of the type of parameters being alluded to by Fonseca,
Fleming and Hearsey that cannot be adequately handled using objectives or constraints.
These two quantities are commonly treated using constraints in existing problem formulations
for the preliminary design optimisation of axial compressors [99, 100, 130]. However, when
discussing these parameters Walsh and Fletcher [238] state the following:

“These values must be minimised to prevent excessive downstream pressure loss.
[...] Mach number should not be higher than 0.35 and ideally 0.25. Exit swirl
should ideally be zero but certainly less than 10◦.”

Applying constraints to these quantities focusses solely on the requirement for them to be
less than the stated respective upper limits of 0.35 and 10◦, failing to accommodate the
need for Mexit and αexit to be “minimised to prevent excessive downstream pressure loss”.
Constraints therefore represent a poor approximation of what the designer actually wants for
these parameters and as a result an optimisation formulation utilising constraints is unlikely
to produce designs that are of real interest to the designer.

Bell et al. [15] noted that parameters such as Mexit and αexit are primarily considered
due to the modularised nature of the design process. While quantities like ηp and SM

directly represent the performance of the compressor itself, Mexit and αexit are instead mainly
concerned with how the final design interacts with other components in the engine as a
whole. Bell et al. investigated the ηp improvements that could be achieved by relaxing the
resultant “process-intrinsic” constraints, allowing quantities such as Mexit to increase beyond
the limits suggested by Walsh and Fletcher [238]. Despite the performance enhancements
demonstrated, violation of the suggested limits is likely to prove problematic for engineers
tasked with designing downstream components. One option might be to incorporate these
components into the same optimisation procedure, as was done by Ghisu et al. [79]. However,
the modularised commercial structure of modern engine manufacturers and the computational
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cost associated with high-fidelity analysis of large regions of a complex machine represent
significant obstacles to any integrated approach [14, 214].

An alternative would be to treat Mexit and αexit as additional objectives. However, in
addition to the problems associated with having lots of objectives, this too would probably
be an inadequate representation of the desires of the designer. Holt and Bassler [104] stated
the following:

“A lower compressor exit Mach number will reduce downstream losses, and is
pursued as long as explicit optimisation goals are not affected”

The latter part of this quote suggests that these parameters should be minimised but with
secondary importance compared to the main objectives. Treating Mexit and αexit as additional
objectives alongside a parameter such as ηp would therefore be a poor approximation of what
the designer actually wants.

To facilitate the use of optimisation in the preliminary design of axial compressors a
new methodology is required that incorporates problem formulations capable of adequately
representing the desires of the designer for all of the relevant performance parameters. This
need for good formulations only becomes more important as optimisation is applied to
increasingly complex problems [9]. The limitations discussed above show that sufficient
formulations cannot be achieved using the traditional objectives-and-constraints approach
meaning an alternative, more sophisticated technique is required.

3.1.3 Techniques for Many-Objective Optimisation

A number of approaches have been developed to improve the efficiency of current search
algorithms when handling a large number of objectives. Chand and Wagner [30], along
with other authors [33, 147, 197, 235], review these techniques for so-called many-objective
optimisation, mainly focussing on their application within evolutionary algorithms.

One of the main methods involves eliciting preference information from designers and
incorporating this into an optimisation. Physical programming, developed by Messac [172,
173], was one of the first formal frameworks developed for this purpose, combining a series
of functions to generate a single objective that more accurately reflects the desires of the
designer for the relevant performance parameters. Friedrich et al. [74] and Nguyen et al.
[178] used similar preference elicitation techniques to generate appropriate weightings for
aggregate objective functions and the ideas of utility theory, applied by Du and Leifsson [58],
are also related. An alternative method developed by Branke et al. [23] built on the notion
that a designer would prefer a new design that was much better in terms of one objective
even if it was slightly worse in one or more of the others. The proposed methodology required
the user to specify maximum acceptable trade-offs between objectives, incorporating their
preferences into the problem formulation. Schütze et al. [213] and Daskilewicz and German
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[45] used preference information to explore Pareto fronts, first finding a single point on the
trade-off curve before moving along the front using metrics specified by the designer. Further
techniques for incorporating preferences into optimisation are found in works by Cvetkovic
and Parmee [44], Fonseca and Fleming [72], He et al. [98] and Li et al. [150].

Instead of attempting to elicit preferences from designers, other authors sought to develop
alternatives to the Pareto dominance criterion. A number of these alternatives were reviewed
by Batista et al. [12], with one of the most promising being α-dominance developed by Ikeda
et al. [109]. Under this criterion design A dominates design B if A exhibits slightly worse
performance than B in one objective but much better in another, with the user-defined
α parameter determining how much worsening is acceptable. The philosophy behind this
dominance criterion is similar to that of Branke et al. [23] that led to the development of their
preference-elicitation technique. Farina and Amato [67] used fuzzy logic to improve upon
Pareto dominance in a similar way, allowing the optimiser to prioritise large improvements
in objective values rather than penalise minuscule reductions and potentially miss out on
overall gains. Corne and Knowles [41] found that there was no clear winner when comparing
several of these Pareto alternatives, but that all were more effective than the basic approach
when applied in a many-objective scenario.

As well as eliciting preferences and introducing alternative dominance criteria, user-defined
reference points have been employed to improve the search efficiency of algorithms applied
to many-objective problems. In these techniques the designer specifies the performance of
an idealistic design and the optimiser is tasked with finding points whose performance is
as close as possible to this reference design in a space containing the objectives. Deb et al.
[49] developed an updated version of their popular NSGA-II algorithm that used a reference
point approach to improve many-objective efficiency, with this extended further in the work
of Mohammadi et al. [175]. Other notable reference point methods include that of Ruiz
et al. [206] and Li et al. [153] in which the many-objective problem is converted into an
optimisation with just two objectives: the proximity to the reference Pareto front and a
measure of the crowding of solutions.

Whilst these different methods for many-objective optimisation have shown benefit
in development studies, they have seen limited use within practical design optimisation,
particularly in the aerospace field. The most likely reason for this is their complexity and
reliance on designer input. With optimisation primarily being used in an exploratory role
early in the design process it may be difficult for designers to express their preferences,
particularly in quantitative terms, with little information about the design space available. It
is more likely that these preferences will evolve as the designer learns about the problem and
the potential performance of different design concepts emerge.

These methods also fail to address the problem discussed towards the end of the previous
section that some parameters cannot be adequately treated using objectives or constraints.

29



Formulation, Understanding and Speed

Even when employing sophisticated many-objective optimisation techniques the user is limited
to these two classifications of performance parameter and as a result may still be unable to
adequately express their desires for some quantities of interest.

3.1.4 Beyond Objectives and Constraints

If one of the main limitations of current approaches is that certain parameters cannot be
adequately represented using objectives or constraints then the improved methodology being
developed in this thesis needs to employ an alternative problem formulation that goes beyond
them. Fortunately, this type of parameter is not unique to axial compressor design, with the
existence of quantities of interest that are similarly difficult to define recently highlighted by
Cook et al. [39] in the design of two-dimensional aerofoils. Maximising lift and minimising
drag are commonly used as objectives for this problem, with the designer also wanting the
pitching moment and trailing edge separation to be as small as possible to alleviate trim and
buffet concerns. One way to ensure the values of these latter quantities are acceptable would
be to apply constraints, however it can be difficult for the designer to specify appropriate limit
values before any optimisation has been carried out. Treating them as additional objectives
alongside lift and drag would also be unsatisfactory as pitching moment and separation are
unlikely to be considered to have the same level of importance as those main objectives.
Pitching moment and separation are therefore difficult to adequately represent using either
constraints or objectives, closely resembling the axial compressor performance parameters,
Mexit and αexit, discussed in Section 3.1.2.

To enable more accurate handling of this type of parameter Cook et al. developed a
novel formulation for optimisation in which good designs according to pitching moment and
separation could be sought within the set that perform well in terms of lift and drag. This
efficiently guides the search towards designs that are of interest to the designer without
requiring quantitative preference information that can be difficult to specify at the outset of
an optimisation.

3.1.5 Optimisation Using Multiple Dominance Relations

Mathematically, the approach developed by Cook et al. [39] uses the set-based view of
optimisation shown in Equation 3.2, where the optimiser seeks the minimal elements of the
set of all designs, X, subject to a dominance relation, ≼, that is simply the criterion used to
select between designs [18, 247].

Xoptimal := min(X,≼) (3.2)

Cook et al. recognised that the expression in Equation 3.2 could be nested, as in Equation
3.3, to produce the more sophisticated problem of seeking designs that are optimal according
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to a second dominance relation, ≼2, within the set that is non-dominated according to the
first, ≼1.

Xoptimal := min(min(X,≼1),≼2) (3.3)

In theory there is no limit to the number of dominance relations that can be nested in
this way, with the case for n dominance relations shown in Equation 3.4.

Xoptimal := min(...(min(min(X,≼1),≼2)...),≼n) (3.4)

This use of several criteria for selecting between designs leads to the formulation being
referred to as optimisation using multiple dominance relations (MDR).

The MDR formulation allows designers to generate sophisticated problem definitions,
more accurately handling parameters that were previously difficult to satisfactorily designate
as either objectives or constraints. According to Cook et al. this approach ensures that the
optimiser is searching for designs that the designer will actually be interested in.

Cook et al. developed a method to solve the problem in Equation 3.4 using ranking
functions. Each design is given a separate ranking for each of the dominance relations present
in the formulation, with this ranking usually just a count of the number of other designs
dominating a given point according to a particular dominance relation [39]. When selecting
between designs the optimiser compares these rankings using lexicographic ordering in place
of directly comparing objectives. If two designs have the same ranking according to the first
dominance relation, ≼1, the optimiser compares the rankings of the designs according to
the second dominance relation, ≼2, and so on to the nth relation, ≼n. Two designs are only
considered incomparable if they have identical rankings for all dominance relations.

It is in this hierarchical consultation of a series of dominance relations that the new
formulation has key advantages over the objectives-and-constraints approach. The inclusion
of several comparative criteria within a single optimisation run leads to fewer incomparable
designs, increasing selection pressure towards points that are more likely to be of interest to
the designer. The presence of several layers also allows a larger number of parameters to be
taken into account by the optimiser in an effective and efficient manner.

Parallels may be drawn between this approach and the technique of bilevel optimisation,
reviewed by Colson et al. [36] and Sinha et al. [219]. In bilevel methods two distinct
optimisations are carried out, with each iteration of the higher level search requiring a
sub-optimisation to be completed. This allows, for example, individual sections of a wing
to be optimised whilst the planform is altered by an overarching upper level optimisation
scheme [63]. In contrast to bilevel methods, the MDR formulation does not require separate
optimisations. Instead, several dominance criteria are used to select between designs within
a single search.

31



Formulation, Understanding and Speed

Another similar approach is the priorities method developed by Fonseca and Fleming [72].
This technique employs a hierarchical structure, with objectives assigned different priorities
and designs compared using the objectives in priority order. If two designs exhibit exactly
the same values of the highest priority objectives they are compared using the second most
important objectives, and so on. This reliance on equality, rather than just non-dominance,
to move to the next level of the hierarchy is a distinct limitation of the priorities method.
In an engineering context it is rare for two designs to have exactly the same value of an
objective, making it unlikely that performance parameters lower down the hierarchy will
ever be considered during an optimisation. This could be avoided by assigning goals for
higher-priority parameters, allowing less important quantities to be taken into account once
the upper-level goals have been achieved. However, setting suitable values for these goals at
the outset of an optimisation might be difficult, with the exact values chosen likely to have a
large impact on the final designs produced.

One advantage of the priorities method, and indeed most other relations used to select
between designs, is that they can be exactly evaluated given any two performance vectors.
The MDR approach cannot as it relies upon previously analysed points to generate the
rankings for each design. The restriction on being able to exactly evaluate a relation have
been loosened to allow a hierarchical method to be employed that is expected to drive the
search towards good designs more quickly when used in practice. In part this is due to the
requirement to move to the next level in the hierarchy being just non-dominance rather than
equality, increasing the likelihood of attributes lower down the hierarchy being taken into
account during the decision-making process.

In their original work, Cook et al. demonstrated the effectiveness of the novel formulation
using an optimisation under uncertainty problem, a car suspension test case and the aerofoil
example discussed in the previous section. Given these promising results the MDR formulation
appears to be a good choice for the new methodology being developed in this thesis to facilitate
the use of optimisation in the preliminary design of axial compressors. The flexible and
detailed formulation enabled by the use of MDR should overcome the problems faced in
previous work where combinations of objectives and constraints were unable to efficiently
handle the large number of relevant performance parameters. Moreover, application to a
complex problem such as axial compressor design will enable a more rigorous assessment of
this promising technique and allow for the maturing of the approach, ultimately facilitating
future use on a wider range of problems.

3.2 Understanding

The second factor limiting current optimisation methodologies when applied to the preliminary
design of axial compressors is that they are ill-equipped to fulfil the role of enhancing designer
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understanding. According to empirical research by Bradner et al. [21] “professionals use
design optimisation to gain understanding about the design space, not simply to generate the
highest performing solution”. This view is also expressed by Gaier et al. [75] who referred
to optimisation as “illumination” of the available design space. Kontagiannis et al. [138]
suggested that “the most critical attribute of an optimisation tool [is] the ability to provide
the maximum amount of information to the designer”, whilst Papageorgiou and Ölvander
[184] argued that the results of an optimisation are useless if designers cannot understand
them.

Given the importance of this knowledge-based role it would be useful if optimisation
algorithms were equipped to provide relevant information to the designers that use them.
Reasons for the importance of enhancing understanding are discussed in this section, along
with an assessment of some of the most popular optimisation algorithms available in terms of
their ability to fulfil this role of knowledge provision.

3.2.1 The Need for Understanding

In highlighting a lack of physical understanding as one of the key factors limiting current
optimisation methodologies when applied to the design of axial compressors, Li and Zheng
[156] were primarily concerned with the ability of designers to generate effective problem
formulations and parameterisations. This is a relevant concern, particularly as the complexity
of the problems being addressed increases [9]. However, designer understanding is also needed
to justify the results of optimisation routines and to promote creativity and innovation.

3.2.1.1 Justifying Optimisation Results

According to Denton [51] any improvement predicted by computational analysis techniques
is worthless if it cannot be justified. Determining this physical reasoning behind performance
improvements requires understanding on the part of the designer.

While optimisers are good at producing designs exhibiting high levels of performance,
many are ill-equipped to help designers answer this important question of why the final
designs perform so well. According to Shahpar [214] the lack of justification is a significant
barrier to the adoption of optimisation techniques within the turbomachinery industry. Being
inquisitive people by nature, engineers often treat optimisation “with suspicion when a final
good design is obtained going from A to B, without knowing all the steps in between that
the optimiser has taken and why” [214]. Belie [14] suggests that many aerospace program
managers view optimisation as a “mix of magic, hope, and hype all wrapped up in a tidy, yet
unverifiable, black box”.

One way to facilitate the use of optimisation in an industrial setting and increase the
likelihood of the designs produced being adopted would be for the algorithms themselves
to provide useful information to assist designers in justifying the observed performance
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improvements. This information will most likely be in the form of design rationale, detailing
the decisions made by the optimiser during development of the final designs. The importance
of capturing design rationale has been discussed by Bracewell et al. [20], Lee [142] and
Szykman et al. [224], whilst Herschel et al. [102] review the related idea of provenance. This
type of information can be particularly useful when remedial action is required at a late stage
in the design process or if a fault is discovered when a product is in service. It can be difficult
to determine the best course of action without information about why a particular design
decision was made [20], again suggesting that it would be useful for optimisers to provide
this data to users.

3.2.1.2 Promoting Creativity and Innovation

According to Cumpsty and Greitzer [43] and Jameson and Vassberg [112] it is the inventiveness
and creativity of human designers, not automated optimisation routines, that lead to step-
changes in performance during a design process. In order for the best possible final designs to
be produced optimisation should therefore be a tool that facilitates this innovative activity.

One of the keys to encouraging innovation is information [203, 204], with deep insight
required to guide the process of developing novel solutions [50]. Keane and Nair [129] and
Rubbert [205] state that the best way to support innovation is to improve the processes
by which this knowledge and understanding is acquired. Optimisation is one such process,
and therefore has an important role to play in facilitating innovation through the provision
of information. The need for understanding suggests that it is not good enough for an
automated search to simply produce a series of designs exhibiting high levels of performance.
To encourage and assist creative behaviour more information is required about the rationale
used to generate those designs. If provided in a timely manner to the right people this data
may promote innovation that leads to step-changes in product performance.

3.2.1.3 Parallels With Explainability and Interpretability

At this point it is informative to draw parallels between the present discussion and recent
advances in the fields of Machine Learning (ML) and Artificial Intelligence (AI). Researchers
in these areas noticed that despite the predictive capability of modern methods there was
resistance to their adoption due to a lack of trust from potential users. In response, there
has been a shift towards developing ML and AI methods that are inherently explainable and
interpretable. The topic is reviewed by Biran and Cotton [19], with interpretable systems
defined as being those whose operations “can be understood by a human, either through
introspection or through a produced explanation”.

The reasoning behind the need for explainability and interpretability is similar to that
suggested in the previous two sections discussing the need for optimisation algorithms to
facilitate improved designer understanding. They include a requirement to justify decisions
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made by algorithms to satisfy skeptical users [1, 87] and to promote learning and innovation
[1, 94]. Vellido [236] also highlights how a lack of interpretability may prevent the uptake of
computer-based systems in some scenarios, as has been the case with optimisation in the
turbomachinery industry [214].

However, Lipton [159] sounds a note of caution, warning that to seek interpretability
over predictive power may go against the wider goals of ML and AI to improve decision
making. This must also be considered in optimisation; no matter how good a technique is
at enhancing designer understanding it should not sacrifice the ability to produce designs
exhibiting high levels of performance in a computationally efficient manner.

Developing an optimisation technique that fully aligns with the formal requirements
of explainability and interpretability is beyond the scope of this thesis. However, there
are similarities between the need for understanding in design optimisation and this related
decision-making field. Investigating these links and determining whether any of the techniques
for explainability and interpretability developed in the ML and AI literature are applicable
to design optimisation could represent a fruitful avenue of further research.

3.2.2 Search Algorithms and Their Ability to Enhance Understanding

The discussion in the previous section highlighted the importance of understanding in the
design process and that without it designs produced by optimisation are more difficult to
justify and so are unlikely to be adopted in an industrial context. Optimisation algorithms
therefore have an important role to play in enhancing designer understanding. In this section
a number of the most popular optimisation methodologies are assessed in terms of their
ability to provide useful information to designers, with the goal being to select the best for
the new approach under development in this thesis to facilitate the use of optimisation in the
preliminary design of axial compressors.

3.2.2.1 Genetic Algorithms

One of the most widely-used optimisation approaches is the Genetic Algorithm (GA). As
discussed in the previous chapter, this mimics natural selection to generate new designs,
breeding parents by combining aspects of the different design vectors. Whilst this method
has been shown to be an effective and efficient way of finding good designs, following and
interpreting the search process can be challenging for human users. When studying a design
produced by a GA it may be difficult for the designer to determine how the optimiser
has produced that design. There is no easily understandable or interpretable development
information available from the optimiser due to the pseudo-random combinatorial techniques
used to generate new geometries. Whilst the optimiser is adept at producing good final
designs in a computationally efficient manner the search process itself is essentially a black-
box, providing little useful information to the designer. This results in the user attempting
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to determine the justification for a final design with minimal assistance available from the
optimisation algorithm that generated it. GAs are therefore ill-equipped to fulfil the role of
enhancing designer understanding.

3.2.2.2 Particle Swarm Optimisation

A similar problem is faced by another popular search algorithm mentioned in the previous
chapter, particle swarm optimisation (PSO). In this case new designs are generated by making
changes to the design vector using a velocity and a direction that are informed by the best
points found so far. This approach does result in a certain amount of information about the
development of a final design being available to the designer, as the positions taken by a
particle can be traced through the design space. However, the path taken often involves large
changes being made to the design vector with several variables altered simultaneously. This
can make it difficult for users to determine the rationale used by the optimiser to produce
the final designs. These PSO methods are therefore unable to provide the user with useful,
interpretable information to enhance their understanding.

3.2.2.3 Bayesian Optimisation

A method that has seen increasing use in recent years is Bayesian Optimisation (BO). This
approach, historically referred to as Efficient Global Optimisation (EGO) [120], uses an initial
sample of designs to construct a response surface of the objective function. This response
surface is used to suggest the best design, which is analysed and added to the set of training
data. A new best design is then suggested, with the approach continuing until the accuracy
of the response surface is considered to be sufficient.

As with GAs and PSO, this method has been shown to be effective at finding designs
exhibiting high levels of performance in a computationally efficient manner. However, there
is again little useful information provided to the user regarding the rationale behind the
designs that have been developed. In selecting new designs the optimiser is essentially taking
a series of educated guesses based on the performance of previously analysed designs. At the
end of the optimisation the user is furnished with a final design and a response surface that
models the design space, but is left unassisted when it comes to assessing the provenance of
this final point.

3.2.2.4 Gradient Methods

Another important family of optimisation methods are those that make use of gradient
information. Ranging from Quasi-Newton methods to more intricate approaches such as
SLSQP and SNOPT, these utilise sensitivity information to inform the changes made to the
design vector. In contrast to the optimisation algorithms discussed so far, the design vector
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changes made by these methods are often small and can be tracked easily, making it possible
to work back through the search and visualise the alterations made by the optimiser. The
sensitivity information may also provide useful learning opportunities for designers.

However, one negative feature of these methods in terms of enhancing understanding is
that they often change a large number of design variables simultaneously. As with PSO this
may inhibit the interpretability of the design rationale information as it can be difficult for
designers to determine the physical impacts of changing different variables independently.
Gradient information is also not always available, and if finite differencing methods are
required it can be computationally expensive to obtain. Moreover, these approaches have
been demonstrated to be unsuitable for preliminary axial compressor design problems due
to the highly non-linear design space and the existence of discrete variables such as the
number of stages in the machine [225]. Even for problems where sensitivity information
is available, gradient methods are still limited by the fact that they are inherently local,
requiring multiple restarts from different initial designs to fully investigate the design space
[81]. Eastwood et al. [60] demonstrated how challenging it can be to generate a single suitable
starting geometry for axial compressor design problems, never mind the several required for
multi-start gradient-based approaches.

Ultimately, despite the potential learning opportunities provided by sensitivity information,
gradient methods do not represent a good choice of underlying search algorithm for the
new technique under development in this thesis to facilitate the use of optimisation in the
preliminary design of axial compressors. Altering several design variables simultaneously
can make it difficult to determine the reasoning behind changes in performance, negatively
impacting the interpretability of design development information. In addition, gradients
may not be available for the axial compressor design problem that is of primary interest and
generating starting geometries to ensure a more global search also represents a significant
challenge.

3.2.2.5 Tabu Search

One method that has fallen out of favour in recent years is Tabu Search (TS). In this approach,
originally developed by Glover and Laguna [88], new designs are generated using a pattern
search. The technique of Hooke and Jeeves [105] is employed most commonly, where each
design variable is changed in turn by a small amount. The optimiser moves to whichever
new point exhibits the best performance, with that design used as the centre for the next
iteration of the pattern search.

Generating new designs by making small changes of a known amount to one design
variable at a time means that tracing the development of final designs is simple and results
in rationale information that is interpretable for designers. The search process conducted
by the optimiser to generate the final designs can be visualised and understood, making it
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easier for designers to determine the physical reasoning behind the observed performance
improvements. This rich development information, tracking improvements and the design
changes that led to them throughout the search, is invaluable when considering the use of an
optimiser in an industrial setting. It facilitates the enhancement of designer understanding,
assisting them as they attempt to determine the justification for final designs and providing
learning opportunities that may lead to creative innovation.

Despite lacking rigorous convergence guarantees, TS has been successfully applied to
the optimisation of axial compressors in a number of works [82, 115, 137] and is therefore a
suitable underlying search algorithm for the new approach under development in this thesis.

3.3 Speed

The final factor limiting current optimisation methodologies when applied to the preliminary
design of axial compressors is associated with speed. The iterative nature of optimisation
algorithms means that several hundred designs often need to be considered before significant
performance improvements can be achieved. Analysing these designs is computationally
expensive, particularly when high-fidelity analysis is desired. If care is not taken these
analyses can delay the design process [53], going against the original goal of accelerating
development of the final product. According to Shahpar [214] a reduction of a factor of 10 in
the computational cost of an approach can be significant when deciding whether to employ
optimisation in an industrial setting. In this section the need for speed is discussed in more
detail alongside various techniques that could be used to achieve the required acceleration.

3.3.1 The Need for Speed

In engineering design time is money, with economic pressure for designs exhibiting high levels
of performance to be produced in shorter design cycle times [53]. According to Keane and
Nair [129] “[t]he simple pursuit of improved nominal performance at any cost is no longer
commercially viable, even in military [and] space applications”.

Rubbert [205] discussed the idea of a commercial optimum, the point at which a product
will achieve the greatest market share, and therefore revenue, for a company. Figure 3.1a
shows how this commercial optimum relates to the development process for engineered
products, demonstrating that even the most efficient machine is commercially worthless if it
takes too long to design [92, 115]. However, if the design process can be accelerated, as seen
in Figure 3.1b, then the commercial optimum not only achieves a greater market share for
the company, but produces better technical performance as well [115]. The optimum point
is also reached more quickly, potentially leaving time for further research and development
work that could result in step-changes in technological capabilities.

38



3.3 Speed

Time

G
oo

dn
es

s

No sales possible in this region

0% Market Share

Point of Maximum 
Attainable Market Share

0%
20%

40%
60%

(a) The Commercial Optimum
Time

G
oo

dn
es

s

Effect of Accelerating 
the Process

Commercial Optimum 
with Faster Process

0%
20%

40%
60%

Commercial Optimum 
with Original Process

(b) Effect of Accelerating the Design Process

Fig. 3.1 Market share curves showing the commercial optimum and the effect of accelerating
the design process [205].

3.3.2 Methods for Accelerating Design Optimisation

Optimisation can contribute to the acceleration of the design process by harnessing the
rapid analysis capabilities of computers and employing methodologies for efficient search of
the design space. However, as mentioned previously, if care is not taken then the iterative
nature of optimisation can result in numerous unnecessary and expensive simulations being
carried out, ultimately delaying the development of the final product [53]. It is therefore
important to consider computational cost when developing optimisation methodologies and
in the following sections various techniques for achieving acceptable runtimes are discussed
alongside their suitability for use within the new approach developed in this thesis.

3.3.2.1 Using Low-Fidelity Analysis Codes

One way to ensure that the computational cost associated with an optimisation is acceptable
would be to employ low-fidelity analysis codes for performance prediction. This is the approach
adopted in the traditional axial compressor design process described in the previous chapter,
with preliminary design carried out using computationally cheap meanline analysis codes,
enabling a large number of candidates to be assessed in a short period of time. The majority
of previous applications of optimisation to the preliminary design of axial compressors opt for
a similar approach, employing meanline [56, 81, 99, 104, 117, 130, 169, 185] or throughflow
[100, 181] analysis codes to provide performance predictions during the search.

Whilst these low-fidelity models are able to provide meaningful performance information
that is trusted by compressor designers [29, 76], failing to employ high-fidelity analysis during
the early stages of the design process may result in fruitful avenues of improvement being
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missed, with these opportunities only becoming apparent when a more realistic representation
of the underlying physics is considered [28]. The low-fidelity analysis codes available for
axial compressor design also rely on empirical correlations, limiting their applicability when
novel designs are sought. High-fidelity analysis is essential in this scenario to ensure that
performance of the new concepts has been adequately assessed. Another risk of employing
low-fidelity codes is that defects in a design may not be detected until a later stage in
the design process [28]. By this point remedial action is likely to be both expensive and
time-consuming, and in some cases may prove impossible [76]. Using high-fidelity analysis at
the preliminary design stage gives greater assurance that the predicted performance will be
achievable in the final machine.

Missed improvement opportunities, a lack of reliability when analysing novel designs and
potentially allowing defects to go undetected represent significant drawbacks to achieving
acceptable computational cost through the use of low-fidelity models. Each of these problems
can be addressed using high-fidelity analysis, and other techniques are therefore needed to
accelerate optimisation using these more computationally expensive codes.

3.3.2.2 Faster High-Fidelity Analysis Codes

One way to provide the necessary reduction in computational cost might be to accelerate
the high-fidelity analysis codes themselves. Over the years significant speed-up has been
achieved in CFD using techniques such as multi-grid approaches [24] and running on graphics
processing units (GPUs) [22]. These methods require significant expertise in the solution
procedures themselves, and this limits acceleration of the high-fidelity analysis codes as a
technique for reducing the computational cost associated with optimisation.

It is also often the case that any acceleration of the analysis codes is used to increase the
overall fidelity of the design process rather than reduce the time taken to generate a final
product. This is evidenced by the increased use of RANS analysis in academic optimisation
studies as computing power has risen over the past two decades. As RANS analyses become
cheaper, already on the horizon large-eddy and direct numerical simulation techniques are
appearing with computational costs that are not too far from being feasible for use within
optimisation routines [223].

In addition, the acceleration of the analysis codes themselves can only go so far. Even
with efficient solution schemes and multi-grid approaches, CFD analysis of a multi-stage
turbomachine can still take upwards of an hour to complete on a single workstation [52]. If
optimisation methodologies are to be considered computationally feasible within an industrial
context there is a need for a greater degree of acceleration than can be provided by just
speeding up the high-fidelity analysis codes.
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3.3.2.3 Parallelisation

A simple and effective means of speed-up is through parallelisation. This relies upon suitable
computational resources being available with the capability of running several analyses in
tandem to reduce the overall time taken for the optimisation. Whilst the ultimate saving
achieved through parallelisation depends on the computational environment being used it is a
potentially potent means of reducing the computational cost associated with an optimisation
method. Parallelisation, and the degree to which it is possible, is therefore an important
consideration when developing the new methodology to facilitate the use of optimisation
in the preliminary design of axial compressors. However, it cannot be relied upon as the
sole source of acceleration due to the degree of speed-up being highly dependent on the
computational architecture available to the user.

3.3.2.4 Reduced Order Modelling

Another popular method for accelerating optimisation methodologies is through the use
of reduced order models. These cost-efficient representations of large scale systems can
be generated using various techniques [5], with the most popular being proper orthogonal
decomposition [31]. Whilst effective at reducing cost, these approaches are unlikely to be
compatible with the requirements for enhancing designer understanding discussed earlier in
this chapter. Reducing the order of the system detaches the changes made by the optimiser
from the design variables themselves, potentially making it difficult for users to determine
the exact physical changes that have led to the observed performance improvements. For
this reason reduced order modelling is not considered to be a useful acceleration technique in
this instance.

3.3.2.5 Multi-Fidelity Methods

Multi-fidelity methods for the acceleration of high-fidelity optimisation have received a lot of
attention in the literature over the past two decades. Peherstorfer et al. [189] define these
as being approaches that use low-fidelity models to provide computational speed-up whilst
ensuring accuracy through a reduced number of calls to a high-fidelity analysis code. Suitable
low-fidelity models include those generated by fitting response surfaces to sparse high-fidelity
data, those based on coarsened grids and relaxed convergence criteria for iterative solvers,
and those employing reduced physics models, for example through the removal of viscosity to
produce the Euler equations [69, 189].

Utilising multi-fidelity techniques to accelerate the new methodology under development
in this thesis is appealing for a number of reasons. Firstly, the presence of trusted physics-
based low-fidelity codes, in the form of the meanline and throughflow methods discussed in
Section 2.1.3, should allow for significant speed-up to be achieved. Including these low-fidelity
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codes within the decision-making process could also help to overcome trust issues that have
hampered the uptake of optimisation methods in the turbomachinery industry [214].

Secondly, multi-fidelity approaches have a good track record in the field of compressor
optimisation. At the detailed design stage, where three-dimensional optimisation of the
blade geometry is performed, the use of data-fit models in surrogate based optimisation
(SBO) frameworks has become standard practice [156, 209]. Response surfaces are built
from an initial dataset generated using design of experiments techniques, with several
different methodologies employed to construct the low-fidelity models including Kriging
[55, 96, 122, 128, 131, 154, 155], artificial neural networks [126, 146, 179] and radial basis
functions (RBFs) [64, 144, 222]. The surrogates are used to predict performance within an
optimisation loop, often being updated sequentially as in BO (see Section 3.2.2.3) to improve
their accuracy as the optimisation progresses.

Some authors have also made use of physics-based low-fidelity codes to further reduce
the number of high-fidelity analyses required. Brooks et al. [25] and Kim et al. [135] utilised
coarsened grids in conjunction with co-Kriging and hierarchical Kriging respectively, two
multi-fidelity response surfaces that incorporate data from different analysis codes to produce
more accurate performance predictions. Goinis and Nicke [89] also employed a co-Kriging
technique in conjunction with SM approximations of differing fidelities. Schemmann et al.
[211], optimising the impeller of a centrifugal compressor, used one-dimensional analysis to
filter the initial design of experiments, halving the number of high-fidelity points required to
produce a response surface of a given accuracy.

These surrogate based methods have successfully been used to accelerate high-fidelity
optimisation at the detailed design stage. However, the need for a large initial dataset limits
their applicability to preliminary design. Eastwood et al. [60], showed that producing even
a single viable starting geometry for such problems can be challenging, never mind several
hundred that are suitably spread out around the design space to form a valid training dataset
for a response surface. Despite this difficulty, Hendler et al. [101] did manage to construct a
RBF response surface to accelerate optimisation of a 10-stage machine using a throughflow
analysis code.

Other authors have employed alternative multi-fidelity techniques to accelerate optimi-
sation at the preliminary design stage. Jarrett and Ghisu [113, 115] used a trust-region
model management framework to accelerate the RANS-based optimisation of an integrated
multi-stage compression system. At each iteration a corrected low-fidelity model was used to
find promising points within a restricted area of the design space (the trust-region), with
these points then analysed using the high-fidelity code. The analysis results informed an
update to the size of the trust-region, with the low-fidelity stage given more or less freedom
depending on how well it approximated the high-fidelity performance. This approach was
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shown to provide significant speed-up compared to a single-fidelity version of the underlying
search algorithm [113, 115].

In an alternative approach, Poehlmann and Bestle [193] carried out sequential optimi-
sations using meanline and throughflow analysis codes. The meanline results were used as
starting designs for the throughflow search in an attempt to accelerate convergence of the
higher-fidelity optimisation. The authors reported some success, but found that the results of
the low-fidelity meanline stage often failed to converge when analysed using the throughflow
code. This highlights the importance of making regular accuracy checks using a high-fidelity
model to ensure that errors in the low-fidelity predictions are not leading the search astray.

Multi-fidelity approaches have a proven track record in both axial compressor design
specifically and in the wider aerospace field [69, 189] and therefore represent a suitable
acceleration technique for the new optimisation methodology developed in this thesis.

3.4 An Improved Optimisation Methodology

In the preceding sections three donor techniques have emerged with the potential to address
the factors limiting current optimisation methodologies when applied to the preliminary
design of axial compressors. Use of the MDR formulation should enable sophisticated problem
definitions to be employed that more accurately reflect the desires of the designer, overcoming
the limitations of current approaches when attempting to deal with the large number of
performance parameters present early in the design process. The TS algorithm, meanwhile,
results in rich and interpretable design development information being available to enhance
understanding, assisting designers as they attempt to determine the physical justification for
the observed performance improvements and supporting creativity and innovation through
improved physical insight into the underlying problem. Finally, multi-fidelity methods,
making use of the available physics-based low-fidelity analysis codes, should enable adequate
acceleration of the search to satisfy the strict computational cost requirements that exist
when employing optimisation in an industrial setting.

In this thesis these techniques are combined to generate an improved methodology that
facilitates the use of optimisation in the design of axial compressors. Applications focus
on the preliminary design stage due to the potential for larger performance improvements
to be achieved at this early point in the design process. To maintain tractability just
the aerodynamic design of machines is considered, with other disciplines accounted for
through the application of heuristic constraints. As mentioned in the introduction, the aim
is to improve the axial compressor design process rather than suggest enhancements to the
machines themselves. Assessment of the developed approach therefore focusses on the ability
to generate good designs in a computationally efficient manner, rather than specifics of the
axial compressors that are produced.
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Whilst TS and multi-fidelity methods have already been successfully applied to axial
compressor optimisation [113, 115], the MDR formulation is a new technique that is at an early
stage of the development process. So far the formulation has only been implemented within a
GA and a PSO, with applications limited to the demonstrative trial problems presented in the
introductory paper [39]. The first step towards a successful methodology that facilitates the
use of optimisation in the aerodynamic design of axial compressors by overcoming the limiting
factors outlined in this chapter is therefore to implement a TS algorithm that is capable of
using the MDR formulation. This is carried out in the following chapter. Due to the infancy
of the MDR approach there is then a requirement to mature the technique through the
generation of a simplifying framework before it can be applied to the more complex problem
of axial compressor design. The performance of the new TS implementation of the MDR
approach is assessed and compared to existing methods using an aerofoil test case, with the
ability to overcome the limitations associated with formulation and understanding confirmed
through application to an initial six-stage axial compressor design problem. With these
capabilities demonstrated, the technique can be accelerated by facilitating the use of low-
fidelity models in conjunction with their high-fidelity counterparts. The resultant algorithm
is shown to address each of the three factors limiting current optimisation methodologies
when applied to the preliminary design of axial compressors.

44



Chapter 4

Tabu Search Using Multiple
Dominance Relations

In the previous chapter potential solutions to the problems limiting current optimisation
methodologies when applied to the preliminary design of axial compressors were presented.
These included the MDR formulation to enable more adequate handling of the large number
of performance parameters that need to be considered early in the design process, the TS
algorithm to ensure the optimisation process is fully equipped for the role of enhancing
designer understanding, and use of multi-fidelity methods to accelerate the search for good
designs and reduce computational cost.

During initial development of the MDR formulation it was only implemented within a
GA and a PSO. Therefore the first step towards an improved methodology that facilitates
the use of optimisation in the aerodynamic design of axial compressors is to implement the
new formulation within a TS algorithm that is capable of providing interpretable design
development information to enhance understanding. The new implementation is presented in
this chapter, with the resultant algorithm validated and compared to existing methods using
an analytic test case.

4.1 Tabu Search

As discussed in the previous two chapters, TS is an optimisation algorithm based on pattern
search in which new designs are generated by altering one variable at a time by a known
amount. This behaviour allows the path taken through design space by the optimiser from
the initial to final designs to be reconstructed, resulting in interpretable design development
information that can help the user determine the physical reasoning behind the observed
performance improvements. The approach was originally developed in single-objective form
by Glover and Laguna [88] before being extended to multi-objective scenarios by Jaeggi et
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al. [110]. This multi-objective TS (MOTS) algorithm has seen extensive use in engineering
design optimisation and forms the basis of the new implementation incorporating the MDR
formulation.

4.1.1 Basic Search Mechanism

A flowchart for the MOTS algorithm described by Jaeggi et al. [110] is shown in Figure 4.1.
At each iteration new candidate designs are generated in the vicinity of the current point
using a pattern search method. The approach of Hooke and Jeeves (H&J) [105] is usually
employed in which each variable is incremented and decremented by a set amount in turn
to produce new design vectors. A random sample of these candidate designs is selected for
analysis which can be conducted in parallel to reduce the time taken for the optimisation if
the appropriate computational architecture is available. If any of the newly analysed points
dominate the current design then one of these is selected as the pattern search centre for
the next iteration. If none of the newly analysed candidates dominate the current point
then a further random sample is analysed until no candidates remain. At this stage the best
available candidate is selected even if it is dominated by the central point, providing a way
for the optimiser to move through the design space and climb out of local minima.

4.1.2 Heuristics to Enhance the Searching Capability

TS uses a series of heuristics to enhance the searching capabilities of this basic method. The
first involves a short term memory (STM) which stores all of the points already used as the
centre of a H&J iteration. These points are considered “tabu”, with the optimiser unable
to select them as the central point for the next pattern search. This improves the ability of
the optimiser to climb out of local minima and encourages a more widespread search of the
design space by preventing it from returning along the same path.

The remaining heuristics rely on the use of a counter. Following each H&J iteration a
medium term memory (MTM) containing the current non-dominated solutions is updated. If
at least one new point is added to the MTM during this update then the counter is reset to
zero. Otherwise, if no new points are added to the MTM, the counter is incremented to give
a measure of the time since the last new non-dominated design was found. When the counter
reaches user-defined critical values a series of procedures are triggered that aim to further
improve the searching capability of the algorithm.

The first of these, intensification, attempts to reinvigorate the search by moving to the
best point found that is yet to be used as the centre of a H&J pattern search. The second,
diversification, encourages global exploration by moving the search to the most remote point
in design space analysed so far. Finding the most remote point relies upon the use of an
archive known as the long term memory (LTM) that stores details of every design analysed
throughout the optimisation. Finally, step size reduction aims to further improve upon the
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best designs found by moving to a random member of the MTM and reducing the amount by
which each variable is changed during a H&J iteration. The STM is emptied following step
size reduction as new information can be obtained by conducting pattern searches around
previously visited points using smaller design variable changes.

4.1.3 Previous Applications to Engineering Design Problems

The MOTS algorithm has been successfully applied to a variety of engineering design problems.
Ghisu et al. [82], Jarrett and Ghisu [113, 115] and Kipouros et al. [137] all used MOTS in
their axial compressor optimisation studies, with the latter employing a multi-fidelity version
of the basic algorithm built around a trust-region methodology. Further work by Ghisu et al.
[78] applied MOTS to robust aerofoil optimisation allowing for the effects of ice accretion,
whilst the algorithm has also seen use in the renewables sector to optimise a horizontal axis
wind turbine [70] and the blades of a Wells turbine [93]. Other areas of application include
turbomachinery blade design [136], high-lift aerofoil optimisation [230] and development of a
civilian unmanned aerial vehicle [7].

4.1.4 Limitations of Tabu Search

Despite these successful applications TS does have limitations, primarily in the lack of a
rigorous convergence guarantee. When employing the algorithm in engineering optimisation
studies this is not usually a problem as the designer is rarely interested in finding truly
optimal designs. Instead the optimiser is used to explore the design space and produce the
largest performance improvement possible given a limited computational budget [38].

The local nature of the algorithm, considering just a single design at each iteration also
restricts the explorative capability of the search, especially when compared to population-
based methods such as GAs and PSO. However, the likes of Ghisu et al. [81] have still
successfully used MOTS to generate trade-off curves in a computationally efficient manner.

Finally, the use of a H&J pattern search, changing only one design variable at a time,
means that any synergies involved with altering different parameters simultaneously will
not be uncovered, potentially resulting in improvement opportunities being missed by the
algorithm [104]. Evidence in the literature suggests that MOTS is still able to make progress
on axial compressor design problems despite this limitation [82, 113, 115, 137]. Perhaps more
importantly, changing one design variable at a time allows for the provision of interpretable
development information to enhance designer understanding, outweighing any minor losses
in exploratory performance.
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4.2 Incorporating Multiple Dominance Relations

As discussed in the previous chapter, the MDR formulation can be incorporated into existing
optimisation algorithms through the use of ranking functions [39]. Designs are given a
separate ranking for each dominance relation, indicating how good that design is according
to that relation. Cook et al. [39] suggest two possible ranking functions to fulfil this purpose.
The first is the non-dominated sorting method [90] in which the rank of a design is equal to
the number of non-dominated fronts that must be removed before it becomes non-dominated.
The second is a count of the number of other designs that dominate a given point [71]. Results
in the original work [39] show little difference between these two ranking functions, with the
simpler second method preferred here.

When determining whether one design is better than another these rankings are compared
in place of the usual direct comparison of objectives. This is carried out using lexicographic
ordering, meaning the rankings corresponding to the first dominance relation (≼1 in Equation
3.4) are compared first, with the rankings corresponding to ≼2 only consulted if those
corresponding to ≼1 are equal. This continues to the nth relation, meaning two designs are
only considered equivalent (i.e. neither dominates the other) if their rankings are identical
for every dominance relation.

Using this rankings approach Cook et al. [39] implemented the MDR formulation within
a GA and a PSO, making only minor changes to the underlying algorithms. Similarly, only
limited modifications to the MOTS algorithm described in the previous section are required
to facilitate the use of MDR. The sole notable addition, highlighted in Figure 4.1, is the
generation and updating of the rankings when new designs are analysed. The rankings of each
new design are calculated by comparing it to all previously analysed points and counting the
number that dominate it according to each dominance relation. During this comparison the
rankings of any existing designs that are dominated by the new point are updated accordingly
to reflect the new information.

A method for carrying out this process is presented in Algorithm 1. The computational
cost of the procedure is O(nMN2), where n is the number of dominance relations being
used, M is the number of values defining each of these relations, and N is the number
of previously analysed points [39], with all designs found during the search needing to be
considered to avoid cyclic behaviour [18]. For optimisation using high-fidelity analysis N is
usually restricted to O(1000) due to time constraints, meaning the additional computational
expense of calculating the rankings is negligible when compared to the cost of even a single
high-fidelity analysis. However, the reliance on a library of previously assessed points may
limit the MDR formulation if applied to problems where a much larger number of designs
are considered.
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Algorithm 1 Procedure for generating and updating the rankings following analysis of a
new design.

function update_rankings(new_design, existing_designs, dominance_relations)
for design in existing_designs do

for dom_rel in dominance_relations do
if design dominates new_design then

new_design.rankings[dom_rel] += 1
else if new_design dominates design then

design.rankings[dom_rel] += 1
end if

end for
end for
return new_design, existing_designs

end function

The only other alteration to the original MOTS algorithm required to incorporate the
MDR formulation is to replace the direct comparison of objectives with the lexicographic
comparison of the rankings whenever a choice is made between designs. This occurs when
deciding whether to advance the optimisation to a newly analysed candidate and when filling
the MTM with non-dominated designs.

With these modifications the MOTS algorithm is equipped to utilise the MDR formula-
tion, producing a new multiple dominance relations tabu search (MDRTS) method. This
implementation can handle more sophisticated problem definitions without adding significant
computational overhead and retains the ability to provide interpretable design development
information to enhance designer understanding.

4.3 Additional Algorithmic Alterations

In addition to the modifications facilitating the use of MDR a number of further changes are
made to enhance the effectiveness of the MOTS algorithm developed by Jaeggi et al. [110].

Originally the STM was limited in size, storing only the most recently visited points
to ensure memory allocation constraints were not breached [88, 110]. In the applications
considered in this thesis the maximum number of iterations is O(100) due to strict limits
being imposed on the number of computationally expensive analyses that can be carried out.
Given the relatively small number of iterations sufficient memory is not a problem, allowing
the limit on the size of the STM to be removed. This ensures that each H&J pattern search
is conducted around a new central point, increasing the extent of the design space that is
explored.

Intensification in this implementation follows that of Jaeggi et al. [110], with the best
design not yet present in the STM selected as the centre for the next H&J iteration. In the
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diversification approach the range of each variable is split in half, resulting in 2nvar regions of
design space, where nvar is the number of design variables. All previously analysed designs
are allocated to the appropriate region using their design vectors and a design from the region
with the smallest number of existing points within it is selected as the new centre.

When a pattern search centre is suggested by either intensification or diversification in the
original algorithm the step size used during the subsequent H&J iteration remains unchanged.
However, initial experiments by the author found that this often resulted in small step sizes
being used in the latter stages of the search to explore regions of design space that had yet
to receive significant coverage. It would be more appropriate to use a larger step size within
these under-explored regions, allowing a greater extent of the design space to be covered
more efficiently, accelerating the search for good designs.

In the implementation used here, therefore, the step size is reset to the level at which
the newly selected central point was discovered. This means that if a design is generated
by a pattern search using a large step size, but is only selected as a central point through
intensification or diversification at a later stage when the step size has been reduced, the
algorithm returns to using the larger step size when continuing the search from that point.
This requires separate STMs to be stored for each step size, as designs should only be
considered “tabu” if they have been used as the central point for a H&J pattern search
employing the current step size or smaller. Again due to the relatively small number of
iterations in the optimisations conducted in this work the memory allocation required for
these additional STMs is not significant. The ability to alter the step size so that it more
adequately reflects the extent to which a region of design space has been explored should
ensure more efficient use of the limited computational budget available to the optimiser.

A final alteration also enhances the explorative capabilities of the search algorithm. When
intensification and diversification fail to produce new members of the MTM the TS algorithm
resorts to reducing the step size in the hope of further improving good designs that have
already been found. In the current algorithm this may result in a smaller step size being
selected before all members of the MTM have been used as centres for pattern searches
employing the existing amount of design variable change. This could lead to improvement
opportunities being missed and to an unnecessary reduction of the step size, limiting the
explorative capabilities of the algorithm.

To avoid this scenario when step size reduction is triggered the new implementation first
checks whether all of the designs in the MTM are also present in the STM for the current
smallest step size. If they are all in both memories then step size reduction is carried out as
normal. If any are not then one of these is selected at random as the new pattern search centre
and the value of the counter is reduced by one. The algorithm then conducts a H&J iteration
around the chosen MTM design using the current smallest step size. If no new additions are
made to the MTM then the counter is incremented, triggering step size reduction again. This
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process is repeated until either a new addition is made to the MTM, resetting the counter
to zero, or all MTM designs have been used as pattern search centres, resulting in the step
size being reduced. This approach ensures that all potential improvement opportunities are
adequately explored before the algorithm reduces the step size, improving the efficiency of
the search as it moves through the design space.

4.4 Implementation Validation

To validate the TS implementation of the MDR approach it is applied to an analytic test case
developed by Cook et al. [39]. The performance of the new MDRTS algorithm is compared
to the two population-based implementations developed in the original work [39], as well as
to multi-objective formulations of the problem solved using the MOTS algorithm. These
comparisons validate the implementation of the MDR formulation and demonstrate whether
incorporating the new approach through ranking functions is effective within an algorithm
based on pattern search. They also provide an initial indication of the performance of the
new MDRTS algorithm compared to existing methods.

4.4.1 Analytic Test Case

The analytic test case employed for this initial validation was developed by Cook et al. [39]
specifically to demonstrate the benefits of the MDR formulation. It consists of four design
variables, each in the range [−5, 5], and three performance metrics defined in Equation 4.1.

f1 =
√

(x1 − 4)2 + 25(x2 − 0)2 + 25(x3 − 0)2 + 25(x4 − 0)2

f2 =
√

(x1 + 4)2 + 25(x2 − 0)2 + 25(x3 − 0)2 + 25(x4 − 0)2

f3 =
√

25(x1 − 3)2 + 25(x2 − 0)2 + 25(x3 − 0)2 + (x4 − 1)2

(4.1)

The goal is to find the design that minimises f3 within the Pareto front defined by
minimising f1 and f2, and a single optimum is located at x = [3, 0, 0, 0].

4.4.2 Comparative Implementations

Two comparisons are carried out to validate and assess the performance of the new MDRTS
algorithm. Firstly, results generated by the new method are compared to those found
using two more traditional multi-objective problem definitions and MOTS as the underlying
algorithm. This reveals whether the MDR formulation is behaving as expected when combined
with TS. The three problem formulations used are the same as those adopted by Cook et al.
[39] when applying this test case for a similar purpose. They are a two-dimensional multi-
objective optimisation using f1 and f2 as objectives; a three-dimensional multi-objective
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Table 4.1 Parameter settings for the TS, GA and PSO.

Algorithm Parameter Value Description

Tabu Search

N_sample 8 No randomly selected for analysis
intensify 5 Counter value for intensification
diversify 10 Counter value for diversification
reduce 15 Counter value for step size reduction

step_fac 0.5 Step size reduction factor
init_step 0.1 Initial step size 10% of variable range

Genetic Algorithm

tourn_size 2 Tournament size for parent selection
cross_mag 0.1 Blended crossover magnitude
mut_rate 0.1 Mutation rate
mut_mean 0.0 Mean of Gaussian used for mutation
mut_std 1.0 Std. dev. of Gaussian for mutation

Particle Swarm mut_rate 0.5 Mutation rateOptimisation

optimisation with all three performance metrics used as objectives; and the MDR approach
using the nested relation presented in Equation 3.3, with Pareto dominance of f1 and f2 as
the first dominance relation, ≼1, and real number ordering of f3 as the second, ≼2. The two
multi-objective problem definitions could be seen as special cases of the MDR formulation
with Pareto dominance of the selected objectives used as the sole dominance relation. The
MDRTS approach therefore inherits all of the capabilities of the MOTS algorithm, but with
the added facility to incorporate more sophisticated problem definitions.

The second comparison is to results generated using the previously developed GA and
PSO implementations of the MDR approach [39]. These are based on NSGA-II [48] and a
multi-objective PSO developed by Coello et al. [35]. The same MDR problem formulation
is employed by both algorithms, allowing an initial performance assessment of the TS
implementation compared to these population-based methods.

One problem faced when attempting to compare population-based algorithms with those
utilising pattern search is that the former start from an initial set of designs whereas the latter
require just a single starting point. This can make it challenging to determine whether differing
results are due to the underlying operation of the algorithms or simply a consequence of one
receiving a more favourable set of starting points. In order to provide a fairer comparison of
the search mechanisms themselves both TS algorithms are modified to start from an initial
population of designs, with the best selected as the central point for the first H&J pattern
search. This allows direct comparison of the results generated by the different methods.

Each approach is run from the same 20 randomly generated sets of starting points using
a population size of 50 and a computational budget of 1000 calls to the function calculating
the objectives. Various parameter settings for the different algorithms are shown in Table 4.1.
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Fig. 4.2 Progression of the best overall performance measure found using the multi-objective
and MDR formulations applied to the analytic test case. All 20 runs are shown as faint lines
with the mean plotted in bold.

4.4.3 Results

Figure 4.2 compares the performance of the new MDRTS algorithm to the two multi-objective
formulations using MOTS. The progression of the best value of an overall performance
measure is tracked for each of the different runs, with the average shown in bold. This overall
performance measure is defined as the reciprocal of the minimum Euclidean distance to the
known optimum in a space containing the four design variables.

The results demonstrate similar behaviour to that observed by Cook et al. [39] using the
population-based implementations. The multi-objective formulations make initial progress
towards the optimum but stall after around 160 evaluations due to their inadequate expression
of the true goal of the problem. The two-objective approach fails to account for the desire to
minimise f3, whilst the three-objective method does take this into account but in an inefficient
manner, requiring a three-dimensional trade-off that cannot be sufficiently resolved using
the given computational budget. The formulation utilised by the new MDRTS algorithm, in
contrast, represents the goal of the problem more accurately and as a result produces values of
the overall performance measure that are on average around two orders of magnitude higher
than those found using the existing methods. The speed of convergence does not diminish
even after 1000 function evaluations, with values of the overall performance measure growing
throughout the optimisation. The superiority of the MDR approach appears to increase as
more points are analysed. This is perhaps a result of the comparative relation improving as
more information is generated to calculate the rankings. With a greater extent of the design
space represented these functions start to reflect the true performance of different designs
in relation to one another more accurately. In some senses the fidelity of the MDR relation
itself is being elevated as the search progresses and more designs are included in the rankings
calculation. The results in Figure 4.2 validate the TS implementation of the MDR approach,
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Fig. 4.3 Progression of the best overall performance measure found using the different MDR
implementations applied to the analytic test case. All 20 runs are shown as faint lines with
the mean plotted in bold.

demonstrating that the benefits of the more sophisticated problem formulation persist within
this algorithm based on pattern search.

Figure 4.3 compares the performance of the three different implementations of the MDR
formulation, with this again plotted in terms of the overall performance measure defined
earlier. The new TS method outperforms both population-based approaches when applied to
this analytic test case. The MDRTS algorithm produces good designs more efficiently, on
average generating equivalent performance to that found using the PSO in 820 evaluations,
and matching the results produced by the GA after 650 calls to the function calculating the
objectives. These correspond to respective computational savings of 18% and 35%. The new
implementation also continues to produce designs closer to the known optimum throughout
the search, with the final values of the overall performance measure being on average three
times greater than the PSO results and 10 times that produced using the GA.

One possible reason for this superior performance is the natural balance between explo-
ration and exploitation in the two types of algorithm. By making large changes to the design
vector, population-based methods inherently carry out a more thorough search of the entire
design space than is possible using the smaller changes of an algorithm based on pattern
search. A wide-ranging search reduces the likelihood of promising regions being missed, but
can mean that the potential of good designs is not fully exploited. Pattern search approaches,
in contrast, are good at exploiting the potential of designs due to their incremental movement
through the design space. In this analytic test case comprising just four variables the design
space is relatively small and easy to navigate, reducing the importance of exploration and
favouring the TS implementation that is more adept at exploitation.

The results presented in this section validate the MDRTS algorithm as a successful
optimisation methodology and motivate further development to enable application to the
preliminary design of axial compressors.
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4.5 Summary

The promising MDR approach has been successfully implemented within a TS routine.
The resultant MDRTS algorithm, validated using an analytic test case, is well equipped to
overcome problems associated with both formulation and understanding that limit current
optimisation methodologies when applied to the preliminary design of axial compressors.
These capabilities are assessed in later chapters. However, before that can be carried out
further maturing of the MDR formulation is required through the development of a simplifying
application framework that is the subject of the following chapter.
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Chapter 5

A Simplifying Application
Framework

Whilst the TS algorithm has been applied to a range of engineering design optimisation
problems, the new MDR formulation has only recently been introduced and lacks maturity.
This means there is an absence of guidance available for how to apply the new formulation,
and by extension the MDRTS algorithm developed in the previous chapter, to more complex
problems such as the preliminary design of axial compressors. Faced with a long list of
performance parameters it may be difficult for a designer to determine the best way for them
to be arranged within the nested hierarchy of dominance relations at the heart of the new
formulation. To overcome this problem a simplifying framework is proposed in this chapter
that harnesses the main benefits of the MDR formulation without adding complexity from
the perspective of the designer tasked with setting up the optimisation problem.

5.1 An Additional Performance Parameter Classification

One positive feature of the traditional objectives-and-constraints formulation for optimisation
is simplicity. When formulating a problem all the designer needs to do is designate the relevant
performance parameters as being either objectives or constraints and specify values for any
limits imposed. Ideally, formulating a problem using MDR should be no more difficult, and
here it is suggested that the main benefits of the new approach can be realised by introducing
one additional performance parameter classification alongside the objectives and constraints.
This new classification incorporates parameters that the designer wants to improve but with
secondary importance compared to those designated as objectives. Quantities of interest
assigned to this classification are therefore referred to as “desirable features”.

This type of performance parameter formed part of the original motivation for developing
the MDR formulation discussed in previous chapters. The desires of the designer for quantities
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of interest such as pitching moment and trailing edge separation in aerofoil design and Mexit

and αexit in axial compressor problems are often difficult to adequately represent using
objectives or constraints. Instead, using the new framework, these performance parameters
can be assigned to the desirable features classification, aligning more closely with what the
designer actually wants.

Performance in terms of the objectives, constraints and desirable features can be assessed
using three separate dominance relations, with designs given distinct rankings based on how
they perform in terms of the quantities of interest assigned to each classification. Arranging
these dominance relations in the nested formulation shown in Equation 5.1 produces an
optimisation problem definition that is able to reflect the desires of the designer more
accurately than would be possible using objectives and constraints alone.

Xoptimal := min(min(min(X,≼1),≼2),≼3) (5.1)

This simplifying application framework makes formulating optimisation problems using
MDR no more difficult than when employing the traditional objectives-and-constraints
approach. The designer simply has one additional classification available when assigning
performance parameters. Whilst complexity from the perspective of the designer has not
increased, the new approach allows sophisticated problem formulations to be employed,
facilitating more accurate handling of quantities of interest that were previously difficult to
satisfactorily designate as either objectives or constraints.

5.2 Arrangement Within a Nested Structure

The dominance relations assessing performance in terms of the three performance parameter
classifications need to be arranged within the nested hierarchy shown in Equation 5.1. There
are six possible permutations for the arrangement of these three dominance relations, outlined
in Table 5.1. The presence of multiple potential orderings means an experiment is required
to determine whether the arrangement is significant and if a particular permutation of the
dominance relations can be recommended as most likely to produce designs that are of
interest to the designer.

Before conducting any experiments it can be shown that not all of the permutations in
Table 5.1 are permissible for all problems. For example, if just one parameter is assigned to
the objectives classification then this must appear as the final dominance relation, ≼3, in
any ordering. This is because only a single design will ever be considered non-dominated
according to that relation as dominance is determined by ordering the parameter values and
it is rare for two designs to exhibit exactly the same value of a given quantity of interest.
With only one design being considered non-dominated the lexicographic comparison would
not need to go past the objectives dominance relation to select between designs, resulting
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Table 5.1 The six permutations of the performance parameter classifications within the nested
hierarchy of dominance relations shown in Equation 5.1.

A B C D E F

≼1 Objectives Objectives Des. Feat. Des. Feat. Constraints Constraints

≼2 Des. Feat. Constraints Objectives Constraints Objectives Des. Feat.

≼3 Constraints Des. Feat. Constraints Objectives Des. Feat. Objectives

in subsequent dominance relations being ignored. Therefore, to ensure the constraints and
desirable features are taken into account by the optimiser, the objectives must appear as
the final dominance relation, ≼3, in any problem formulation where just one parameter is
assigned to the objectives classification. This is the case in two of the six permutations
in Table 5.1, D and F, with these being the only permissible orderings of the dominance
relations for problems using a single objective. When a trade-off between multiple objectives
is sought all six of the formulations are permissible as Pareto dominance allows two designs
to be deemed equivalent, leading to the optimiser consulting further dominance relations to
determine any preference between designs.

The same argument applies when only one parameter is assigned to the desirable features
classification. However, this scenario is not considered here partly to maintain tractability,
but also because it is unlikely to occur in practice. In the literature review conducted in
Chapter 2 there was rarely a lack of parameters that the designer wanted to improve. In fact,
problems associated with formulation arose due to the presence of numerous quantities of
interest that could have been treated as objectives. It is therefore concluded that assigning a
single performance parameter to the desirable features classification would be uncommon. If
it did occur then in most cases selecting a second desirable feature from the list of relevant
performance parameters should be relatively straightforward.

To determine whether the ordering of dominance relations is significant, and if any option
might be recommended as the most likely to generate interesting designs, a set of experiments
is conducted using both single-objective and trade-off scenarios. This demonstrates whether
the significance of nesting order is consistent across the different settings in which the MDRTS
algorithm might be employed.

5.2.1 Aerofoil Test Case

The experiment to determine the significance of the arrangement of dominance relations
within the nested hierarchy shown in Equation 5.1 demands a richer test case than the analytic
problem used in the previous chapter. The design of two-dimensional transonic aerofoil
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Table 5.2 Hicks-Henne bump locations and bounds.

Surface Location Lower Bound Upper Bound
(x/chord) (×10−3) (×10−3)

Upper

0.05 -10 10
0.2 -15 15
0.45 -15 15
0.7 -10 15
0.85 -5 10

Lower

0.05 -10 10
0.2 -15 15
0.45 -15 15
0.7 -10 15
0.85 -5 10

sections, commonly employed in aerospace design optimisation research [4, 85, 97, 148, 248],
meets this requirement.

The set-up used here is similar to that of Cook et al. [39] in their initial demonstration of
the MDR formulation. A Reynolds number of 6.5 million is selected along with a Mach number
of 0.8 and a fixed angle of attack of three degrees. The aerofoil surface is parameterised using
10 Hicks-Henne bump functions whose locations and bounds are shown in Table 5.2. Analysis
is provided by the open source CFD software SU2 [182] solving the RANS equations, with
the RAE2822 mesh provided with the software used as a baseline (shown in Figure 5.1) that
is deformed using a further program within the SU2 suite. A single analysis using this mesh
takes just over 5 minutes using 8 Intel Xeon 2.13 GHz CPUs.

Figure 5.2 shows contours of Mach number around the baseline RAE2822 aerofoil. This
demonstrates the transonic nature of the problem, with a shockwave situated on the upper
surface of the aerofoil followed by a region of separated flow. The key performance parameters
are lift, drag, pitching moment, the amount of trailing edge separation and some measure
of the space available inside the aerofoil for structural requirements and fuel storage. The
analysis software outputs the first three of these in the form of coefficients (CL, CD and
CM respectively), whilst a measure of trailing edge separation is found by calculating the
area under the skin-friction coefficient vs. chordwise distance curve whenever the former is
negative. Following a number of other works [4, 143] the cross-sectional area, Ac, of the
aerofoil is used as a measure of the available internal space.

5.2.2 Experimental Set-Up

The task of formulating suitable problems for the single-objective and trade-off scenarios is
simplified by using the application framework suggested earlier in this chapter. The first
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Fig. 5.1 Baseline mesh used in SU2 RANS analysis.

Fig. 5.2 Mach number around the baseline RAE2822 aerofoil.
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requires improvement of a single performance parameter, and the aerofoil problem is therefore
posed as a CD minimisation subject to constraints applied to CL and Ac. The lower limit for
CL is set at 0.6, whilst the internal area is required to be no less than that of an RAE2822
aerofoil with the same chord length (0.07784 m2 when the chord length is 1 m). As suggested
by Cook et al. [39] when developing the MDR formulation, CM and trailing edge separation
are quantities the designer wants to improve but with secondary importance compared to CD

and are therefore treated as desirable features. In the second scenario a trade-off is sought,
with maximising CL added to the objectives classification alongside minimising CD. The
CL requirement is removed leaving the minimum Ac as the sole constraint. Again CM and
separation are assigned to the desirable features classification.

Optimisations using the dominance relation permutations in Table 5.1 are applied to
these two problems, with just D and F used in the single-objective scenario and all six in
the trade-off study. The MDRTS algorithm developed in the previous chapter is employed,
with the ability to start from an initial set of designs, rather than a single point, retained
in order to reduce the dependence of the results on the quality of the starting geometries.
Each formulation is run from the same 10 sets of 20 randomly generated starting aerofoils
allowing averaged results to be assessed, minimising the impact of stochastic elements of the
algorithm on the conclusions drawn. The computational budget for each optimisation is 500
SU2 evaluations, equivalent to around two days of continuous running time.

Whilst the dominance relations corresponding to the objectives and desirable features use
the Pareto dominance criterion to select between designs, the constraints relation requires a
handling methodology to ensure that aerofoils satisfying the specified limits are preferred. The
penalty approach recommended by Coello [34] is employed for this purpose. An individual
penalty term is calculated for each constraint as the amount of violation normalised by
the limit itself, with these summed to provide an overall measure of constraint violation
for a given design. Similar penalty approaches have been used in previous TS applications
[82, 137], with these methods being preferable to barrier techniques, where infeasible designs
are considered “tabu”, due to the severe restrictions placed on the design space. Ghisu et al.
[82] noted how penalties avoid “excessive fragmentation of the design space”, whilst Kipouros
et al. [137] stated that a penalty approach is necessary to navigate the highly non-linear
characteristics of the search spaces that exist in aerodynamic design optimisation problems.

5.2.3 Single-Objective Results

Figure 5.3 shows the performance of designs found during the 10 runs using Formulations
D and F in Table 5.1 applied in the single-objective scenario that satisfy the minimum CL

and Ac constraints and are also non-dominated in terms of CD, CM and separation. The
optimisations employing Formulation F appear to have outperformed those using Formulation
D, generating a larger number of designs that are non-dominated in terms of the objective
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Fig. 5.3 Performance of the best designs found using Formulations D and F in Table 5.1
applied in the single-objective scenario with a minimum CL requirement of 0.6.

and desirable features. Designs found using this permutation of the dominance relations also
tend to have lower values of the two desirable features for a given level of CD.

To further compare the two formulations a reference point approach is employed similar
to that used in some of the techniques for many-objective optimisation mentioned in Chapter
3 [49, 153, 175, 206]. The reference point is given the best value of the objective and desirable
features produced by the different runs applied in this scenario, considering all designs that
satisfy the constraints. The Euclidean distance to this idealised design in a space containing
normalised versions of the objective and desirable features is used to assess the convergence
of an optimisation in two ways. Firstly, as the search progresses the minimum distance
to the reference point is calculated, with the reciprocal of this value plotted to give an
overall performance measure that is used to assess the speed at which an approach generates
interesting designs. Secondly, at the end of the optimisation designs exhibiting performance
within a given Euclidean distance of the reference point are tallied, indicating the quality of
the final results.

Figure 5.4 tracks the highest values of the overall performance measure found by the
searches conducted using Formulations D and F, with each of the 10 runs plotted individually
and the mean shown in bold. Whilst the search using Formulation D makes good initial
progress it appears to stall after around 250 evaluations, failing to produce further increases
of the overall performance measure. In contrast, the aerofoils generated using Formulation F
continue to exhibit improved values of this measure throughout the search.

Poor performance when employing Formulation D can also be seen in Figure 5.5 which
shows the number of final aerofoils that exhibit performance within a given Euclidean distance
of the idealised reference point. On average, the use of Formulation F leads to a larger
number of designs exhibiting good performance in terms of the key quantities of interest
than are found using Formulation D. In fact, three of the runs conducted using the latter
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Fig. 5.4 Progression of the best overall performance measure found using Formulations D
and F in Table 5.1 applied in the single-objective scenario with a minimum CL requirement
of 0.6. All 10 runs are shown as faint lines with the mean plotted in bold.
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Fig. 5.5 Number of designs produced using Formulations D and F in Table 5.1 applied in the
single-objective scenario with a minimum CL requirement of 0.6 that exhibit performance
within a given Euclidean distance of the idealised reference point. All 10 runs are shown as
faint lines with the mean plotted in bold.

arrangement of dominance relations fail to appear on this figure, with the aerofoil exhibiting
performance closest to that of the ideal design being at a Euclidean distance of greater than
0.5. In contrast, all 10 runs conducted using Formulation F are present, with just one, visible
in the lower right corner of the figure, failing to produce designs with performance close to
that of the reference point.

The reason for this superior performance is revealed in Figure 5.6a, which tracks the
number of sufficient points found during each run using the two formulations. Whilst the
searches employing Formulation F consistently find new designs that satisfy the constraints,
every run using Formulation D reaches a point beyond which no new sufficient designs are
generated. In some cases this occurs after around half of the computational budget has
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been expended, but in the worst runs only a handful of designs that satisfy the CL and Ac

constraints are found during the entire optimisation
The remaining plots in Figure 5.6 track the performance of the aerofoils selected as

centres for the pattern searches used by the MDRTS algorithm to generate new designs. They
therefore provide an indication of how the searches are progressing, showing the performance
of designs that the optimiser considers to be promising. Sudden large changes in performance
visible on these plots are due to the intensification and diversification heuristics described in
Section 4.1.2 that are employed to enhance the explorative capabilities of the TS algorithm.

Figure 5.6c shows that searches conducted using Formulation D consistently violate
the CL constraint, leading to the small number of sufficient designs seen in Figure 5.6a.
Figures 5.6e and, to a lesser extent, 5.6f show that this is due to the optimiser prioritising
improvements in the desirable features over satisfaction of the constraints. Designs exhibiting
good performance in terms of CM and trailing edge separation are accepted despite their
CL values being below the specified minimum. This behaviour is a result of the desirable
features appearing ahead of the constraints in Formulation D (see Table 5.1). In contrast,
the nested hierarchy of Formulation F prioritises satisfaction of the constraints, maintaining
the focus of the optimiser on sufficient aerofoils that meet both design requirements and are
therefore more likely to be of interest to the designer.

This problem of failing to focus on sufficient designs is exacerbated when the constraints
become more difficult to satisfy. Figure 5.7 tracks searches conducted using a higher minimum
CL requirement of 0.7, started from the same 10 sets of initial designs. In this case searches
using Formulation D, placing a higher priority on the desirable features than the constraints,
are only able to find at most one sufficient design, wasting the computational budget analysing
aerofoils that fail to meet the specified design requirements. Optimisations employing
Formulation F, in contrast, consistently generate numerous sufficient aerofoils that are more
likely to be of interest to the designer.

These results show that in a single-objective scenario the selected nesting arrangement has
a significant impact on the results produced by the optimisation. To ensure other relations
are considered when selecting between designs the sole objective should appear as the final
element of any dominance relation ordering. Results generated using the aerofoil test case
suggest that satisfaction of the constraints should appear as the first arbiter between designs
to avoid wasting computational resources analysing insufficient points that are unlikely to be
of interest to the designer. This leaves the desirable features to occupy the middle tier of the
nested hierarchy.

5.2.4 Trade-Off Results

Figure 5.8 shows the performance of designs on the CL-CD Pareto fronts produced using
the six formulations in Table 5.1 applied in the trade-off scenario, considering all designs
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Fig. 5.6 Progression of searches using Formulations D and F in Table 5.1 applied in the
single-objective scenario with a minimum CL requirement of 0.6. Figure 5.6a shows the
number of sufficient points found and the remaining plots track performance of the pattern
search centres.
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Fig. 5.7 Progression of searches using Formulations D and F in Table 5.1 applied in the
single-objective scenario with a minimum CL requirement of 0.7. Figure 5.7a shows the
number of sufficient points found and the remaining plots track performance of the pattern
search centres.
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Fig. 5.8 Performance of designs on the CL-CD Pareto fronts found using the six formulations
in Table 5.1 applied in the trade-off scenario.

generated during the 10 runs that satisfy the minimum Ac constraint. The optimisations
conducted using Formulations C, D and F generate Pareto fronts that are mostly, if not
completely, dominated in terms of CL and CD by those produced using the other three
formulations. However, Figure 5.8d shows that Formulations C, D and F have managed to
find designs exhibiting good performance in terms of CM and separation. This is due to the
desirable features appearing ahead of the objectives in each of these formulations, meaning
improvement in CM and separation are accepted before CL and CD are taken into account.

Searches conducted using Formulations A, B and E converge to similar CL-CD Pareto
fronts, perhaps suggesting that the permutation of dominance relations within the nested
hierarchy is less significant in this trade-off scenario. However, further inspection reveals a
weakness in the first two of these formulations.

Figure 5.9a tracks the number of sufficient designs found using each of the different
dominance relation permutations and shows that Formulations A and B have suffered a
similar fate to that of Formulation D in the single-objective scenario. Each search conducted
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using these formulations reaches a point beyond which it fails to generate any new sufficient
designs due to violation of the minimum Ac constraint visible in Figure 5.9d. Formulations A
and B both place the objectives above satisfaction of the constraints in the nested hierarchy
of dominance relations shown in Table 5.1. This leads to designs with good performance in
terms of CL and CD being preferred despite their violation of the minimum Ac requirement.
In contrast, searches using Formulation E, which achieve a very similar CL-CD Pareto front
to those found using Formulations A and B (Figure 5.8a), consistently produce new sufficient
designs that are more likely to be of interest to the designer.

As in the single-objective scenario, this problem of failing to find sufficient designs is
exacerbated when the constraint becomes more difficult to meet. To simulate this Ac and
CL are swapped in the designation of performance parameters, with maximising Ac and
minimising CD treated as the new objectives subject to a constraint on CL. This problem
set-up, with Ac treated as an objective, is unlikely to be adopted in a practical setting,
however for the purposes of this demonstration it allows the more challenging minimum CL

requirement of 0.7 to be applied and the effects on the performance of searches conducted
using the formulations in Table 5.1 observed.

Figure 5.10a, tracking the number of sufficient designs found using the different dominance
relation orderings, shows that the optimisations employing Formulations A and B fail to make
any meaningful progress when applied to this new trade-off problem. Only searches conducted
using Formulations E and F consistently produce aerofoils that satisfy the minimum CL

constraint, with these being the two formulations in Table 5.1 that place satisfaction of the
constraints at the top of the nested hierarchy of dominance relations.

These results suggest that, as in the single-objective scenario, the selected nested arrange-
ment has a significant impact on the final designs produced by an optimisation using MDR.
In particular, placing satisfaction of the constraints at the top of the hierarchy appears to
actively maintain the focus of the optimiser on sufficient designs that are more likely to be of
interest to the designer. In this trade-off scenario Formulation E seems to be the better of
the two formulations that do this, giving a higher priority to the objectives, increasing the
likelihood of an advanced Pareto front in terms of these primary quantities of interest being
produced.

5.3 Similarities With Other Constraint Handling
Approaches

Results in the previous section suggest that, irrespective of the number of objectives being
used, the dominance relation associated with constraint satisfaction should appear first in the
nested hierarchy shown in Equation 5.1. This agrees with the suggestion made by Cook et al.
[39] when introducing the MDR formulation that constraints could be handled by setting
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Fig. 5.9 Progression of searches using the six formulations in Table 5.1 applied in the CL-CD

trade-off scenario. Figure 5.9a shows the number of sufficient points found and the remaining
plots track performance of the pattern search centres.
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Fig. 5.10 Progression of searches using the six formulations in Table 5.1 applied in the Ac-CD

trade-off scenario. Figure 5.10a shows the number of sufficient points found and the remaining
plots track performance of the pattern search centres.
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the first relation to be one for which feasible designs are optimal. It is noted that many
different constraint handling approaches can be included in this way, such as those presented
by Mezura-Montes and Coello [174]. Cook et al. also highlighted similarities with existing
approaches that use rankings to handle constraints in evolutionary algorithms, including
work by Coello [33], Ho and Shimizu [103] and Ray et al. [198]. The results presented in
this chapter provide evidential support for the suggestion made in the original work, and
reinforce the importance of prioritising constraint satisfaction.

5.4 Summary

In this chapter a simplifying application framework has been developed that harnesses the
main benefits of the MDR formulation through the introduction of one additional performance
parameter classification alongside objectives and constraints. Incorporating parameters known
as desirable features, this new classification allows sophisticated problem definitions to be
produced that reflect what the designer actually wants more accurately than is possible
using objectives and constraints alone. This is achieved without any noticeable change in
complexity from the perspective of the designer tasked with setting up the optimisation.

An investigation conducted using an aerofoil test case highlights the significance of the
arrangement of the dominance relations assessing performance in terms of each of these
classifications within the nested hierarchy at the heart of the MDR formulation. The results
suggest that some permutations are more likely than others to produce designs that are of
interest to the designer. Irrespective of the number of objectives being used, satisfaction of the
constraints should be placed at the top of any dominance relation hierarchy to maintain the
focus of the optimiser on sufficient designs. When a single objective is employed this should
appear as the final element in any nesting to ensure that other parameters are considered
by the optimiser, leaving the desirable features to occupy the second spot in the hierarchy.
In trade-off scenarios when multiple parameters are designated as objectives these should
be placed after the constraints as the second arbiter between designs, followed by desirable
features as the final dominance relation.

Whilst it cannot be concluded based on the results of one test case that these represent
optimal nesting arrangements for all problems, they can act as a useful starting point when
attempting to apply the MDR formulation to more complex problems, such as the preliminary
design of axial compressors. The simplifying application framework developed in this chapter
is a novel contribution that should enable use of the promising MDR formulation in a wider
range of engineering design scenarios.
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Chapter 6

Comparison to Existing Methods
Using an Aerofoil Test Case

The previous two chapters discussed the implementation of the MDR formulation within
a TS algorithm and the development of a simplifying framework to enable application of
the resultant method to a wider range of more complex problems. Combining MDR and
TS should allow the new algorithm to overcome the limitations of existing methodologies
associated with formulation and understanding that were highlighted in Chapter 3. This
capability is assessed in this chapter using an aerofoil test case, with results generated by the
new MDRTS method compared to those found using existing techniques. Experiments are
conducted in single-objective and trade-off scenarios to determine whether the performance
of the new approach is consistent, with the relatively cheap computational analysis allowing
multiple runs to be carried out to assess the repeatability of any benefits observed. The
ability to overcome limitations associated with formulation is assessed through comparisons
to alternative optimisations employing more traditional objectives-and-constraints problem
formulations, whilst benchmarking against results generated by existing population-based
implementations of the MDR formulation tests the efficiency of the search conducted by
the new method. Towards the end of the chapter the ability of the MDRTS algorithm to
produce interpretable design development information to enhance designer understanding is
also demonstrated.

6.1 Experimental Set-Up

The aerofoil test case employed for the performance assessment is the same as that used
in the previous chapter to investigate the significance of dominance relation ordering. The
conditions, parameterisation, performance parameters and means of analysis are all as
described in Section 5.2.1. The different techniques compared in this chapter are run from
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the same 10 sets of 20 randomly generated starting geometries, minimising the impact of any
stochastic aspects of the approaches on the conclusions drawn. Every run is also given the
same computational budget of 500 SU2 evaluations, corresponding to a wall clock time of
around two days.

In the first part of the chapter the main goal is to assess whether the problems associated
with formulation that limit existing optimisation methodologies have been successfully
overcome. Designs found using the MDRTS algorithm are therefore compared to those
generated by three state-of-the-art search algorithms employing more traditional objectives-
and-constraints formulations. The first of these is the TS developed by Jaeggi et al. [110] that
formed the basis for the new MDR implementation in Chapter 4. The second is NSGA-II [48],
and the third is a PSO developed by Coello et al. [35]. Gradient-based algorithms are not
included in the comparison due to their inability to handle multiple objectives and the fact
that they are ill-suited to the preliminary design of axial compressors which is the primary
problem of interest in this thesis [81, 225]. The settings used for the TS, GA and PSO are
the same as for the analytic test case, outlined in Table 4.1, with the exception of the number
of candidates randomly selected for analysis in TS, N_sample, which is decreased to five.

As well as assessing the effectiveness of the MDR formulation it is also important to
ensure that the underlying TS mechanism is capable of performing efficient exploration of
the design space. For this purpose, results generated by the MDRTS algorithm are compared
to those found using the two population-based implementations of the MDR approach
developed by Cook et al. [39]. These are based on the same GA and PSO used to apply the
objectives-and-constraints formulations.

The MDRTS algorithm is not compared to any of the preference-based methods cited
in Chapter 3 due to the difficulty associated with articulating preferences, particularly in
quantitative terms, at the outset of a design process. Any results would be highly dependent
on the exact preference information specified, reducing the relevance of any comparisons
made to the MDRTS method that does not require this type of quantitative designer input.
If the new approach is capable of producing designs that reflect the interests of the designer
without requiring preference information it will have demonstrated a distinct advantage over
existing preference-based methods without explicit comparison being necessary.

The priorities method of Fonseca and Fleming [72], another approach discussed in Chapter
3, is also not included in the comparison due to the likelihood of poor results being produced.
The equality requirement for lower priority levels to be considered is unlikely to be met for
this aerofoil test case as it would be rare for two designs to exhibit exactly the same values
of a performance parameter. This means that the desirable features, or any other subsequent
comparison levels, would never be considered using the priorities method. It would therefore
be unlikely to produce valid or interesting solutions and the available computational budget
is better spent conducting repeat runs of more promising techniques. An alternative might
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be to set goals for the objective values, increasing the likelihood of lower priority levels
being consulted during the optimisation. However, this raises similar challenges to those
faced by the preference-based approaches discussed in the previous paragraph, with results
being highly dependent on the exact goals set and values being difficult to specify before any
optimisation has been carried out.

In all of the experiments conducted in this chapter constraints are applied using a
penalty method. The penalty term is calculated by summing individual constraint violations
normalised by the limit values themselves. In approaches employing MDR this penalty is used
directly as the first dominance relation, whilst for objectives-and-constraints formulations the
penalty term is added to the value of any performance parameters being treated as objectives
to promote designs that satisfy the constraints.

6.2 Single-Objective Scenario

The same designation of performance parameters employed in the previous chapter when
investigating the significance of dominance relation ordering in a single-objective scenario is
used here. Minimising CD is treated as the sole objective with constraints applied to CL and
Ac. The former is required to be no less than 0.6 and the latter at least that of an RAE2822
aerofoil with the same chord. Following Cook et al. [39], CM and trailing edge separation are
treated as desirable features.

Performance in terms of each parameter classification is assessed using a separate domi-
nance relation, with these arranged within the three-tiered nested hierarchy using the results
of the previous chapter. Satisfaction of the constraints is selected as the first dominance
relation, followed by Pareto dominance of the desirable features and ordering of the sole
objective respectively. The resultant single-objective MDR problem definition is summarised
in Table 6.1 alongside two comparative formulations that are the subject of Sections 6.2.1
and 6.2.3.

6.2.1 Comparison to Traditional Formulations

When applying a more traditional objectives-and-constraints formulation to this problem
CM and trailing edge separation need to be treated as either objectives or constraints.
Specifying suitable limit values for constraints applied to these quantities would be challenging,
particularly given the non-standard measure for separation being employed (see Section 5.2.1).
CM and separation are therefore treated as additional objectives alongside CD, resulting
in a multi-objective problem formulation consisting of three objectives and the same two
constraints as in the MDR approach applied using the penalty method. This multi-objective
formulation, outlined in Table 6.1, is implemented using the TS, GA and PSO discussed
earlier in this chapter.
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Table 6.1 Formulations applied to the aerofoil test case in the single-objective scenario.

MDR Multi-Objective Single-Objective
(Emergent)

Objectives CD CD, CM , Sep. CD

Desirable
CM , Sep. - -Features

Constraints Ac > 0.07784 m2 Ac > 0.07784 m2 Ac > 0.07784 m2

CL > 0.6 CL > 0.6 CL > 0.6
CM 6 0.05
Sep. 6 0.03

Figure 6.1 shows the performance of designs produced by the MDRTS and traditional
multi-objective approaches that are non-dominated in terms of CD, CM and separation,
considering all aerofoils generated during the 10 runs that satisfy the CL and Ac constraints.
The new MDRTS algorithm produces better designs in terms of the objective and desirable
features than the multi-objective GA and PSO. Aerofoils generated using the MDR formulation
exhibit lower values of CM for any given value of the objective, CD, with a number of these
designs also producing small amounts of trailing edge separation. The results generated
by the multi-objective TS are closer, suggesting that in this single-objective scenario the
underlying search algorithm has a larger impact on the success of an approach than the
problem formulation employed. This is perhaps not surprising given the relatively small
number of performance parameters being considered. The multi-objective methods are only
required to resolve a three-dimensional trade-off and are able to do that relatively effectively.
Despite this, the MDR formulation produces a large number of designs that are likely to
be of interest to the designer, demonstrating performance that is at least as good as the
traditional objectives-and-constraints approaches.

These findings are corroborated using a similar reference point approach to that employed
in the previous chapter. An idealised reference point is defined as having the best performance
in terms of CD, CM and separation found by any of the runs applied to this problem. The
minimum Euclidean distance to this point in a space containing normalised versions of the
objective and desirable features is tracked to determine the speed at which good designs
are being produced, and the number of final designs exhibiting performance within a given
Euclidean distance is tallied to show how many interesting designs are generated. In practice
the reciprocal of the minimum distance is plotted to give an overall performance measure
where higher values indicate better results.

Figure 6.2 tracks the best values of the overall performance measure found by each of
the approaches, with all 10 runs plotted as faint lines and the average shown in bold. The
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Fig. 6.1 Performance of the best designs found during 10 runs of the MDRTS algorithm and
methods employing the multi-objective formulation in Table 6.1 applied to the aerofoil test
case in the single-objective scenario.
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Fig. 6.2 Progression of the best overall performance measure found by the MDRTS algorithm
and methods employing the multi-objective formulation in Table 6.1 applied to the aerofoil
test case in the single-objective scenario. All runs are plotted as faint lines with the mean
shown in bold.

two TS algorithms outperform the population-based methods, producing final designs with
values of the overall performance measure that are over twice as large. On average the MDR
formulation finds these aerofoils exhibiting high levels of performance using fewer calls to the
SU2 analysis routine. Results equivalent to those found using the multi-objective population-
based approaches are produced after an average of 150 evaluations, a computational saving of
around 70%. The MDRTS algorithm is also more efficient than the TS employing the multi-
objective formulation, generating equivalent performance with an average computational
saving of 32%. These results show that the sophisticated treatment of performance parameters
in the MDR formulation is focussing the search more effectively, leading to efficient use of
computational resources and, ultimately, a better outcome for the designer.
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Fig. 6.3 Number of designs produced by the MDRTS algorithm and methods employing the
multi-objective formulation in Table 6.1 applied to the aerofoil test case in the single-objective
scenario that exhibit performance within a given Euclidean distance of the reference point.
All runs are plotted as faint lines with the mean shown in bold.

The plot of the number of designs exhibiting performance within a given Euclidean
distance of the reference point in Figure 6.3 also shows the two TS approaches outperforming
the GA and the PSO, producing around 80 more designs that exhibit performance within a
distance of 0.3 of the idealised reference on average. Again, MDRTS is seen to achieve slightly
better results than the TS employing the more traditional multi-objective formulation. Of
particular note on this plot is the spread of the individual runs, plotted as faint lines. For the
approaches employing the multi-objective formulation these lines are scattered, suggesting
that the improvement achieved is highly dependent on the set of starting designs. In contrast,
the lines corresponding to the MDRTS method are closer together, with the exception of
a single outlier in the bottom right corner of the figure. This indicates that the MDR
formulation is able to produce designs exhibiting high levels of performance more reliably
and consistently than traditional formulations.

The results presented in this section demonstrate that the MDR approach has successfully
overcome the problems associated with formulation that limit traditional objectives-and-
constraints techniques. Over the course of 10 runs the MDRTS algorithm generates aerofoils
that are at least as good as those produced using existing methods, reaching these designs
more quickly and with greater consistency.

6.2.2 Comparison to Alternative MDR Implementations

Having compared the performance of the new MDRTS method to techniques employing
traditional objectives-and-constraints problem formulations the next task is to compare it to
the alternative GA and PSO implementations of the MDR approach developed by Cook et
al. [39]. These algorithms were employed during the analytic verification study conducted in
Chapter 4 where the TS implementation was shown to produce computational savings of 18%
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Fig. 6.4 Performance of the best designs found during 10 runs of the different MDR imple-
mentations applied to the aerofoil test case in the single-objective scenario.

and 35% compared to the PSO and GA approaches respectively. The results in this section
provide a further comparison of the different search mechanisms using a more challenging
test case.

Figure 6.4 shows the performance of aerofoils produced by each of the three algorithms
that are non-dominated in terms of CD, CM and separation, taking into account all designs
generated during the 10 runs that satisfy the CL and Ac constraints. The new TS imple-
mentation produces a larger number of non-dominated designs than either the GA or the
PSO, with these aerofoils also exhibiting lower values of the objective and the two desirable
features.

Figure 6.5 tracks the best values of the overall performance measure found by the different
methods, with this quantity calculated in the same way as the previous section using an
idealised reference point given the best performance in terms of CD, CM and separation
generated by any of the runs applied to this problem. The TS implementation again
outperforms the GA and PSO approaches, producing final aerofoils with values of the overall
performance measure that are over twice those found using the population-based methods.
These good designs are also generated more quickly, with results equivalent to those found
using the GA produced with an average computational saving of 71%, and designs with
performance equal to the best aerofoils generated by the PSO found using, on average, a 67%
reduction in the number of calls to the SU2 analysis code.

The TS implementation achieves the greatest gains in the latter stages of the search.
During the first 50 evaluations the three methods follow similar average trajectories in their
search for improved designs. At this point the GA stalls, with the TS and PSO continuing
until around 100 evaluations at which point the progress of the latter also begins to diminish.
This behaviour suggests that it is in the exploitation phase that TS is outperforming the
other two methods. In the early stages the optimiser focusses on exploring the design space,
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Fig. 6.5 Progression of the best overall performance measure found by the different MDR
implementations applied to the aerofoil test case in the single-objective scenario. All runs are
plotted as faint lines with the mean shown in bold.

attempting to locate promising regions, and at this point the population-based methods
perform well. However, once the optimiser has uncovered a region of design space containing
promising aerofoils the goal is to exploit this potential by generating further improvements.
As discussed in Chapter 4, TS makes small incremental changes to the design vector and is
therefore more adept at exploitation than the population-based GA and PSO methods that
make larger changes in the hope of conducting a more global search. This limitation of GAs
in particular has been noted in the literature, leading to the development of numerous hybrid
methodologies where the explorative capabilities of these population-based methods are
blended with the exploiting power of local approaches [133, 158, 180]. The results in Figure
6.5 suggest that the MDR formulation exposes this flaw in population-based optimisation
methodologies and is possibly more effective when combined with the approach based on
pattern search. The sophisticated problem definition describes the region of design space
that is of interest to the designer more explicitly than when using objectives and constraints,
reducing the need for exploration as the formulation itself focusses the optimiser towards the
desired area. The importance of exploitation is therefore magnified, favouring algorithms
such as TS that are able to generate incremental improvements within this smaller region of
design space.

In Figure 6.6 the number of designs exhibiting performance within a given Euclidean
distance of the idealised reference point is plotted, with each of the 10 runs shown faintly and
the average highlighted in bold. The TS produces a larger number of designs exhibiting high
levels of performance than either the GA or the PSO, with the lines corresponding to the
new method also being closer together indicating more consistent performance across the 10
runs. In contrast, the results generated by the two population-based methods are somewhat
erratic, with a handful of runs producing a large number of good designs but others leading
to very few aerofoils that are likely to be of interest to the designer.

80



6.2 Single-Objective Scenario

0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Euclidean Distance to Reference Point

0

100

200

300

N
u

m
b

er
of

P
oi

nt
s

W
it

h
in

D
is

ta
n

ce

MDRTS

MDRGA

MDRPSO

Fig. 6.6 Number of designs produced by the different MDR implementations applied to the
aerofoil test case in the single-objective scenario that exhibit performance within a given
Euclidean distance of the reference point. All runs are plotted as faint lines with the mean
shown in bold.

The results presented in this section further demonstrate the capabilities of the new
MDRTS algorithm. The improved problem definition focusses the optimiser towards a
specific region of the design space, allowing the exploitive abilities of TS to consistently
produce designs exhibiting high levels of performance. In contrast, the population-based
implementations, more suited to exploration of the design space, stall in their search for good
designs and show large variation in the quality of aerofoils that are produced.

6.2.3 Emergent Constraints

Figure 6.7 tracks the development of the desirable features, CM and separation, during one
of the MDRTS runs applied in the single-objective scenario. The performance of all of the
designs generated is shown as a faint line with that of the points selected as centres for
the pattern searches highlighted in bold. With the exception of the spike at around 370
evaluations, caused by the diversification heuristic used to enhance the searching capabilities
of the TS algorithm (see Section 4.1.2), these plots show both parameters converging towards
limit values as the search progresses.

In Figure 6.8 the progression of the desirable features during all 10 runs of the MDRTS
algorithm is plotted, with just the performance of the pattern search centres shown and
the mean highlighted in bold. Whilst the convergent behaviour is not always as clear as in
Figure 6.8 some levelling out of these parameters is observed in most cases, with consistent
convergence seen in the early stages of each optimisation. Beyond this point large changes in
performance occur in a number of runs due to the intensification and diversification heuristics
used by the algorithm to enhance the search for good designs.

In a traditional aerofoil optimisation [4, 97, 129] secondary parameters such as CM and
separation would not normally be treated as additional objectives, as was done in the multi-
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Fig. 6.7 Progression of the desirable features during one run of the MDRTS algorithm applied
to the aerofoil test case in the single-objective scenario. Performance of all designs is plotted
as a faint line, with that of the pattern search centres highlighted in bold.
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Fig. 6.8 Progression of the desirable features during all 10 runs of the MDRTS algorithm
applied to the aerofoil test case in the single-objective scenario. Performance of the pattern
search centres for each run is plotted as a faint line with the mean shown in bold.
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objective comparison in Section 6.2.1. Instead, these quantities would be constrained to
ensure that the values exhibited by final designs are “good enough”. As discussed earlier in
this chapter, selecting appropriate limits for these constraints at the start of a design process
can be challenging, especially when unfamiliar quantitative measures are involved such as
that used to assess trailing edge separation in this work. Designating parameters as desirable
features in MDRTS removes the need to specify the limit values and Figures 6.7 and 6.8
suggest that it may also allow them to emerge as outputs of the optimisation. Rather than
being a potentially ill-informed input that could lead the optimiser astray, these limiting
values have instead become useful by-products of the preliminary optimisation process. This
behaviour, if shown to exist in other problems, could be beneficial when applying optimisation
techniques in novel physical domains, such as the design of electric and hybrid aircraft, where
suitable values for constraint limits are unknown. The emergent limit values could also be
used to inform more detailed optimisation studies, possibly conducted using gradient-based
methods, at a later stage in the design process.

Constraint limits informed by this emergent behaviour also provide a means by which to
compare the new MDRTS approach to a more traditional formulation where constraints are
applied to CM and separation. Using Figure 6.8 suitable constraint limits can be defined
for both quantities and applied in single-objective formulations run using the TS, GA and
PSO methods already employed for comparative purposes. The selected limits, highlighted in
Figures 6.7 and 6.8, are 0.05 for CM and 0.03 for trailing edge separation, with the resultant
single-objective formulation outlined in Table 6.1. The three algorithms employing this
constrained problem definition are run from the same 10 sets of 20 randomly generated
starting geometries and are given an equivalent computational budget of 500 SU2 evaluations.

The results of these runs are shown in Figure 6.9, where the performance of designs that
are non-dominated in terms of CD, CM and separation is plotted taking into account all
of the aerofoils generated that satisfy the CL and Ac constraints. Designs produced by the
different methods overlap, with aerofoils generated that exhibit similar low values of the
objective and the two desirable features. As was the case in Figures 6.1 and 6.4, the GA has
not made as much progress as the other approaches suggesting that it may not be well suited
to this aerofoil problem. Both methods using TS generate designs with lower CD values than
those produced by the PSO, with the single-objective formulation actually leading to slightly
better aerofoils than the MDR approach in this regard. However, the new MDRTS algorithm
produces a larger number of non-dominated designs that are likely to be of interest to the
designer and generates aerofoils with lower values of the desirable features, particularly CM ,
than are found using the single-objective formulation.

Figure 6.10, tracking the best values of the overall performance measure, shows that these
good designs have been reached most rapidly using the single-objective TS approach. The
PSO also makes fast progress towards the beginning of the optimisation but again stalls
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Fig. 6.9 Performance of the best designs found during 10 runs of the MDRTS algorithm and
methods employing the constrained single-objective formulation in Table 6.1 applied to the
aerofoil test case in the single-objective scenario.

as the search enters the exploitation phase. The new MDRTS algorithm achieves similar
convergence to the single-objective TS method in the early stages and continues to improve
upon the good designs found as the optimisation progresses.

The slightly slower initial convergence of the new method compared to the single-objective
approaches is most likely due to the greater freedom the optimiser has when using the MDR
formulation. The single-objective methods constrain CM and separation, forcing the optimiser
rapidly towards the region of design space specified by these limits. The use of MDR, in
contrast, results in a more relaxed approach, informing the optimiser of the desire to minimise
these quantities where possible without applying strict limits. This leads to slightly slower
convergence in the early stages, but ultimately produces a large number of aerofoils that are
likely to be of interest to the designer without the need to specify constraint limits at the
outset of the optimisation process.

In Figure 6.11 the number of designs exhibiting performance within a given Euclidean
distance of the reference are tallied. All of the single-objective formulations are capable of
producing designs that exhibit performance close to that of the ideal point. The MDRTS
algorithm generates designs that are at least as good as those found using these single-objective
methods without the need to specify constraint limits for CM and separation. Instead, these
threshold values become outputs of the optimisation process, providing further utility to the
designer.

Figure 6.12, which tracks the number of points found by each method that satisfy the CL

and Ac constraints, reveals another benefit of the new approach. On average the three single-
objective methods produce around 100 fewer sufficient designs than the MDRTS algorithm,
with this also evidenced in Figure 6.9 by the smaller number of non-dominated designs
generated using these techniques. This is probably due to the searches conducted using the
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Fig. 6.10 Progression of the best overall performance measure found by the MDRTS algorithm
and methods employing the constrained single-objective formulation in Table 6.1 applied to
the aerofoil test case in the single-objective scenario. All runs are plotted as faint lines with
the mean shown in bold.
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Fig. 6.11 Number of designs produced by the MDRTS algorithm and methods employing the
constrained single-objective formulation in Table 6.1 applied to the aerofoil test case in the
single-objective scenario that exhibit performance within a given Euclidean distance of the
reference point. All runs are plotted as faint lines with the mean shown in bold.
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Fig. 6.12 Number of sufficient points found by the MDRTS algorithm and methods employing
the constrained single-objective formulation in Table 6.1 applied to the aerofoil test case in
the single-objective scenario.

constrained single-objective formulation being unable to distinguish between different types
of constraint. Whilst there are strict design requirements for the minimum CL and Ac of
the final aerofoil in this scenario, no such limits exist for CM and separation. The imposed
constraints are user-defined, with the true goal being for the final designs to exhibit values of
these parameters that are “good enough”. Bell et al. [15] distinguish between these two types
of constraint, referring to the former as hard and the latter as soft and “process-intrinsic”.
A human conducting the design process would be likely to prioritise satisfaction of the
hard constraints, making progress towards any “process-intrinsic” limits only when this
does not impede upon the design requirements. An automated optimisation scheme using
a penalty method to apply constraints is unable to make this distinction, leading to the
CL and Ac requirements being violated in search of designs that satisfy the user-defined
CM and separation limits. The formulation employed in the new MDRTS method allows
these parameters to be handled more accurately, enabling the optimiser to prioritise real
constraints that need to be satisfied whilst still including secondary parameters that the
designer wants to be “good enough” in a computationally efficient manner.

The results in this section demonstrate that the new MDRTS algorithm is able to produce
designs that are at least as good as those generated using constrained single-objective
formulations without the need to specify constraint limits that can be difficult to define before
any optimisation has been carried out. There is evidence that, for this aerofoil problem at
least, suitable values for these limits become outputs of the optimisation, providing learning
opportunities for designers as well as potentially informing more detailed optimisation studies
conducted at a later stage in the design process.
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Table 6.2 Formulations applied to the aerofoil test case in the trade-off scenario.

MDR Four-Objective Two-Objective
(Emergent)

Objectives CL, CD CL, CD, CM , Sep. CL, CD

Desirable
CM , Sep. - -Features

Constraints Ac > 0.07784 m2 Ac > 0.07784 m2 Ac > 0.07784 m2

CM 6 0.063
Sep. 6 0.04

6.3 Trade-Off Scenario

Results in the previous section show that the new MDRTS algorithm performs well when
applied to the aerofoil test case in a single-objective scenario. This section seeks to determine
whether good performance persists when the designer is instead interested in investigating a
trade-off between numerous quantities of interest.

The experiment conducted in the previous chapter to determine the significance of nesting
order found that the arrangement of performance parameter classifications most likely to
produce good designs differed in this scenario. Constraint satisfaction still occupies the first
position in the hierarchy, but this is now followed by the objectives and then the desirable
features (these appear in the opposite order when using a single objective). Given this
alternative nesting arrangement, and the inherent differences associated with investigating
a trade-off between quantities rather than minimising a single performance parameter, the
comparisons made in the following sections play an important role in assessing the capabilities
of the new approach and determining whether the problems associated with formulation that
limit current methodologies have been successfully overcome.

As in the previous chapter, a trade-off is sought between maximising CL and minimising
CD, with these two quantities designated as objectives. CM and trailing edge separation
are again treated as desirable features, with the same minimum Ac requirement used in the
single-objective comparisons applied as the sole constraint. The resultant MDR formulation
is summarised in Table 6.2 alongside alternative methods that are the subject of Sections
6.3.1 and 6.3.3.

6.3.1 Comparison to Traditional Formulations

As in the single-objective scenario, the first comparison is to approaches utilising more
traditional objectives-and-constraints problem formulations. Due to the difficulty of specifying
suitable limit values, CM and separation are again treated as additional objectives alongside
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Fig. 6.13 Performance of the best designs found during 10 runs of the MDRTS algorithm and
methods employing the four-objective formulation in Table 6.2 applied to the aerofoil test
case in the trade-off scenario.

CL and CD, rather than using constraints. The resultant multi-objective problem formulation,
outlined in Table 6.2, consists of four objectives and the sole constraint on Ac. This formulation
is applied in the multi-objective TS, GA and PSO described earlier in the chapter, with these
and the new MDRTS method run from 10 different starting populations of 20 randomly
generated aerofoils with a computational budget of 500 SU2 evaluations.

Figure 6.13 shows the performance of designs on the CL-CD Pareto front found by the
different approaches taking into account all points generated during the 10 runs that satisfy
the minimum Ac constraint. The new method, utilising the MDR formulation, produces a
more advanced Pareto front than those generated using the multi-objective problem definition,
particularly towards the low-CD end. Designs on this front also exhibit the best performance
in terms of the two desirable features, CM and separation.

The difference between results produced by the new approach and the traditional methods
is clearer here than in the single-objective scenario. This is possibly due to an extra
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Fig. 6.14 Progression of the best overall performance measure found by the MDRTS algorithm
and methods employing the four-objective formulation in Table 6.2 applied to the aerofoil
test case in the trade-off scenario. All runs are plotted as faint lines with the mean shown in
bold.

performance parameter being considered, resulting in the multi-objective approaches seeking
to resolve a four-dimensional trade-off. The increased number of objectives negatively
impacts the efficiency of the traditional methods and leads to designs exhibiting relatively
poor performance being produced using the limited computational budget. The new MDRTS
approach handles the extra parameter more effectively, producing designs that exhibit good
performance in terms of all four quantities of interest.

Figures 6.14 and 6.15 demonstrate that this superiority is experienced consistently across
the 10 runs. These plots use the same reference point approach described earlier in this
chapter, with the hypothetical ideal design given the best performance in terms of CL, CD,
CM and separation found during all of the searches applied to this problem. The Euclidean
distance of each design from this ideal point is calculated in a space containing normalised
versions of these four performance parameters and is used to assess the searches conducted
by the different optimisation techniques.

Figure 6.14 tracks the best values of the overall performance measure, with higher values
indicating points with performance closer to that of the idealised reference point. The new
approach consistently generates designs with higher values of this measure than those found
using the multi-objective formulations. These good designs are also produced more quickly,
with performance equivalent to the best found by the GA and PSO generated with an
average computational saving of just under 80%. Values of the overall performance measure
equal to the highest produced by the multi-objective TS approach are found by the MDRTS
algorithm using 88% fewer calls to the SU2 analysis code on average. These results support
the conclusion drawn from Figure 6.13 that the new method is more successful than the
traditional approaches at generating designs exhibiting high levels of performance in terms of
all four quantities of interest.
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Fig. 6.15 Number of designs produced by the MDRTS algorithm and methods employing
the four-objective formulation in Table 6.2 applied to the aerofoil test case in the trade-off
scenario that exhibit performance within a given Euclidean distance of the reference point.
All runs are plotted as faint lines with the mean shown in bold.

Figure 6.15 shows the number of designs exhibiting performance within a given Euclidean
distance of the reference point. Again the new method performs well, producing a large
number of designs that are likely to be of interest to the designer. Whilst the multi-objective
approaches find at most one design exhibiting performance within a Euclidean distance of
0.4 of the idealised reference point the MDRTS approach finds an average of around 100
aerofoils with this level of performance. The lack of spread in the faint lines also indicates
that a large number of interesting designs are produced on a consistent basis.

The new MDRTS method has been successfully applied in this trade-off scenario, pro-
ducing better results than algorithms employing a more traditional multi-objective problem
formulation. The difference between the approaches is more pronounced than in the single-
objective scenario due to the additional performance parameter hampering progress of the
multi-objective methods. The MDRTS algorithm handles the additional parameter more
effectively, consistently generating a large number of designs that exhibit good performance
in terms of all of the key quantities of interest.

6.3.2 Comparison to Alternative MDR Implementations

Having compared the performance of the MDRTS algorithm to approaches employing more
traditional problem formulations, the next comparison is to the alternative GA and PSO
implementations of the MDR approach. Figure 6.16 shows the performance of designs on
the CL-CD trade-off curves produced by the three implementations, considering all of the
aerofoils generated across the 10 runs that satisfy the minimum Ac requirement. The Pareto
fronts produced by these methods are closer than those in Figure 6.13 found using the
multi-objective approaches. The GA produces good designs in terms of CL but fails to
generate low values of the desirable features. The performance of the PSO is similar to that
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Fig. 6.16 Performance of the best designs found during 10 runs of the different MDR
implementations applied to the aerofoil test case in the trade-off scenario.

of the new TS implementation, with the latter generating a slightly more advanced trade-off
curve and lower values of CM and the former producing marginally better designs in terms
of trailing edge separation. In the single-objective scenario the underlying search algorithm
appeared to have the greatest impact on the performance of the final designs produced. The
similarity in the results in Figure 6.16 suggests that in this case it is the formulation that is
more important. The new MDRTS methodology is on the correct side of this distinction in
both cases, employing the best search technique in the single-objective scenario, and the best
formulation for this trade-off study.

Figure 6.17, tracking the best values of the overall performance measure, is similar to
Figure 6.5 produced in the single-objective scenario. Again, the GA stalls relatively early in
the search, with the PSO and TS continuing to follow a similar trajectory until around 100
evaluations. After this point the progress of the PSO slows but the TS continues to produce
aerofoils with increasing values of the overall performance measure. On average the MDRTS
algorithm generates performance equivalent to that found by the GA implementation with a
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Fig. 6.17 Progression of the best overall performance measure found by the different MDR
implementations applied to the aerofoil test case in the trade-off scenario. All runs are plotted
as faint lines with the mean shown in bold.
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Fig. 6.18 Number of designs produced by the different MDR implementations applied to the
aerofoil test case in the trade-off scenario that exhibit performance within a given Euclidean
distance of the reference point. All runs are plotted as faint lines with the mean shown in
bold.

computational saving of 84%, and equivalent to that produced by the PSO with a saving
of 72%. This again demonstrates the exploiting capabilities of the TS method and how the
MDR formulation enables this attribute to come to the fore, generating designs exhibiting
high levels of performance in a computationally efficient manner.

Figure 6.18, showing the number of designs exhibiting performance within a given
Euclidean distance of the reference point, highlights the ability of the new approach to
consistently produce a large number of designs that are likely to be of interest to the designer.
Whilst the faint lines showing individual runs of the GA and PSO implementations are spread
widely, all 10 runs of the TS implementation are close together, demonstrating that the
algorithm reliably generates good designs.

The new MDRTS method has performed well when applied to this aerofoil test case in
a trade-off scenario. Final designs produced using the approach consistently outperform

92



6.3 Trade-Off Scenario

0 100 200 300 400 500
Evaluations

0.050

0.075

0.100

0.125

0.150

P
it

ch
in

g
M

om
en

t
C

oe
ffi

ci
en

t,
C
M MDRTS

Emergent CM Constraint

(a) CM

0 100 200 300 400 500
Evaluations

0.05

0.10

0.15

0.20

T
ra

ili
n

g
E

d
ge

S
ep

ar
at

io
n

MDRTS

Emergent Sep. Constraint

(b) Sep.

Fig. 6.19 Progression of the desirable features during 10 runs of the MDRTS algorithm
applied to the aerofoil test case in the trade-off scenario. Performance of the pattern search
centres for each run is plotted as a faint line with the average shown in bold.

those generated using the same formulation but different underlying search algorithms across
multiple runs of the different methodologies.

6.3.3 Emergent Constraints

As in the single-objective scenario, the desirable features used by the MDRTS algorithm
in this trade-off study exhibit convergent behaviour. Figure 6.19 tracks the values of CM

and separation for designs selected as pattern search centres during each of the 10 runs.
Convergent behaviour is less noticeable compared to the single-objective scenario, primarily
due to the larger jumps in performance observed as the algorithm intensifies and diversifies
the search. A wider range of designs are also being considered as the optimiser investigates a
trade-off between two quantities, as opposed to minimising a single objective. Despite this,
consistent convergent behaviour is observed in the early stages of each search and suitable
limit values for the desirable features can still be discerned that could potentially inform
more detailed optimisation studies at a later stage of the design process.

These limits can also be used to compare the new approach to a traditional two-objective
method with constraints applied to CM and separation in addition to the existing minimum
Ac requirement. The selected emergent constraint values are slightly relaxed compared to
those in the single-objective scenario, accommodating the larger variations seen in Figure
6.19 and acknowledging that higher values of these quantities are likely to be considered
acceptable during a trade-off study. The upper limit for CM is set at 0.063 and that for
separation is 0.04, both of which are shown in Figure 6.19.

The resultant two-objective problem formulation, outlined in Table 6.2, is applied using the
TS, GA and PSO, with the performance of designs that form the CL-CD Pareto front generated
by these approaches and the new MDRTS algorithm shown in Figure 6.20, considering all
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Fig. 6.20 Performance of the best designs found during 10 runs of the MDRTS algorithm and
methods employing the constrained two-objective formulation in Table 6.2 applied to the
aerofoil test case in the trade-off scenario.

points found during the 10 runs that satisfy the minimum Ac constraint. The trade-off
curves are close together, with the two TS methods generating designs with slightly better
performance in terms of CL and CD than those found using the population-based approaches.
The Pareto front produced by the MDR formulation is more dense, consisting of a larger
number of designs that are likely to be of interest to the designer. The PSO generates the
best designs in terms of the desirable features, but those found by the new method also
exhibit among the best performance in terms of these secondary quantities.

Figure 6.21 tracks the best values of the overall performance measure found by the
different approaches. The average convergence of the two methods employing TS is similar,
suggesting that the MDR formulation is capable of producing equivalent results to the more
traditional two-objective method without the need to specify constraint limits for CM and
separation. The MDRTS algorithm also produces better values of the overall performance
measure than the population-based approaches, surpassing the best aerofoils found by the
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Fig. 6.21 Progression of the best overall performance measure found by the MDRTS algorithm
and methods employing the constrained two-objective formulation in Table 6.2 applied to
the aerofoil test case in the trade-off scenario. All runs are plotted as faint lines with the
mean shown in bold.
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Fig. 6.22 Number of designs produced by the MDRTS algorithm and methods employing the
constrained two-objective formulation in Table 6.2 applied to the aerofoil test case in the
trade-off scenario that exhibit performance within a given Euclidean distance of the reference
point. All runs are plotted as faint lines with the mean shown in bold.

GA using on average 73% fewer calls to the SU2 analysis function and generating results
equivalent to those produced by the PSO with an average computational saving of 59%. The
superiority of the TS methods again occurs primarily in the latter stages of the search as the
optimiser focusses on exploiting the potential of promising designs.

Figure 6.22, plotting the number of aerofoils exhibiting performance within a given
Euclidean distance of the reference point, again shows little difference between the approaches
utilising TS. These methods, along with the PSO to a lesser extent, are capable of producing
designs with good values of all four quantities of interest. The new MDRTS approach achieves
this without requiring constraint limits for CM and separation to be specified.

The MDRTS algorithm, treating CM and trailing edge separation as desirable features,
produces results that are at least as good as those found using traditional methods that
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Fig. 6.23 Geometries and CP distributions of the aerofoils exhibiting the lowest CD values
found during 10 runs of the different MDR implementations applied to the aerofoil test case
in the single-objective scenario.

apply constraints to these quantities. Suitable threshold values instead become informative
outputs of the optimisation process. This behaviour has been shown to be consistent across
both single-objective and trade-off scenarios.

6.4 Information to Enhance Designer Understanding

So far in this chapter the new MDRTS algorithm has been compared to existing methods in
terms the ability to produce designs that are likely to be of interest to the designer. This
covers the formulation and, to a lesser extent, speed aspects of the motivation discussed in
Chapter 3 for developing a new optimisation approach. Another motivation was the need
for optimisation algorithms to fulfil the role of enhancing designer understanding and the
following paragraphs seek to demonstrate the capabilities of the new approach in this regard.

Figure 6.23 shows the aerofoils exhibiting the lowest CD values found during the 10 runs
of the algorithms employing the MDR formulation applied in the single-objective scenario
discussed in Section 6.2.2. The aerofoil shapes and associated surface pressure distributions
are similar indicating that all three search algorithms have exploited related physical aspects of
the problem to generate performance improvements. When using the new TS implementation
the development of this aerofoil can be tracked, producing information to enhance designer
understanding and provide assistance when attempting to determine the rationale used by
the optimiser to produce the final design. To demonstrate this capability the development of
the aerofoil produced by the MDRTS algorithm is tracked from the initial design through to
that presented in Figure 6.23.

As discussed in previous chapters, TS generates new designs using a H&J search around
an existing point. If this central point is stored as the “parent” of the new designs then
reconstructing the path taken from an initial aerofoil to any that are of interest is simple,
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H. Sobieczky: Parametric Airfoils and Wings, in: Notes on Numerical Fluid Mechanics, pp.71-88, Vieweg (1998)

5

Airfoil functions
With airfoil theory and airfoil data bases being well established components of applied aerody-
namics on the ground of lifting wing theory, it is necessary to allow for using such data as a
direct input in any wing geometry definition program. This fact was the motivation to provide
spline interpolation for such given airfoil data in a first version of our geometry code, which has
been described in various papers and publications. Recently these developments have been
summarized in [5], here we focus on continuing this activity in the area of describing airfoils
with more a sophisticated method than providing a set of spline supports.
Functions to describe airfoil sections are known for many applications, like the NACA 4 and 5
digit airfoils and other standard sections. Aircraft and turbomachinery industry have developed
their own mathematical tools to create specific wing and blade sections, suitably allowing par-
ametric variation within certain boundaries. We define such functions for airfoil coordinates in
coordinates X, Z non-dimensionalized with wing chord therefore quite generally

with p = (p1, p2, ..., pk) a parameter vector with k components and Fj a special function using
these parameters in a way determined by a switch j. The goal is to try to keep the number k of
needed parameters as low as possible while controlling the important aerodynamic features ef-
fectively.

Z F j p X,( )=

rle Xup

Zup

Xlo

Zlo X = 1

ZXXup

ZXXlo

αTE

βTE

ΔZTE

ZTE

Z

X

Fig. 1: “PARSEC” airfoil geometry defined by 11 basic parameters: leading edge ra-
dius, upper and lower crest location including curvature there, trailing edge coordi-
nate (at X = 1), thickness, direction and wedge angle, (a).
Example: Variations of PARSEC airfoil by blending with NACA or Whitcomb airfoil (b)

NACA 0012
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PARSEC
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Fig. 6.24 PARSEC aerofoil parameterisation reproduced from Sobieczky [220]. Formed of
11 parameters: leading edge radius (rle); upper and lower crest location (Xup, Zup and Xlo,
Zlo) and curvature (ZXXup and ZXXlo); trailing edge co-ordinate (ZT E), thickness (∆ZT E),
direction (αT E) and wedge angle (βT E).

with just one variable changed at each step. Assuming adequate storage of design data during
the optimisation the computational expense associated with extracting the details of this
path is negligible.

Plotting the variations of the Hicks-Henne bump functions directly would be of little use
to a designer attempting to enhance their understanding as it is difficult to visualise the
combined effects of multiple bump functions superimposed on a base geometry. Development
information presented in this way would not be interpretable. Instead, the shape of each
aerofoil along the path is summarised using the PARSEC technique developed by Sobieczky
[220]. This comprises 11 parameters, defined in Figure 6.24, that are easier for the designer
to interpret and understand. The variation of these PARSEC parameters along the path
from the initial to final designs, excluding the location and thickness of the trailing edge
which were fixed during this optimisation, are shown in Figure 6.25. These plots reveal the
geometric changes made by the optimiser to produce the final aerofoil.

Figure 6.25a shows that the optimiser has reduced the leading edge radius of the aerofoil,
resulting in the sharper suction peak visible in Figure 6.23b. Meanwhile, the wedge angle of
the trailing edge increases as the optimisation progresses (Figure 6.25f) to accommodate the
aft-wards movement of the crest locations on the upper and, to a lesser extent, lower surfaces
(Figure 6.25c). Moving the crest further back along the aerofoil causes the shock wave to
shift in the same direction, widening the region of low pressure on the upper surface and
increasing CL. Again the effect of this change can be seen in the CP plot of the final design
in Figure 6.23b, whilst the corresponding aerofoil shape in Figure 6.23a shows the narrow
nose and rear-ward location of the upper surface crest.

Both of these highlighted features may cause problems in practice. Such a narrow leading
edge would prohibit the use of slats, often required to enhance low-speed performance, and
the sharp suction peak is likely to cause separation of the flow, particularly at increased
angles of attack [148]. Moving the shock further aft strengthens it, increasing the risk of
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Fig. 6.25 Variation of the PARSEC parameters defined in Figure 6.24 along the development
path to the aerofoil exhibiting the lowest CD value produced by the MDRTS algorithm in
the single-objective scenario.
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shock-induced boundary layer separation and the onset of buffet. These aspects of the
problem have not been accounted for in the analysis techniques employed here, but the use
of an algorithm capable of providing development information to the designer allows them
to be considered at the post-processing stage once the optimiser has explored the available
design space. One possible mitigation technique for these problems, made possible by the
provision of design development information, might be to select an aerofoil analysed earlier
in the search along the path towards the final design. The chosen geometry would exhibit
some of the performance improvements supplied by narrowing the leading edge and moving
the crest further aft without going to the extremes of the final design that lead to concerns
related to separation and buffet. Alternatively, the optimisation could be re-run with an
additional desirable feature informing the optimiser to maintain a large leading edge radius if
possible.

The interested designer could use this data to gain deeper physical understanding, but
even this brief discussion highlights the ability of the new algorithm to provide rich design
development information at negligible additional computational cost. This development
information is available for all designs produced by the algorithm, presenting numerous
opportunities for the enhancement of designer understanding. This type of information is
not available from the GA or PSO implementations due to the large changes made to the
design vector and the lack of ordered, interpretable movement through the design space.

Whilst the provision of design development information sufficiently addresses the limitation
of existing methods being ill-equipped to fulfil the role of enhancing designer understanding,
the onus remains on the designer to interpret the available data. Improved storage during
the optimisation could allow this interpretation to also be carried out by the algorithm.
For example, the position of the shock wave on the upper surface could be logged for each
design and any change correlated with that of the crest location, allowing the optimiser to
automatically generate physical justifications for the final designs produced. Implementing
this technique is beyond the scope of this thesis, but could represent a fruitful avenue of further
research, ultimately leading to the development of explainable design optimisation techniques
that are capable of producing interpretable rationale information alongside improved designs.
As well as easing the task of justifying the outputs of optimisation, this approach could
potentially generate new physical insight if the optimiser produces fully explained performance
improvements in an unconventional manner.

6.5 Summary

The comparisons in this chapter demonstrate the capabilities of the new MDRTS algorithm.
Whether the scenario involves improving a single objective or investigating a trade-off between
several quantities of interest the new approach has been shown to consistently produce designs
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that are likely to be of interest to the designer in a computationally efficient manner. The
MDRTS method outperforms existing approaches employing more traditional objectives-and-
constraints formulations and those using the same MDR problem definition in combination
with alternative search algorithms. Average computational savings of over 80% compared to
these existing methods have been demonstrated in some cases.

Performance parameters treated as desirable features have also been shown to exhibit con-
vergent behaviour, becoming additional outputs of the optimisation process. This behaviour
could prove useful when attempting to apply optimisation in novel physical domains where
suitable values for constraint limits are unknown. The emergent thresholds could also inform
optimisations conducted at a later stage in the design process when single-objective, perhaps
gradient-based, search algorithms are preferred. In this chapter the emergent limit values
were used to inform additional constrained optimisation formulations, with the MDRTS
algorithm shown to perform at least as well as these traditional approaches without the need
to specify limit values for the constrained quantities.

As well as overcoming limitations associated with problem formulation, the capability
of the new algorithm to fulfil the role of enhancing designer understanding has also been
demonstrated. Rich design development information is available that enables insights to be
made into the physical phenomena and rationale behind observed performance improvements.
This data can assist designers, enhancing their understanding to promote creativity and
innovation as well as increasing the likelihood of the performance of final designs being
successfully justified and therefore accepted in an industrial setting.

Through the assessment carried out in this chapter the new MDRTS algorithm has been
shown to be an effective optimisation methodology that is ready to be applied to the more
challenging problem of preliminary axial compressor design.
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Chapter 7

Initial Application to a Six-Stage
Axial Compressor

In the previous chapter the capabilities of the new MDRTS algorithm were demonstrated
using an aerofoil test case, successfully overcoming the limitations of existing methodologies
associated with formulation and understanding highlighted in Chapter 3. This chapter
assesses whether the technique is equally effective when applied to the more complex problem
of preliminary axial compressor design using a six-stage test case. Once the effectiveness
of the new approach has been verified attention in the next chapter turns to acceleration,
addressing the final of the three limitations of existing methodologies that form the motivation
for this thesis.

7.1 Six-Stage Axial Compressor Test Case

A six-stage axial compressor test case, based on the HPC of the three-spool turbofan engine
depicted in Figure 1.1, is used to assess the MDRTS algorithm when applied to this more
complex problem.

7.1.1 Performance Parameters

As discussed in Chapter 2, axial compressor design problems are considered from a purely
aerodynamic perspective in this thesis. Even with this simplification numerous performance
parameters need to be taken into account. The overall pressure ratio, PR, and polytropic
efficiency, ηp, achieved by the machine are perhaps the most obvious, alongside an assessment
of stability in the form of a surge margin, SM . The Mach number and flow angle at the
compressor exit, Mexit and αexit respectively, also need to be considered to prevent excessive
pressure losses in downstream components [238], and the loading of individual blades is
monitored using the de Haller number [47], DH, and the diffusion factor [157], DF . Further

101



Initial Application to a Six-Stage Axial Compressor

performance parameters could be considered, such as the axial length or mass of the machine,
but this initial study is limited to these seven quantities of interest.

The concerns of some other disciplines are acknowledged through a series of geometric
constraints applied to the proposed designs. Following the recommendations of Walsh
and Fletcher [238] the blade speeds at the hub and casing are limited to 350 and 400 ms−1

respectively to ensure acceptable stresses in the discs and blades. The aspect ratios, calculated
using the axial chord, are required to lie between 1.5 and 2.8 to prevent the optimiser from
producing compressors with unrealistically wide or narrow blading. Finally, to maintain
compatibility with the existing engine architecture in Figure 1.1 the mean radius should not
decrease through the machine.

7.1.2 Parameterisation

Following several previous works [82, 130, 185, 193] the parameterisation makes extensive use
of Bézier curves [188]. These enable smooth variation of quantities through the compressor
whilst simultaneously decreasing the total number of design variables required. Cubic Bézier
curves, with four control points each, define the mean radius, stage pressure ratios, stage exit
flow angles, rotor and stator aspect ratios, and the number of rotor and stator blades, whilst
additional variables allow for alteration of the mass flow rate, inlet flow angle, blade twist
and casing radius. This results in a total of 32 design variables giving the optimiser control
over the compressor geometry.

As well as varying each of these parameters individually during the H&J pattern search
used to generate new designs, the optimiser is also equipped to alter some of the Bézier
control points in tandem. For the curves fitted to mean radius, stage pressure ratio and stage
exit flow angle the optimiser has the ability to move control points in adjacent pairs or all at
once. This allows the algorithm to make larger changes to the design, accelerating movement
through the design space. The provision of development information to enhance designer
understanding is not negatively impacted as the resultant alterations are still incremental
and vary a single aspect of the design.

For this initial assessment of the MDRTS algorithm some simplification is provided by
treating the casing radius as constant and by fixing the number of stages at the initial value.
In Chapter 9, once the new approach has been accelerated using multi-fidelity methods, these
restrictions are removed as the technique is applied to a more complex N-stage test case.

7.1.3 Open Source Analysis System

The aim of this thesis is to facilitate the use of high-fidelity optimisation in preliminary axial
compressor design. An analysis system is therefore required that is capable of providing
performance predictions for multi-stage machines using the RANS equations. In most existing
turbomachinery optimisation studies this analysis is undertaken using proprietary codes
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developed by one of the major engine manufacturers [15, 60, 79–84, 101, 113–116, 229].
However, due to the lack of industrial partnership these trusted and high-performing analysis
codes are not available in this work.

Instead, the open source analysis system Multall is used. Developed by Denton [52],
this features a three-dimensional RANS solver designed and optimised specifically for tur-
bomachinery applications which has seen extensive use in axial compressor analysis and
development, both for research and commercial purposes. The results have been validated
through these applications and Multall therefore represents a suitable and reliable high-fidelity
analysis tool for the purposes of this study.

The Multall RANS solver requires a full description of the compressor geometry in order
to build a mesh and carry out the analysis. A script written by the author generates this
dataset automatically, taking as inputs a combination of the design variables outlined in the
previous section and parameters such as rotational speed and the inlet conditions. Meanline
techniques [210] are used along with the loss models presented by Aungier [6] to generate
a full compressor geometry in less than a second. This meanline script can also provide
computationally cheap low-fidelity performance predictions for verification purposes.

With the exception of SM , the performance parameters discussed in Section 7.1.1 are
available as direct outputs from Multall. In order for SM to be calculated knowledge of
PR at the stall point is required (see Equation 2.1). Denton [52] suggests that this can be
approximated by reducing the exit pressure boundary condition inputted to Multall and
taking stall as being the point at which the analysis fails to converge. Whilst finding this
point is feasible, it would require an iterative procedure involving several runs of the analysis
code. For a single design this might be acceptable, however during optimisation hundreds of
designs require analysis and carrying out multiple high-fidelity runs for each soon renders the
problem computationally intractable [89]. To avoid this complication most existing studies
applying optimisation to axial compressor design use empirical correlations to estimate SM
[46, 60, 79, 81, 82, 84, 115, 130]. As with the high-fidelity analysis codes, these correlations
are almost exclusively proprietary. However, Schweitzer and Gargaroglio [212] document a
method developed at Pratt and Whitney that has been successfully used in previous work
applying optimisation to the preliminary design of axial compressors [99]. Given that in
optimisation it is the relative performance between designs that is of primary interest, rather
than the quantitative values themselves [51, 76], the accuracy of this correlation should be
sufficient for the purposes of this study.

7.1.4 Initial Geometry

Eastwood et al. [60] highlighted the importance of the starting geometry for axial compressor
optimisation studies and the difficulty experienced by designers attempting to generate
appropriate initial designs. The subject of how starting geometries are produced is somewhat
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Fig. 7.1 Annulus of the initial six-stage axial compressor.

ignored in the literature, with the likely reason for this being that suitable proprietary
geometries have been provided through industrial partnerships.

No such luxury is present in this work, with an initial design instead produced using
a meanline generation tool called Meangen provided as part of the Multall package [52].
Overall parameters such as the number of stages, inlet conditions, rotational speed, mass flow
rate and constant casing radius are chosen based on publicly available data for three-spool
turbofan engines. These are fed into the Meangen program along with values for the axial
chords of the blades and the desired loading, reaction and flow coefficient for each stage.
The latter three parameters are non-dimensional quantities commonly used in the design of
axial compressors [42]. The loading, ψ, is defined as the ratio of the stagnation enthalpy
change across the rotor to the square of the blade speed, and is a measure of the work done
by the stage. Flow coefficient, φ, is the ratio of the axial velocity through the stage to the
mean blade speed, and is a measure of how quickly the flow is moving. Finally, the degree of
reaction, Λ, is defined as the ratio of the static enthalpy rise across the rotor to that of the
stage as a whole, with values greater than 0.5 indicating that more diffusive effort is being
required of the rotor than the stator.

Meangen takes these inputs and produces a constant radius axial compressor which can
be parameterised using the scheme described in Section 7.1.2 and passed through the open
source analysis system. Iterative variation of the inputs, conducted by hand, results in a
compressor exhibiting sufficient values of the relevant performance parameters. The geometry
of this initial design is shown in Figure 7.1 with the performance outlined in Table 7.1. Whilst
this compressor by no means represents a good design, it is sufficient for the purposes of this
study where the aim is to demonstrate the capabilities of the new MDRTS algorithm.

7.2 Suitability of Different Algorithms

In the previous chapter the MDRTS algorithm was compared to approaches using alternative
population-based search methods. Whilst the GA and PSO were able to generate good
designs for the aerofoil test case they are unsuitable for application to the more complex
problem of axial compressor design due to their inability to handle design spaces featuring
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Table 7.1 Performance of the initial six-stage axial compressor.

ηp 0.913
PR 2.75
SM 15.2%
Mexit 0.334
αexit 7.27◦

DHmin 0.759
DFmax 0.400

large regions of infeasibility. Jaeggi et al. [110], among others [80, 82, 84, 136, 137, 141],
note how the big changes made to the vector of design variables by these methods result in
vast numbers of infeasible designs being generated, hampering the progress of the search.
In contrast, the small incremental alterations made by TS ensure feasibility is maintained,
enabling efficient and effective navigation through even the most complex design spaces.

Turbomachinery problems exhibit these challenging landscapes, with infeasibility common
even in supposedly unconstrained scenarios due to geometric incompatibility and analysis
code failure [10]. The former problem was discussed by Eastwood et al. [60], highlighting
the difficulty associated with generating even a single compatible design to use as a starting
point for compressor optimisation studies. The latter problem, of analysis code failure, is
evidenced in a number of works attempting to apply optimisation to axial compressor design.
Baert et al. [8, 10] constructed surrogate models using design of experiments techniques, with
only 44% of the generated designs converging successfully in the first instance [8] and 59% in
the second [10], resulting in a total of 283 analyses being wasted on failed designs. Brooks et
al. [25] faced similar problems with 40% of their designs failing to converge, whilst Keskin
and Bestle [130] reported one algorithm wasting over 11,000 function evaluations on failed
designs.

To illustrate the problems faced by GAs and PSO when applied to this problem a simple
demonstrative axial compressor optimisation is conducted. Both population-based methods
and a TS algorithm are applied to an optimisation treating ηp as the sole objective starting
from the six-stage geometry shown in Figure 7.1, with the other performance parameters
constrained using a penalty method to be no worse than the values in Table 7.1. The
meanline code provides cheap performance predictions, with each algorithm run 10 times
using a budget of 1000 analyses.

Figure 7.2 tracks the number of successful geometries generated by the different algorithms,
with the data plotted both as raw numbers and as a percentage of the total evaluations
attempted. A successful evaluation is one for which a compressor geometry is produced,
making this purely a test of the ability of an algorithm to avoid code failure rather than
accounting for any infeasibility due to the violation of constraints. The approach based
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Fig. 7.2 Number of successful geometries generated by the TS, GA and PSO applied to a
meanline single-objective axial compressor optimisation.

on pattern search consistently generates successful designs, with only around 5-10% of
the available budget wasted attempting to analyse failed geometries. This success rate is
independent of the computational budget. In contrast, the population-based methods spend
a significant proportion of the available budget attempting to analyse machines that fail to
converge. In one instance the GA is unable to generate a single successful geometry, with
even the best results only managing to allocate 25% of the budget to convergent machines.
The PSO fares slightly better, but still requires a computational budget of over 1000 analyses
before it can be expected to waste less than a quarter on failing designs.

The performance of population-based methods is likely to be even worse when applied
to full-scale high-fidelity optimisation problems. This demonstration employed a meanline
analysis code that is more robust than iterative three-dimensional RANS analysis, with the
constraint violation of designs that do converge also not taken into account.

When attempting to facilitate the use of high-fidelity analysis at the preliminary design
stage wasting such a high proportion of the computational budget is unacceptable. The
two population-based methods are therefore not applied to the axial compressor test case,
with the MDRTS approach instead compared to TS methods using alternative problem
formulations.

7.3 Single-Objective Scenario

In the previous two chapters a distinction has been made between scenarios where a single
performance parameter is improved and those in which a trade-off is sought between multiple
quantities of interest. Both are used to assess the performance of the MDRTS algorithm
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when applied to the six-stage axial compressor test case, with results from the single-objective
scenario presented in this section.

7.3.1 Problem Formulations

The simplifying application framework developed in Chapter 5 eases the task of generating a
suitable MDR formulation for the axial compressor design problem. Without this framework
the designer would be faced with seven performance parameters (ηp, PR, SM , DH, DF ,
Mexit and αexit) that could be treated using any number of dominance relations arranged in
any order. Instead, each parameter simply needs to be assigned to the objectives, desirable
features or constraints classifications. For this first scenario ηp is selected as the sole objective,
following several previous axial compressor optimisation studies [100, 104, 113, 115, 121, 231].
PR and SM are treated as constraints, with lower limits for these quantities likely to be
specified in the design requirements. The recommended limits for DH [47] and DF [157] are
also applied to ensure acceptable loading of individual blades.

The treatment of Mexit and αexit is one of the main motivators for applying the MDR
formulation to this axial compressor design problem. Using current methods these quantities
would be treated as constraints, with upper limits such as those suggested by Walsh and
Fletcher [238] applied, resulting in a single-objective problem formulation. However, this
approach fails to accommodate the desire for these quantities to be minimised to prevent
excessive pressure losses in downstream components [238]. A possible alternative is to treat
them as additional objectives, alongside ηp, resulting in a three-objective formulation. Whilst
this informs the optimiser of the desire for these quantities to be minimised it also treats
Mexit and αexit with an equal level of importance as ηp. The MDR formulation enables
a more accurate representation, with Mexit and αexit classified as desirable features. This
informs the optimiser that these values should be minimised where possible, but with a lower
importance compared to the main objective of increasing ηp.

The MDR formulation and the two traditional alternatives are outlined in Table 7.2,
where limit values for the constraints are specified. Also present in this table is a fourth
formulation employing emergent limits that is the subject of Section 7.3.3. Methods based on
preferences and priorities are again excluded from comparison for the reasons discussed in the
previous chapter. For the formulations treating Mexit and αexit as additional objectives and
desirable features, the upper limits on these quantities are retained. Whilst the designer does
want to minimise Mexit and αexit they also require these values to be below the thresholds
suggested by Walsh and Fletcher [238]. It therefore makes sense to apply these constraints
even when instructing the optimiser to minimise the quantities if and where possible.

As in the aerofoil test case, constraints are imposed using a penalty method, with
individual terms calculated as the amount of constraint violation normalised by the limit
value itself. The geometric constraints described in Section 7.1 are applied using a barrier
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Table 7.2 Formulations applied to the six-stage axial compressor test case in the single-
objective scenario.

MDR Multi-Objective Single-Objective Single-Objective
(Standard) (Emergent)

Objectives ηp ηp, Mexit, αexit ηp ηp

Desirable
Mexit, αexit - - -Features

Constraints PR > 2.75 PR > 2.75 PR > 2.75 PR > 2.75
DF 6 0.6 DF 6 0.6 DF 6 0.6 DF 6 0.6
DH > 0.72 DH > 0.72 DH > 0.72 DH > 0.72
SM > 15.0% SM > 15.0% SM > 15.0% SM > 15.0%
Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.322
αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 1.0◦

method, with the optimiser prevented from selecting designs that violate these limits as
centres for the pattern searches used to generate new designs.

Each of the formulations in Table 7.2 is applied to the six-stage axial compressor test
case using the initial geometry described in Section 7.1.4, a computational budget of 500
Multall analyses and the algorithmic parameters in Table 4.1. A single Multall analysis
of the six-stage machine takes around 30 minutes on an Intel Xeon 2.13 GHz CPU, with
this increasing to 50 minutes when eight designs are analysed simultaneously. Using this
parallelisation strategy the overall time taken for each optimisation is around 52 hours.

7.3.2 Results

Figure 7.3 shows the performance of machines found using the different formulations that
satisfy all of the constraints and are also non-dominated in terms of ηp, Mexit and αexit. The
designs exhibiting the highest values of ηp are generated using the single-objective approach.
However, due to the lack of incentive for an optimiser using this formulation to reduce Mexit

and αexit, these high-ηp machines have poor values of both quantities. The multi-objective
approach successfully produces designs with lower Mexit and αexit values, but this comes at
the expense of performance in terms of ηp. This is perhaps not unexpected, as improvement
in the secondary quantities is unlikely to be achieved without a trade-off with another aspect
of performance.

The results produced by the new MDRTS algorithm appear to form two groups dis-
tinguished by their values of αexit. This is due to the non-dominated filtering applied to
the results, with the gap between the two groups actually being well populated when the
performance of all generated designs is plotted. The machines exhibiting low values of
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Fig. 7.3 Performance of the best designs found by the formulations in Table 7.2 applied to
the six-stage axial compressor test case in the single-objective scenario.

αexit are more likely to be of interest to the designer, with some of these also having lower
Mexit values than are achieved using the traditional single- and multi-objective formulations.
However, following the trend set by the multi-objective results, achieving these low values
of the desirable features comes at the expense of a further reduction in ηp. This ηp value is
calculated by considering the compressor in isolation, and it may be that the overall efficiency
of an engine incorporating one of these compressors with reduced Mexit and αexit would
actually be higher due to reduced losses in downstream components. Determining whether
this is true would, as a minimum, require an integrated optimisation scheme that includes
the effects of lower Mexit and αexit values on the other components in the gas turbine. Even
taking into account the lower values of ηp, the MDR formulation proves effective, generating
interesting options for the designer to consider.

These conclusions are supported by the reference point method used in previous chapters.
The reference point is a hypothetical idealised design given the best performance in terms
of ηp, Mexit and αexit found by any of the formulations applied to this problem. Figure 7.4
tracks the best values of the overall performance measure found by each formulation, with
this calculated as the reciprocal of the minimum distance to the idealised reference point
in a space containing normalised versions of the objective and the two desirable features.
Whilst the MDRTS algorithm eventually finds designs with values of the overall performance
measure that are over twice as large as those generated by the next best approach, it takes
around 125 evaluations to make significant improvements. This is due to a delay in reducing
the value of αexit. One of the Bézier curves in the parameterisation is fitted to the flow angle
at the exit of each stage, which means the only way to significantly vary αexit is to alter the
design variables corresponding to the control points of this curve. During the H&J iterations
TS takes a random sample of the design variable changes, moving on if some improvement is
found. It can therefore take a few iterations before the parameter affecting αexit is selected
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Fig. 7.4 Progression of the best overall performance measure found by the formulations in
Table 7.2 applied to the six-stage axial compressor test case in the single-objective scenario.

by the optimiser, at which point it is varied a number of times in succession leading to the
rapid increase in performance observed in Figure 7.4.

This behaviour shows that the random sampling suggested by Jaeggi et al. [110] to
accelerate TS sometimes results in improvement opportunities being missed. However, the
speed-up provided outweighs any missed opportunities as the alternative is to analyse over 60
designs per iteration, allowing fewer than 10 steps to be made through the design space using
the limited computational budget available here. Randomly sampling eight designs at a time
allows the MDRTS algorithm to make 34 steps, suggesting that the heuristic is worthwhile
despite the delayed improvement seen in Figure 7.4. Attempts to accelerate the MDRTS
algorithm are made in the following chapter using multi-fidelity techniques, overcoming this
computational cost problem.

Figure 7.5, plotting the number of designs exhibiting performance within a given Euclidean
distance of the reference point, shows that MDRTS produces a larger number of designs
that are likely to be of interest to the designer. Whilst this suggests that the MDRTS
algorithm performs significantly better than the traditional methods it should be considered
in conjunction with Figure 7.3, which shows that much of the improved performance is in
terms of the desirable features at the expense of ηp.

Overall, the MDRTS algorithm performs well, producing a large number of designs
exhibiting high levels of performance when given the same computational budget as traditional
methods. It has done so using a more accurate representation of what the designer actually
wants from the optimisation.

7.3.3 Emergent Constraints

An alternative way to achieve lower levels of Mexit and αexit using traditional methods might
be to set aspirational constraint limits for these quantities. Through the use of penalty
functions the optimiser would try to reach these aspirational limits, resulting in lower values
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Fig. 7.5 Number of designs produced by the formulations in Table 7.2 applied to the six-stage
axial compressor test case in the single-objective scenario that exhibit performance within a
given Euclidean distance of the reference point.

being exhibited by the machines produced during the search. Selection of suitable constraint
values can be informed by the results of the MDRTS algorithm, as limits are seen to emerge
from the optimisation just as they did in the aerofoil test case in Chapter 6.

Figure 7.6 tracks the key performance parameters for all of the designs generated during
the MDRTS optimisation, with values for the machines selected as pattern search centres
highlighted in bold. The values of αexit exhibit convergent behaviour, approaching an
emergent limit of zero after around 300 evaluations. Mexit appears to converge towards
0.32 before suddenly increasing for the remainder of the search. Figure 7.6c reveals that
ηp decreases in a similarly sudden fashion at the same point, with the optimiser accepting
designs with lower ηp and higher Mexit as it seeks to further reduce αexit. Rather than being
a limitation of the MDR formulation itself, this behaviour instead highlights a weakness of
the Pareto dominance criterion used to assess the desirable features in that it allows relatively
small improvements in αexit to be accepted despite the large increase in Mexit. Alternative
dominance criteria could be used to overcome this limitations [12], with the ability of the
MDR formulation to accommodate any type of dominance relation being a key strength [39].
However incorporating and evaluating alternatives to Pareto dominance is beyond the scope
of this study.

When using the emergent behaviour in Figure 7.6 to define suitable aspirational limit
values it is sensible to take this weakness of Pareto dominance into account. The limit values
that emerge after around 200 evaluations are therefore selected, as these correspond to designs
with higher ηp and lower Mexit that are more likely to be of interest to the designer. Limits
of 0.322 for Mexit and 1.0◦ for αexit are chosen, as shown in Figure 7.6.

These emergent constraints are applied in a second single-objective optimisation, outlined
in Table 7.2, using the same starting point and computational budget as the MDRTS
approach, with the performance shown in Figures 7.3, 7.4 and 7.5. Whilst some reduction in
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Fig. 7.6 Progression of the objective and desirable features during the search using the
MDR formulation in Table 7.2 applied to the six-stage axial compressor test case in the
single-objective scenario. Performance of all designs is plotted as a faint line with that of the
pattern search centres highlighted in bold.

112



7.3 Single-Objective Scenario

0 100 200 300 400 500
Evaluations

0

50

100

150

200

250

N
u

m
b

er
of

S
u

ffi
ci

en
t

P
oi

nt
s

F
ou

n
d

MDRTS

MOTS 3 Obj.

SOTS 1 Obj. (Standard)

SOTS 1 Obj. (Emergent)

Fig. 7.7 Number of sufficient points found by the formulations in Table 7.2 applied to the
six-stage axial compressor test case in the single-objective scenario.

αexit can be seen in Figure 7.3b the lowest Mexit values are higher than those found using
standard constraints when there was no incentive for the optimiser to reduce this performance
parameter. Moreover, neither of the aspirational constraints have been satisfied during the
optimisation and it fails to produce designs exhibiting performance comparable to that found
using the MDRTS algorithm.

The reason for this poor performance is revealed in Figure 7.7 which tracks the number of
sufficient points generated by each of the methods applied to this problem. A sufficient point
is any that satisfies the constraints applied in the MDR formulation and does not take into
account the aspirational emergent values shown in Figure 7.6. The single-objective method
employing the emergent limit values reaches a point beyond which it fails to generate any
new sufficient designs. Figure 7.8, which tracks the progression of the desirable features
during searches conducted using the MDRTS approach and that employing the emergent
limit values, shows that this is due to the latter improving αexit at the expense of Mexit,
violating even the higher standard constraint limit to a point from which it is unable to
return using the available computational budget.

This highlights a limitation of penalty methods when used in conjunction with aspirational
limit values, as large violations of one constraint can be accepted in order to make progress
towards satisfying others. Alternative constraint handling techniques are not viable for
complex problems such as axial compressor optimisation in which the ability of the optimiser
to generate new designs is already severely restricted by the fragmented nature of the design
space [82, 137]. The more relaxed approach adopted by the MDRTS algorithm informs the
optimiser of the desire for these quantities to be minimised without applying additional
restrictions to the movement of the optimiser. This reduces the risk of large detriments in
performance being accepted in order to improve one parameter as more aspects of the design
are included in the decision-making process.
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Fig. 7.8 Progression of Mexit and αexit during searches using the MDR formulation and the
emergent constraint limits in Table 7.2 applied to the six-stage axial compressor test case in
the single-objective scenario. Performance of all designs is plotted as a faint line with that of
the pattern search centres highlighted in bold.

7.4 Trade-Off Scenario

Results in the previous section demonstrate the capabilities of the MDRTS algorithm
when applied to the preliminary design optimisation of an axial compressor in a single-
objective scenario. In this section a trade-off study is conducted to determine whether similar
performance can be expected when employing the new method for this alternative purpose.

7.4.1 Problem Formulations

In the trade-off scenario SM is treated as a second objective alongside ηp, aligning with a
number of multi-objective studies conducted in the literature [79–83, 99, 193]. The constraints
on PR, DF and DH are retained from the single-objective scenario, as is the lower limit on
SM to ensure the optimiser focusses on designs with sufficient stability that are more likely
to be of interest to the designer.

As in the previous section the MDRTS approach treats Mexit and αexit as desirable
features, with this formulation compared to two alternative multi-objective methods. The
first treats the exit conditions as additional objectives alongside ηp and SM , resulting in
the optimiser attempting to resolve a four-objective trade-off. The second simply applies
the upper limit constraints to Mexit and αexit, requiring them to be less than 0.35 and 10◦

respectively. These maximum thresholds are also applied as constraints in the four-objective
and MDR formulations to promote acceptable final values. As discussed in Section 7.3.1 this
sensibly incorporates the desires of the designer expressed by Walsh and Fletcher [238].

The resultant formulations, including the constraint values used, are outlined in Table
7.3 alongside an additional two-objective approach employing emergent constraint limits that
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Table 7.3 Formulations applied to the six-stage axial compressor test case in the trade-off
scenario.

MDR Four-Objective Two-Objective Two-Objective
(Standard) (Emergent)

Objectives ηp, SM ηp, SM , Mexit, αexit ηp, SM ηp, SM

Desirable
Mexit, αexit - - -Features

Constraints PR > 2.75 PR > 2.75 PR > 2.75 PR > 2.75
DF 6 0.6 DF 6 0.6 DF 6 0.6 DF 6 0.6
DH > 0.72 DH > 0.72 DH > 0.72 DH > 0.72
SM > 15.0% SM > 15.0% SM > 15.0% SM > 15.0%
Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.327
αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 4.2◦

is the subject of Section 7.4.3. Constraints are again applied using a penalty method, and
the same set of geometric limits are used to ensure realistic final compressors are produced.

7.4.2 Results

Figure 7.9 shows the performance of designs that form the ηp-SM Pareto fronts generated
by the different formulations when using a computational budget of 500 Multall evaluations,
just considering designs that satisfy the MDR constraints. The two-objective approach
employing standard limit values, representing the current state-of-the-art, produces the most
advanced and widespread Pareto front. However, the designs that make up this trade-off
curve exhibit poor performance in terms of Mexit and αexit. Treating these parameters
solely using constraints allows the optimiser to accept high values, with no attempt made to
minimise them “to prevent excessive downstream pressure loss” [238]. The four-objective
approach, treating the exit conditions as additional objectives alongside ηp and SM , generates
a number of designs exhibiting better performance in terms of the secondary quantities.
However, this comes at the expense of ηp and SM , a result which is perhaps unsurprising
given that the exit conditions being treated as objectives in this formulation are known to
be negatively correlated with these parameters [81]. Treating Mexit and αexit as desirable
features in the new MDRTS algorithm results in designs that perform well in terms of all
four quantities of interest. The ηp-SM Pareto front is close to that generated using the
two-objective formulation and the constituent designs exhibit lower values of both Mexit and
αexit. The MDR formulation appears to enable the optimiser to focus on a region of the
design space that is more likely to be of interest to the designer, resulting in a narrower
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Fig. 7.9 Performance of the best designs found by the formulations in Table 7.3 applied to
the six-stage axial compressor test case in the trade-off scenario.

Pareto front than that produced using the traditional approaches and more efficient use of
the available computational budget.

Figure 7.10 tracks the best values of the overall performance measure found by each
method, with this again defined as the reciprocal of the shortest Euclidean distance to an
idealised reference point given the best performance in terms of ηp, SM , Mexit and αexit,
calculated in a space containing normalised versions of these four quantities. The MDRTS
method generates designs with good overall performance using fewer Multall evaluations
than the other methods. Values equal to the best found using the two-objective formulation
applying standard constraints are produced with a computational saving of over 80%. The new
algorithm also outperforms the four-objective approach in terms of this overall performance
measure up until the last 10% of the search, with the improved performance of the alternative
method probably a result of the lower values of αexit visible in Figure 7.9.

Figure 7.11, showing the number of designs exhibiting performance within a given
Euclidean distance of the reference point, reveals that the new approach generates a larger
number of designs with good values of all four quantities of interest than the traditional
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Fig. 7.10 Progression of the best overall performance measure found by the formulations in
Table 7.3 applied to the six-stage axial compressor test case in the trade-off scenario.
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Fig. 7.11 Number of designs produced by the formulations in Table 7.3 applied to the six-stage
axial compressor test case in the trade-off scenario that exhibit performance within a given
Euclidean distance of the reference point.

methods. The four-objective approach also appears to have produced plenty of interesting
designs, however, viewed in conjunction with Figure 7.9 this good performance is seen to be
weighted towards the desirable features, with the ηp-SM Pareto front generated using this
method almost entirely dominated by those produced by the alternative approaches. The
MDRTS algorithm, in contrast, achieves good performance in terms of the desirable features
whilst maintaining the focus of the optimiser on advancing the ηp-SM Pareto front.

The MDR formulation has been successfully applied to this trade-off problem, overcoming
the limitations of current methods through more accurate representation of the desires of the
designer for the performance parameters being considered. Using the same computational
budget the new approach generates designs that are more likely to be of interest to the
designer, with good performance in terms of the secondary parameters as well as the main
objectives.
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Fig. 7.12 Progression of the objectives and desirable features during the search using the
MDR formulation in Table 7.3 applied to the six-stage axial compressor test case in the
trade-off scenario. Performance of all designs is plotted as a faint line with that of the pattern
search centres highlighted in bold.

7.4.3 Emergent Constraints

As in the single-objective scenario and the aerofoil test case in the previous chapter, limit
values for the performance parameters classified as desirable features emerge as outputs of
the MDRTS optimisation. This can be seen in Figure 7.12 which tracks the key quantities
of interest for all of the designs generated during the search. Whilst ηp and SM continue
to vary, the desirable features converge as the optimisation progresses. The emergent limit
values can be used to inform an alternative two-objective constrained optimisation using
aspirational values for the Mexit and αexit constraints. Suitable limits of 0.327 and 4.2◦ are
selected using Figures 7.12c and 7.12d respectively.

The goal of applying this emergent constraints formulation, outlined in Table 7.3, is to
determine whether the same portion of design space can be accessed using a traditional
constrained approach with these lower, aspirational limits as has been found by the MDRTS
algorithm. The results in Figures 7.9, 7.10 and 7.11 show that this is not possible. Although
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the formulation applying the emergent constraints produces good designs in terms of Mexit

and αexit it fails to achieve the same advancement of the ηp-SM Pareto front demonstrated
by the methods employing standard constraint limits and the MDR formulation. A number
of the best designs also fail to satisfy the specified emergent constraints.

Figure 7.10, tracking the overall performance measure, shows that the method using
emergent constraints manages to keep pace with the other formulations, and the tally of the
number of designs exhibiting performance within a given distance of the reference point in
Figure 7.11 suggests that it also produces the largest number of interesting designs. However,
the performance of these machines is heavily weighted towards the desirable features, with
less improvement seen in the main objectives of ηp and SM .

As in the single-objective scenario, the optimiser using this constrained formulation is
hampered by an inability to distinguish between the importance of different constraints. The
penalty approach results in reductions in ηp and SM being accepted as the optimiser pursues
satisfaction of the aspirational constraints applied to the exit conditions. This leads to wasted
computational effort, with fewer sufficient designs generated and a relatively poor ηp-SM
Pareto front being produced. The new MDRTS algorithm allows for a distinction between
requirements that must be satisfied for a design to be considered acceptable and parameters
that the designer wants to be minimised if possible but with secondary importance compared
to the main objectives. This gives the optimiser more freedom as it moves through the design
space, ultimately producing a larger number of designs that are likely to be of interest to the
designer and making better use of the available computational budget.

7.5 Information to Enhance Designer Understanding

The results presented so far in this chapter demonstrate the new MDRTS algorithm successfully
overcoming the formulation limitations that hamper existing optimisation methodologies
when applied to the preliminary design of axial compressors. This section highlights the
information provided by the optimiser to enhance designer understanding, addressing the
second limitation discussed in Chapter 3.

The pattern search used to generate new designs results in rich development information
being available for all of the compressors generated using the MDRTS approach. To demon-
strate this, information for the design exhibiting the highest value of ηp produced when the
new algorithm is applied in the single-objective scenario is presented. The annulus of this
machine is shown in Figure 7.13 alongside the initial geometry for comparative purposes.

This axial compressor problem is more complex than the aerofoil test case used in the
previous chapter, resulting in a large amount of information concerning the development of
a particular design. Whilst this provides additional opportunities for enhancing designer
understanding, it also makes presentation challenging. One way to view the development
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Fig. 7.13 Annuli of the initial design and that exhibiting the highest value of ηp found by the
MDRTS algorithm applied to the six-stage axial compressor test case in the single-objective
scenario.
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Fig. 7.14 Changes to overall performance parameters during development of the design
exhibiting the highest value of ηp found by the MDRTS algorithm applied to the six-stage
axial compressor test case in the single-objective scenario.

history is in Table 7.4, where the changes made by the optimiser to generate the final design
are tracked alongside the impact each has on the key performance parameters. The right-
hand columns inform the designer that the optimiser has primarily improved the desirable
features, rather than ηp. This can also be seen in Figure 7.14 tracking the overall performance
parameters along the path. The main objective only begins to receive attention in the
latter stages once the desirable features have settled on their emergent values, perhaps
suggesting that further improvements could be achieved by granting the optimiser additional
computational budget to continue the search. Table 7.4 also informs the designer that the
main variables altered by the optimiser are Bézier control points effecting the stage exit flow
angles and the blade aspect ratios. The former are reduced in order to achieve lower values
of αexit, whilst increasing the latter results in a reduction in the axial length, Lax, of the
compressor (Figure 7.14d).

Figure 7.15 tracks the variation of the annulus area and a number of stage performance
parameters along the development path. This includes the Mach number and flow angle at

121



Initial Application to a Six-Stage Axial Compressor

Table 7.4 Variable changes and their impact on the key performance parameters during
development of the design exhibiting the highest value of ηp found by the MDRTS algorithm
applied to the six-stage axial compressor test case in the single-objective scenario. Green
indicates improvement, red indicates worsening. CP refers to a Bézier curve control point
and AR to the blade aspect ratio.

Step Variable(s) Change
ηp Mexit

αexit

Changed Made (◦)
1 - - 0.913039 0.3338 7.27
2 2nd and 3rd Stage αexit CPs Decreased 0.913380 0.3331 7.50
3 3rd Stator AR CP Decreased 0.913379 0.3333 7.40
4 2nd and 3rd Stage αexit CPs Decreased 0.913372 0.3327 7.39
5 Blade Twist Decreased 0.913273 0.3324 7.36
6 4th Stator AR CP Increased 0.913319 0.3330 7.33
7 4th Stator AR CP Increased 0.913375 0.3336 7.25
8 2nd Mean Radius CP Increased 0.912206 0.3346 7.04
9 2nd Mean Radius CP Increased 0.911400 0.3342 6.99
10 1st Mean Radius CP Increased 0.911009 0.3334 6.96
11 4th Stator AR CP Decreased 0.911333 0.3333 6.97
12 All Stage αexit CPs Decreased 0.909937 0.3326 5.91
13 1st and 2nd Stage αexit CPs Increased 0.910660 0.3325 5.85
14 3rd and 4th Stage αexit CPs Decreased 0.910214 0.3302 5.12
15 2nd Stage PR CP Increased 0.911413 0.3288 4.90
16 3rd and 4th Stage αexit CPs Decreased 0.910273 0.3256 4.18
17 2nd No Rotor Blades CP Increased 0.910341 0.3250 4.16
18 4th No Stator Blades CP Decreased 0.910654 0.3259 3.99
19 4th Stage αexit CP Decreased 0.910172 0.3247 3.03
20 4th Rotor AR CP Increased 0.910407 0.3246 2.95
21 All Stage αexit CPs Decreased 0.909768 0.3239 1.87
22 2nd Stage PR CP Increased 0.910401 0.3209 1.90
23 All Stage αexit CPs Decreased 0.909786 0.3203 0.79
24 1st Mean Radius CP Decreased 0.911357 0.3211 0.78
25 1st Stator AR CP Increased 0.911667 0.3210 0.72
26 2nd Mean Radius CP Decreased 0.912487 0.3208 0.83
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the exit of each stage as well as values of ψ, φ and Λ, three quantities defined in Section
7.1.4. Figure 7.15d shows that whilst the annulus area does vary along the development path
the final values are actually similar to the initial design. A slight increase in ψ can be seen
in all stages, with the additional work reducing the value of Mexit. The early stages of the
machine show a rise in φ, corresponding to the reduction in annulus area observed in Figure
7.15d. However, this rise is negated towards the end of the development path as the value of
ηp begins to increase.

The parameter exhibiting the largest variation is Λ, shown in Figure 7.15b, with moves to
higher values placing a greater pressure-rise requirement on the rotors particularly noticeable
in the final two stages of the machine. The increased diffusion can be seen in Figure 7.16,
which tracks the values of DH and DF as well as the aspects ratios for the different blade
rows. The rotor DH values generally decrease and the DF values increase, most notably
in stage six, indicating higher loading on these blade rows. Conversely, the values for the
stators reveal offloading of these blades as the optimiser seeks to reduce αexit. The increased
diffusion requirements in the rotors also correlate with higher aspect ratios in the final two
stages.

It would probably be possible to write several pages discussing this development informa-
tion and the physical phenomena behind the observed performance improvements. However,
the focus of this thesis is on facilitating the use of optimisation in the design process, rather
than attempting to suggest improvements to axial compressors themselves. More importantly,
the open source analysis codes employed, in particular the SM correlation, are not accurate
enough to validate that type of discussion. The amount of information available and the brief
comments that can be made serve the purpose of demonstrating the ability of the MDRTS
algorithm to fulfil the role of enhancing designer understanding. Rich information regarding
the development history of final designs is generated to assist designers in justifying the
observed performance improvements and increase their knowledge of the underlying problem
to promote creativity and innovation. This data is provided alongside the enhanced searching
capabilities demonstrated earlier in this chapter and at no additional computational cost.

7.6 Summary

In this chapter an initial application of the MDRTS algorithm to the preliminary design
optimisation of an axial compressor has been successfully carried out. The new approach
produces designs exhibiting high levels of performance through better handling of the large
number of relevant performance parameters. The ability to provide rich design development
information has also been demonstrated, equipping the algorithm for the role of enhancing
designer understanding. This has all been achieved using open source analysis methods,
representing a significant departure from the norm in turbomachinery optimisation research.
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Fig. 7.15 Changes to stage parameters during development of the design exhibiting the highest
value of ηp found by the MDRTS algorithm applied to the six-stage axial compressor test
case in the single-objective scenario.

124



7.6 Summary

0 5 10 15 20 25
Location on Path

2.0

2.1

2.2

2.3

R
ot

or
A

sp
ec

t
R

at
io

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

(a) Rotor Aspect Ratio

0 5 10 15 20 25
Location on Path

2.0

2.1

2.2

2.3

2.4

S
ta

to
r

A
sp

ec
t

R
at

io

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

(b) Stator Aspect Ratio

0 5 10 15 20 25
Location on Path

0.76

0.78

0.80

0.82

R
ot

or
d

e
H

al
le

r
N

u
m

b
er

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

(c) Rotor de Haller Number

0 5 10 15 20 25
Location on Path

0.78

0.80

0.82

0.84

0.86

0.88
S

ta
to

r
d

e
H

al
le

r
N

u
m

b
er

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

(d) Stator de Haller Number

0 5 10 15 20 25
Location on Path

0.32

0.34

0.36

0.38

0.40

R
ot

or
D

iff
u

si
on

F
ac

to
r

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

(e) Rotor Diffusion Factor

0 5 10 15 20 25
Location on Path

0.25

0.30

0.35

0.40

S
ta

to
r

D
iff

u
si

on
F

ac
to

r

Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

Stage 6

(f) Stator Diffusion Factor

Fig. 7.16 Changes to blade parameters during development of the design exhibiting the
highest value of ηp found by the MDRTS algorithm applied to the six-stage axial compressor
test case in the single-objective scenario.

125



Initial Application to a Six-Stage Axial Compressor

The MDRTS algorithm developed in this thesis has been shown to overcome two of the
three problems that limit existing optimisation methodologies when applied to the preliminary
design of axial compressors. All that remains is to accelerate the approach using multi-fidelity
methods, which is the subject of the following chapter.
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Chapter 8

Multi-Fidelity Acceleration

In the preceding chapters a new methodology has been developed to facilitate the use of
optimisation in the preliminary design of axial compressors. The MDRTS algorithm overcomes
problems associated with formulation and understanding that limit existing approaches by
enabling more accurate handling of the relevant performance parameters and providing
development information to assist with the physical justification of final designs.

However, in engineering design time is money [53, 92, 115, 129, 205] and for any optimi-
sation algorithm to be useful in an industrial setting it needs to be fast, making efficient
use of the available computational budget [214]. In this chapter the MDRTS methodology
is accelerated to meet this goal and overcome the final limitation discussed in Chapter 3.
This is achieved using multi-fidelity techniques, with computationally cheap analysis codes
employed to speed-up the search. The following sections detail the incorporation of different
analysis fidelities within the MDRTS algorithm and assess the performance of the resultant
approach using analytic, aerofoil and six-stage axial compressor test cases.

8.1 Incorporating Multiple Fidelities Within Optimisation
Using MDR

The nested hierarchy of dominance relations at the heart of the MDR formulation, shown
in Equation 3.4, lends itself naturally to a multi-fidelity approach. In the single-fidelity
format each dominance relation compares designs using different performance parameters. In
a multi-fidelity context this can be extended to allow dominance relations to use different
analysis codes to compare designs. For example, the first dominance relation, ≼1, could
compare designs using a low-fidelity model, with the second, ≼2, using high-fidelity analysis.
The optimiser would then be seeking good designs according to the high-fidelity (the ultimate
goal of the optimisation) within the reduced set that perform well according to the low-fidelity.
This corresponds to a multi-level multi-fidelity method [189], with the low-fidelity performing
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Multi-Fidelity Acceleration

an initial sift of potential designs and only the most promising progressing for assessment
using the more computationally expensive high-fidelity code. Any number of fidelity levels
could be introduced in this way, and there is no requirement for the same performance
parameters to be used in each dominance relation. This could allow different analysis codes to
be used to assess different aspects of a design, a potentially useful feature in scenarios where
a low-fidelity model provides accurate approximations of certain performance parameters but
not others [229].

8.1.1 Analysis on a “Need-to-Know” Basis

This concept for including information from different analysis codes in a MDR formulation
does not in itself provide any acceleration of the search. In the current algorithm, depicted in
Figure 4.1, analysis occurs immediately after a candidate is selected, meaning that all designs
have the information required by each of the different dominance relations. In a multi-fidelity
context this procedure cannot provide any search acceleration, as all of the designs are
analysed using all of the fidelity levels irrespective of their performance. Instead, analysis
should be conducted on a “need-to-know” basis, with a particular fidelity only applied when
that level of information is required to select between designs. If a design can be ruled out
using a low-fidelity model then there should be no need to analyse it using more accurate
and computationally expensive methods.

To achieve this goal analysis is moved inside the function used to find non-dominated
designs. A flowchart for the MFMDRTS (Multi-Fidelity MDRTS) algorithm facilitating
analysis on a “need-to-know” basis is shown in Figure 8.1, with a detailed view of the
new selection procedure depicted in Figure 8.2. When selecting between designs the new
function takes a set of input points and starts by determining whether any have yet to
be analysed using the fidelity required by the first dominance relation. The appropriate
analysis is carried out followed by an update to the rankings associated with this dominance
relation to reflect the new information (see Section 4.2). The input designs are then sorted
based on their rankings for this dominance relation, with only those that are non-dominated
progressing to be considered using the next dominance relation. The algorithm again checks
whether the remaining designs have the necessary information to be assessed using the new
dominance relation and carries out analysis of any that need it. In this way the optimiser
finds non-dominated designs whilst only conducting analysis when that level of information is
required to make a decision. This process is efficient, incurring no additional computational
overhead compared to the procedures for calculating rankings and finding non-dominated
designs in the single-fidelity algorithm. It also enables the use of different fidelities to provide
speed-up, as designs that are discounted at an early dominance relation using low-fidelity
information need never be analysed at a more computationally expensive higher-fidelity level.
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8.1 Incorporating Multiple Fidelities Within Optimisation Using MDR

All types of low-fidelity model can be accommodated for this purpose, including those based
on coarsened grids, relaxed convergence criteria and reduced physics models [69].

Similar multi-level approaches have been applied to the optimisation of axial compressors
by Kipouros et al. [137] and Poehlmann and Bestle [193]. The former altered the shape
of blades using MOTS, accelerating the procedure by increasing the number of iterations
carried out by the CFD solver every 200 optimisation steps. The latter attempted sequential
optimisations, with the outputs of an initial search using meanline analysis acting as inputs
for a more expensive throughflow stage. Some success was reported in both cases, however
the authors also highlighted the need for feedback between the different levels. Without
this feedback results generated by the low-fidelity model can mask potentially promising
regions of the high-fidelity design space, and may continually drive the optimiser towards
designs that perform well according to the low-fidelity but poorly when analysed using a
more accurate model [160].

8.1.2 Avoiding Low-Fidelity Masking

To avoid masking in multi-level methods results from the higher-fidelity levels need to be
used to inform less accurate models of the “true” performance of designs sent for high-
fidelity analysis. One way this can be achieved is through additive, multiplicative or hybrid
corrections applied to the low-fidelity codes, as shown in Equation 8.1 [69].

additive ycorr(x) = yLF (x) + δ(x)

multiplicative ycorr(x) = µ(x)yLF (x)

hybrid ycorr(x) = µ(x)yLF (x) + δ(x)

(8.1)

A response surface built using high-fidelity data can be fitted to the correction parameters
(δ for additive, µ for multiplicative, and both for hybrid) and applied to the output of the
low-fidelity code at that point, yLF , to generate an improved performance prediction, ycorr.
This approach, used by the likes of Jarrett and Ghisu [113] and Rumpfkeil and Beran [207],
reduces the risk of masking as the corrected low-fidelity code reflects the “true” performance
with increasing accuracy as the optimisation progresses and more high-fidelity training data
becomes available.

To facilitate the use of corrective feedback a number of additions are made to the procedure
for finding non-dominated designs. Firstly, the optimiser is forced to cycle through every
dominance relation even if only one design remains. This ensures that any design considered
to be non-dominated is assessed using all of the different analysis codes, preventing the
optimisation from converging without ever carrying out high-fidelity analysis of the design
it considers to be optimal. It also means that high-fidelity information is available for all
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designs selected as pattern search centres, resulting in the provision of the same amount of
design development data to enhance understanding as the single-fidelity algorithm.

Secondly, the optimiser is instructed to re-find the non-dominated set if new training
data is generated for any response surfaces. Designs predicted to perform well by the low-
fidelity will eventually be analysed using the high-fidelity code due to the action of the
first masking-avoidance feature. This produces additional training data for the response
surfaces used to predict the performance of these promising points, potentially improving
their accuracy. Re-finding the non-dominated designs using this updated training set ensures
that the most accurate information has been used in the decision-making process. This is
particularly important when a design predicted to perform well by the corrected low-fidelity
model actually performs poorly when analysed using the high-fidelity code. Without the
requirement to re-find the set of non-dominated designs this point would be considered non-
dominated despite poor high-fidelity performance. Repeating the process using up-to-date
response surfaces allows the poor performance to be taken into account, altering the designs
that progress to the high-fidelity dominance relations. The feedback loop also reduces the
likelihood of promising designs being missed.

These requirements to always consider every dominance relation and to re-find the non-
dominated set until the most up-to-date response surfaces have been employed are visible
in Figure 8.2. They should reduce the risk of low-fidelity masking and enable the use of
surrogate-based correction techniques within the MFMDRTS algorithm. Data-fit response
surfaces can also be incorporated as additive correction approaches where the low-fidelity
model, yLF , outputs zero at all points.

One final change is in the calculation of rankings for correction-based low-fidelity models.
The rankings for dominance relations employing analysis codes without correction are
calculated by counting the number of other designs that dominate a particular design
according to that dominance relation. When using correction-based low-fidelity approaches
it is more important to compare the output to existing high-fidelity data, rather than to
other corrected performance predictions that may be erroneous due to inaccuracies in the
response surface fitted to the correction parameter. Therefore, for dominance relations that
use correction-based analysis the rankings are calculated as the number of points with high-
fidelity data (the data that is being corrected to) that dominate the predicted performance
of a given design. This method should minimise the impact of inaccuracies in correction
response surfaces as comparisons are made between low- and high-fidelity data rather than
between the low-fidelity values themselves. Coupled with the alterations to the decision
procedure, this new ranking scheme should allow the algorithm to effectively handle all types
of low-fidelity model without masking promising regions of the design space.
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8.2 Similarities With Existing Multi-Level Approaches

The MFMDRTS algorithm developed in the previous section has similarities with a number
of alternative multi-level methodologies in the literature. These are reviewed in this section
to give the new approach context as a technique for incorporating multiple fidelities into an
optimisation routine.

8.2.1 Sequential Approaches

The simplest multi-level techniques are sequential approaches in which the output of a
low-fidelity optimisation is used as the input to a high-fidelity one [139, 145, 193, 218, 226].
The main problem facing these methods, highlighted in the previous section and by Liu et
al. [160], is that of low-fidelity masking. Promising regions often fail to match up between
the low- and high-fidelity design spaces, resulting in the low-fidelity optimisation producing
poor inputs for the high-fidelity stage. In the most extreme cases, experienced by Poehlmann
and Bestle [193], the outputs of the low-fidelity optimisation may even fail to converge when
analysed using the high-fidelity code.

Liu et al. [160] attempted to circumvent this problem by using data-mining approaches
to generate input designs for the high-fidelity optimisation from the low-fidelity results.
El-Beltagy and Keane [62] opted to blend the two optimisations by assigning probabilities to
the fidelity level employed for analysis, with use of the high-fidelity becoming increasingly
likely as the search progresses. The approach of Liu et al. showed promise, despite a
complex implementation, but the mixed methods of El-Beltagy and Keane provided minimal
improvement over the basic sequential strategy.

Rather than conducting two independent optimisations in series, the new MFMDRTS
approach carries out a single search. At all times the design space being considered is that of
the high-fidelity code, with the low-fidelity used to accelerate search within this space. The
problem of masking should be counteracted by the techniques described in Section 8.1.2.

8.2.2 Inexact Pre-Evaluation

An existing method that is perhaps more similar to the new algorithm is inexact pre-evaluation
(IPE). This technique, originally proposed by Giannakoglou et al. [86], reduces the number of
high-fidelity analyses required by first assessing performance using a data-fit response surface.
Only designs that are predicted to perform well are nominated for high-fidelity analysis,
reducing the overall computational cost of the algorithm. Whilst the original work used
RBF response surfaces to accelerate a GA, the approach has since been extended to include
Kriging [65] and PSO [195] as well as being applied by several other authors [59, 127, 246].

When used in conjunction with data-fit low-fidelity models the MFMDRTS algorithm
closely resembles IPE. Designs must first pass through any dominance relations based on the
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low-fidelity response surfaces before being considered for high-fidelity analysis, just as when
using IPE. However, the new method is more flexible as it accommodates not only the use of
several different types of low-fidelity model but also the more sophisticated MDR formulation
that could allow additional parameters to be assessed using the high-fidelity that are not
approximated by a response surface, something that is not possible when using IPE.

8.2.3 Simultaneous Search Methods

Another popular multi-level approach is to conduct separate simultaneous low- and high-
fidelity searches, with promising designs passed between the two. Examples of this approach
include the injection-island GA developed by Eby et al. [61] and that of Kampolis and
Giannakoglou [123]. These methods not only provide speed-up compared to single-fidelity
optimisation but also enable different objectives, parameterisations and search algorithms to
be employed by the different levels. Whilst the new multi-fidelity method developed in this
chapter is unable to accommodate different search algorithms or parameterisations, it does
allow for different performance parameters to be used by different analysis codes. This is
achieved without the added complexity of conducting separate simultaneous optimisations
and also removes the need for designers to specify the proportion of the computational budget
assigned to each fidelity.

8.2.4 Different Performance Parameters for Different Fidelity Levels

The ability to accept different performance parameters for different fidelity levels is similar
to the approach developed by Bahrami et al. [11] in which the user sets a series of targets
for the low-fidelity optimisation. The results of this search are analysed using a high-fidelity
code, with the outputs informing either an update of the targets or an advancement to
a more complex parameterisation. Whilst the current form of the new algorithm cannot
accommodate variations in parameterisation, it does have the ability to assign different
targets and performance parameters in the low- and high-fidelity dominance relations.

8.2.5 Other Approaches Conducting Analysis on a “Need-to-Know”
Basis

Approaches developed by Li et al. [152] and Shu et al. [215] employ a similar philosophy of
conducting analysis on a “need-to-know” basis. These utilise the uncertainty property of
Kriging to determine the best and worst possible performance of designs and only analyse
those whose dominance status would change if performance was taken to these extreme values.
This results in efficient use of the available computational budget as analysis is only carried
out when additional information is required for a decision to be made. It is expected that
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adopting the philosophy of conducting analysis on a “need-to-know” basis will lead to similar
search accelerations in the new MFMDRTS algorithm.

8.2.6 A Distinct and Flexible Multi-Fidelity Methodology

Whilst the MFMDRTS approach has similarities with a number of previously developed
multi-level methods, it also has features that set it apart as a novel technique for incorporating
codes of differing fidelity into an optimisation. The inherent flexibility allows several models
of any type to be included, with no requirement for the same performance parameters to
be used across the different levels. The feedback loop from the high- to low-fidelity levels
should guard against low-fidelity masking, a problem which has limited previous multi-level
approaches.

8.3 Application to Test Cases

To assess the effectiveness of the new MFMDRTS algorithm it is applied to each of the three
test cases employed in the preceding chapters. The analytic problem from Chapter 4 is used
to verify the philosophy of providing acceleration by conducting analysis on a “need-to-know”
basis, as well as to compare two different response surface construction techniques. The
aerofoil test case then enables an initial assessment of the effectiveness of the methodology,
with the relatively cheap computational analysis allowing the repeatability of any benefits to
be determined. Finally, the MFMDRTS algorithm is applied to the six-stage axial compressor
test case introduced in the previous chapter, with a variety of low-fidelity models employed.
The results demonstrate whether search using the new algorithm has been accelerated to
overcome the third and final problem outlined in Chapter 3 that limits existing optimisation
methodologies when applied to the preliminary design of axial compressors.

8.3.1 Analytic Test Case

The analytic test case developed by Cook et al. [39] was used in Chapter 4 to verify the
initial TS implementation of the MDR formulation. Here it is used to assess the validity of
providing acceleration by conducting analysis on a “need-to-know” basis. As discussed in
Section 4.4.1, the problem consists of three performance parameters, f1, f2 and f3, defined
in Equation 4.1, and four design variables each in the range [−5, 5]. The goal is to find the
point that minimises f3 within the Pareto front defined by minimising f1 and f2.

8.3.1.1 Problem Formulations

The single-fidelity MDR formulation for this problem is outlined in Table 8.1, with Pareto
dominance of f1 and f2 used as the first dominance relation, ≼1, and ordering or f3 as
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Table 8.1 Formulations applied to the multi-fidelity analytic test case.

Single- Separate RBF Response GP Response
Fidelity f1/f2 and f3 Surface Surface

≼1
Fidelity Direct (all) Direct (sep.) RBF GP

Parameters f1, f2 f1, f2 f1, f2 f1, f2

≼2
Fidelity Direct (all) Direct (sep.) Direct (sep.) Direct (sep.)

Parameters f3 f3 f1, f2 f1, f2

≼3
Fidelity - - Direct (sep.) Direct (sep.)

Parameters f3 f3

the second, ≼2. Two multi-fidelity variations of this formulation are used to verify the new
approach developed in this chapter. Firstly, the calculation of f1 and f2 is separated from that
of f3. Evaluating each of these objectives is assumed to be equally expensive, so retrieving
values for f1 and f2 costs 0.67 units and calculating f3 costs 0.33 units. This formulation,
entitled “Separate f1/f2 and f3” in Table 8.1, assesses the ability to provide acceleration
by conducting analysis on a “need-to-know” basis. The number of points for which f3 is
calculated should be reduced, leading to acceleration of the search, as there is no need to
calculate f3 for points exhibiting poor values of f1 and f2. Given the small difference in
computational cost between the two levels the acceleration is likely to be marginal, but should
still be apparent if the philosophy of conducting analysis on a “need-to-know” basis has been
implemented effectively.

The other two formulations in Table 8.1 seek further acceleration by employing data-fit
low-fidelity models. Response surfaces constructed using all previously analysed points
provide approximations for f1 and f2. An additional dominance relation utilising these
computationally cheap predictions is included ahead of those present in the previous two
formulations, sifting designs before resorting to direct calculation of any objective values.
This should lead to further acceleration as computational effort will not be wasted calculating
objective values for points predicted to perform poorly by the response surfaces.

A low-fidelity model is not used for f3 due to an increased risk of masking. When
ordering a single performance parameter only one design is considered non-dominated. Using
a low-fidelity assessment for this parameter would therefore result in just a single design
progressing to the dominance relations employing the true objective values, with the absolute
predictive accuracy of the response surface playing an important role in determining which
design this should be. This reliance on the accuracy of the response surface increases the
likelihood of low-fidelity masking, therefore dominance relations seeking acceleration through
the use of low-fidelity models are limited to those that trade-off performance parameters
against one another where the absolute accuracy of the response surfaces is less important.
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8.3.1.2 Response Surface Construction Techniques

Gaussian Process (GP) and Radial Basis Function (RBF) response surface construction
techniques are employed, with both implemented using pySOT [66].

GPs, also know as Kriging models, were initially developed by mining engineer Krige [140]
and introduced to the engineering design community by Sacks et al. [208]. This technique
treats data points as random variables, interpolating between them by considering their
correlation. This results in the output of a GP response surface being itself a random variable,
with a mean quantifying the expected function value and a variance giving an indication of
confidence which decreases further away from known data points. Details of the mathematics
underpinning GPs can be found in the work of Forrester and Keane [73]. GPs are popular in
multi-fidelity optimisation studies [107, 108, 120, 125, 200, 217] due to their ability to model
complex functions using a relatively small amount of data. However, this comes at the cost
of complexity and construction time, with calculation of the model parameters involving an
optimisation routine that can become prohibitively expensive as dimensionality increases.

RBFs were first introduced by Broomhead and Lowe [26] and use a weighted sum of
basis functions (or “kernels”). These range from linear examples to splines and Gaussian
exponentials capable of modelling more complex landscapes. RBFs have lower construction
costs as no optimisation is required to determine the model parameters. The approach has
found successful employment in several multi-fidelity optimisation studies [95, 113, 115, 124,
165, 166, 180, 199, 244].

Instead of generating an initial dataset using design of experiments techniques, points
analysed previously during the search are used as training data. This ensures that progress is
made from the outset rather than significant computational effort being expended before any
optimisation has been carried out. However, at the start of the optimisation there will be
insufficient data to construct the response surfaces. In this situation all designs are assumed
to have the same performance level, making them incomparable according to the dominance
relation using the data-fit low-fidelity model. As a result this dominance relation is effectively
bypassed, with the optimiser proceeding in “single-fidelity mode”, making progress through
the design space whilst building the set of training data.

8.3.1.3 Experimental Details

Each of the formulations in Table 8.1 is run from the same 20 sets of 50 randomly generated
starting points using a computational budget equivalent to 1000 calculations of all three
objectives. The computational cost of training the response surfaces is not taken into account
as it is assumed to be negligible compared to the high-fidelity analysis employed in the
engineering problems that are of primary interest. However, this training cost is discussed in
Section 8.3.1.5.
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Fig. 8.3 Progression of the best overall performance measure found using the formulations in
Table 8.1 applied to the multi-fidelity analytic test case. All runs are shown as faint lines
with the mean plotted in bold.

8.3.1.4 Results

Figure 8.3 tracks the best values of the overall performance measure found using each
formulation. This is calculated by taking the reciprocal of the shortest Euclidean distance
in design space to the known optimum situated at [3, 0, 0, 0], with higher values indicating
better performance. Individual runs are plotted as faint lines, with the mean shown in bold.

Separating the calculation of the three objective functions leads to acceleration of the
search. Points closer to the optimum are found using fewer evaluations, with performance
equivalent to that generated by the single-fidelity method produced with an average computa-
tional saving of 30%. The multi-fidelity approach also finds designs with values of the overall
performance measure that are an order of magnitude higher than those generated using
the single-fidelity formulation once the full computational budget has been expended. This
validates the philosophy of providing speed-up by conducting analysis on a “need-to-know”
basis and verifies the implementation of that philosophy within the MFMDRTS algorithm
described earlier in this chapter.

The two formulations employing low-fidelity models provide further acceleration. The
RBF method generates an average computational saving of 74% compared to the single-fidelity
approach, with the reduction in cost associated with using GP response surfaces slightly lower
at 60%. The final values of the overall performance measure generated using the RBF method
are over two orders of magnitude higher than those found by the single-fidelity algorithm.
The use of response surfaces also provides additional speed-up compared to separating the
calculation of the different objectives, with the RBF approach finding points equivalent to the
best produced by the alternative multi-fidelity formulation with an average computational
saving of 58%. These results demonstrate the ability of the MFMDRTS algorithm to provide
speed-up through successful handling of data-fit low-fidelity models.
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Fig. 8.4 Time taken to train the RBF and GP response surfaces during the optimisations
applied to the multi-fidelity analytic test case.

8.3.1.5 Comparing Response Surface Methodologies

Both response surface techniques provide acceleration compared to the single-fidelity for-
mulation, however the RBF approach appears to have outperformed the GP method as the
search moves into the exploitation phase. Whilst the former produces points that are up to
three orders of magnitude closer to the optimum than those found using the single-fidelity
method, the latter stalls, ultimately generating less improvement on average than separating
the calculation of the different objectives. This suggests that the RBF technique is better
suited to modelling the landscape of this analytic problem than the GP.

A more general comparison can be made in terms of the computational cost of training
the different models. Figure 8.4 plots the time taken to train all of the different response
surfaces constructed throughout the searches depicted in Figure 8.3 against the number
of training points. Whilst the training cost of the RBF model remains consistently low,
at less than one second, the time taken to construct the GP response surfaces increases
exponentially with the number of training points available. The resultant computational
expense for training a single response surface is still small when compared to the cost of even
a single high-fidelity analysis in an engineering design problem. However, within the iterative
context of optimisation response surfaces often need to be trained several hundred times,
rendering the expense of training the GP seen in Figure 8.4 unacceptable. The RBF response
surface methodology is therefore selected for use in the remaining test cases in order to retain
training costs that can be considered negligible compared to the time taken for high-fidelity
analysis.

8.3.1.6 Summary

The results presented in this section validate the philosophy of providing acceleration by
conducting analysis on a “need-to-know” basis and verify the implementation of this approach
within the MFMDRTS algorithm described earlier in this chapter. For the analytic test
case reductions in computational cost of 30% have been demonstrated by separating the
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calculation of the different objectives, with this increasing to as much as 74% when additional
data-fit low-fidelity models are employed. Comparing two response surface construction
techniques also informs the selection of an RBF methodology for the remaining test cases.

8.3.2 Aerofoil Test Case

As in previous chapters the aerofoil test case is used to assess the effectiveness of the approach
when applied to a more challenging engineering design problem, with the relatively cheap
computational analysis allowing the repeatability of any benefits to be determined. The
conditions and parameterisation are the same as those used in Chapters 5 and 6. The
problem is transonic, with the magnitudes of 10 Hicks-Henne bump functions acting as
design variables and the key performance parameters being lift, drag, pitching moment, the
amount of trailing edge separation, and a measure of the space available inside the aerofoil
for structural requirements and fuel storage.

8.3.2.1 Multi-Fidelity Analysis

Analysis is again carried out using the open source CFD software SU2 [182], with solution
of the RANS equations selected as the high-fidelity using the same RAE2822 mesh as in
Chapters 5 and 6. Solution of the Euler equations, also available through SU2, provides a
physics-based low-fidelity model, with suitable inviscid meshes constructed for each aerofoil
using Gmsh [77]. Including the time taken for mesh generation, the computational cost of a
single low-fidelity Euler analysis is around 6% of that of the high-fidelity RANS solver, which
is approximately 20 seconds when run on 8 Intel Xeon 2.13 GHz CPUs. This computational
saving comes at the expense of accuracy, with the Euler model unable to account for viscosity
and the associated separation effects that can have a significant impact on the overall aerofoil
performance. Values of CL, CD and CM are available directly from both solvers, and a
measure for the amount of trailing edge separation is given by calculating the area under the
skin-friction coefficient vs. chordwise distance curve whenever the former is negative. The
cross-sectional area, Ac, provides an assessment of the internal space available.

8.3.2.2 Problem Formulations

Throughout this thesis a distinction has been made between scenarios in which the designer
primarily wishes to improve a single objective and those where they are interested in
investigating a trade-off between two or more quantities. Both scenarios are used to assess
the accelerating capability of the MFMDRTS algorithm.

As in Chapters 5 and 6, the MDR formulation in the single-objective scenario, outlined
in Table 8.2, treats CD as the objective and CM and separation as desirable features, with
constraints applied requiring CL to be greater than 0.6 and Ac to be less than that of an
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Table 8.2 Formulations applied to the multi-fidelity aerofoil test case in the single-objective
scenario. Amin = 0.07784 m2.

Single- Separate Response Corrected
Fidelity Area Calc. Surface Euler

≼1

Fidelity RANS Analytic Analytic Analytic

Parameters CL > 0.6,
Ac > Amin Ac > Amin Ac > AminAc > Amin

≼2
Fidelity RANS RANS Data-Fit RBF Corr. Euler

Parameters CM , Sep. CL > 0.6 CL > 0.6 CL > 0.6

≼3
Fidelity RANS RANS Data-Fit RBF Corr. Euler

Parameters CD CM , Sep. CM , Sep. CM , Sep.

≼4
Fidelity - RANS RANS RANS

Parameters CD CL > 0.6 CL > 0.6

≼5
Fidelity - - RANS RANS

Parameters CM , Sep. CM , Sep.

≼6
Fidelity - - RANS RANS

Parameters CD CD

RAE2822 aerofoil of the same chord. In the trade-off scenario, shown in Table 8.3, the CL

constraint is removed and this quantity is instead treated as an additional objective.
Three multi-fidelity variations of these formulations are applied in both scenarios. The

first, labelled “Separate Area Calc.” in Tables 8.2 and 8.3, recognises that Ac can be
calculated analytically, allowing the minimum Ac constraint to be assessed before resorting
to computationally expensive RANS analysis. This should accelerate of the search as any
insufficient designs will be ruled out at the first dominance relation, meaning valuable
computational budget is not wasted conducting high-fidelity analysis of designs that are
unlikely to be of interest to the designer.

The other two multi-fidelity formulations seek further acceleration through the use of low-
fidelity models. Two types are employed: a response surface fitted to data from all previously
analysed points, similar to that used in the analytic study, and the physics-based Euler model
combined with an additive correction function that again uses previously analysed points
as training data. RBF response surfaces are employed in both cases following the results
of the analytic test case. For these formulations, respectively labelled “Response Surface”
and “Corrected Euler” in Tables 8.2 and 8.3, acceleration is provided by replicating the
high-fidelity dominance relations. The low-fidelity models act as filters, ensuring only designs
predicted to perform well are considered at the high-fidelity levels, leading to a reduction
in the number of expensive analyses required. In the trade-off scenario this results in two
additional dominance relations, one for low-fidelity assessment of the objectives and another

141



Multi-Fidelity Acceleration

Table 8.3 Formulations applied to the multi-fidelity aerofoil test case in the trade-off scenario.
Amin = 0.07784 m2.

Single- Separate Response Corrected
Fidelity Area Calc. Surface Euler

≼1
Fidelity RANS Analytic Analytic Analytic

Parameters Ac > Amin Ac > Amin Ac > Amin Ac > Amin

≼2
Fidelity RANS RANS Data-Fit RBF Corr. Euler

Parameters CL, CD CL, CD CL, CD CL, CD

≼3
Fidelity RANS RANS Data-Fit RBF Corr. Euler

Parameters CM , Sep. CM , Sep. CM , Sep. CM , Sep.

≼4
Fidelity - - RANS RANS

Parameters CL, CD CL, CD

≼5
Fidelity - - RANS RANS

Parameters CM , Sep. CM , Sep.

for the desirable features. In the single-objective scenario there are additional levels for the
minimum CL requirement and desirable features, however the objective is not assessed using
the low-fidelity models for the same reasons that f3 was not approximated using a response
surface in the analytic problem. Doing so would result in just a single design progressing to
the high-fidelity dominance relations, increasing the risk of low-fidelity masking.

As discussed in Section 8.3.1.2, using previously analysed points as training data results
in insufficient information being available to construct the response surfaces in the early
stages of the optimisation. For the data-fit method all designs are assumed to have the
same performance, with the associated dominance relations effectively bypassed to allow the
optimiser to proceed in “single-fidelity mode”. If a correcting response surface cannot be
built for the physics-based low-fidelity model the correction from the nearest point in design
space with high-fidelity data is used. This ensures that progress is made from the outset
whilst taking advantage of the available physics-based information to carry out some sifting
of designs before resorting to high-fidelity analysis.

8.3.2.3 Experimental Details

Each of the formulations in Tables 8.2 and 8.3 is run from 10 randomly generated sets of 20
starting geometries, allowing conclusions to be drawn about the repeatability of any benefits
observed. The computational budget is equivalent to 500 RANS evaluations with a single
Euler run costing 0.06 high-fidelity analysis units. The computational expense associated with
the analytic Ac calculations and training the RBF response surfaces is negligible compared
to the cost of a single RANS analysis. Each optimisation takes around two days to complete
using 8 Intel Xeon 2.13 GHz CPUs.
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Fig. 8.5 Performance of the best designs found during 10 runs of the formulations in Table
8.2 applied to the multi-fidelity aerofoil test case in the single-objective scenario.

8.3.2.4 Single-Objective Results

Figure 8.5 shows the performance of designs found during the 10 runs of the formulations in
Table 8.2 applied in the single-objective scenario that satisfy the CL and Ac constraints and
are non-dominated in terms of CD, CM and separation. The results produced by the different
methods overlap, with the performance of aerofoils generated by the Single-Fidelity and
Separate Area Calculation techniques being particularly similar. The approaches employing
low-fidelity models in general find a larger number of non-dominated designs, with some of
these having low values of the objective and desirable features.

Clearer distinctions can be made between the different methods using the reference point
approach employed in previous chapters. The idealised reference point is given the best
performance in terms of CD, CM and separation found by all of the runs applied to this
problem, with the Euclidean distance from this reference to the points found by each search
calculated in a space containing normalised versions of these three parameters. Figure 8.6
tracks the best values of an overall performance measure defined as the reciprocal of the
minimum distance to this ideal point, with higher values indicating better performance.
Individual runs are plotted as faint lines with the average shown in bold.

Separating the area calculation from the RANS analysis results in acceleration of the
search, with equivalent final performance to that of the Single-Fidelity method produced
with an average computational saving of 47%. Including low-fidelity models leads to further
acceleration, particularly during the early stages of the search. The average computational
saving achieved using the Response Surface and Corrected Euler formulations is 66% and
55% respectively. As the optimisation progresses the magnitude of acceleration decreases, as
predicted by the hypothetical market share curves in Figure 3.1 discussed by Rubbert [205].
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Fig. 8.6 Progression of the best overall performance measure found by the formulations in
Table 8.2 applied to the multi-fidelity aerofoil test case in the single-objective scenario. All
runs are plotted as faint lines with the average shown in bold.

This is probably due to the search moving between the exploration and exploitation phases,
relying more heavily upon high-fidelity analysis in the latter to distinguish between designs.

Figure 8.7 shows the number of designs found by each method that exhibit performance
within a given Euclidean distance of the idealised reference point, again with individual runs
plotted faintly and the average shown in bold. The same conclusions can be drawn from this
plot, with the separated Ac calculation producing higher numbers of interesting designs and
the use of low-fidelity models improving the search further still.

There is little to choose between the Response Surface and Corrected Euler approaches
in Figure 8.6, but Figure 8.7 appears to show the former outperforming the latter. These
results disagree with previous research suggesting that the use of physics-based low-fidelity
models is beneficial [69]. The most likely reason for this is the lack of physical modelling
in the Euler code leading to erroneous predictions that fail to assist the optimiser. One of
the features of the transonic aerofoil problem is flow separation, a phenomenon that the
Euler equations are incapable of modelling due to the absence of viscosity. This leads to the
physics-based technique being unable to provide values for trailing edge separation, with
erroneous predictions for other performance parameters also likely. In this instance the
acceleration provided by the Corrected Euler formulation is equivalent to that generated
using the Response Surface approach, suggesting that any errors in the Euler predictions
are not significant enough to lead the optimiser astray. This is possibly due to the goal of
the optimisation being to minimise CD, with the optimiser reducing the amount of trailing
edge separation to limit the CD increase associated with separated flow regions. With less
separation present the inability of the Euler code to predict this feature is not as important,
resulting in performance similar to that generated using a data-fit response surface.

This poor performance is not evidence of the techniques developed in Section 8.1.2 to
avoid low-fidelity masking being insufficient. Previous work utilising a multi-fidelity version
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Fig. 8.7 Number of designs produced by the formulations in Table 8.2 applied to the multi-
fidelity aerofoil test case in the single-objective scenario that exhibit performance within a
given Euclidean distance of the reference point. All runs are plotted as faint lines with the
mean shown in bold.

of Kriging [229, 243] showed that poor physics-based low-fidelity predictions can hamper any
multi-fidelity optimiser. Instead these results suggest a need for caution when employing
physics-based low-fidelity models. If the expected acceleration is to be achieved the selected
codes need to provide sufficiently accurate performance predictions for the problem under
consideration.

8.3.2.5 Trade-Off Results

The performance of designs on the CL-CD Pareto fronts found by the formulations in Table
8.3 applied in the trade-off scenario are shown in Figure 8.8, considering all designs generated
across the 10 runs that satisfy the minimum Ac requirement. All four methods generate
equivalent Pareto fronts in terms of CL and CD. The multi-fidelity formulations produce
some improvement in terms of the desirable features, with this particularly evident in Figure
8.8b where designs found by the Response Surface and, to a lesser extend, Corrected Euler
approaches exhibit lower values of trailing edge separation.

As in the single-objective scenario, the acceleration provided by the multi-fidelity methods
is visible when tracking the best values of the overall performance measure found by the
different formulations in Figure 8.9. This is again defined as the reciprocal of the minimum
distance to an idealised reference point given the best performance in terms of CL, CD,
CM and separation found by any of the approaches applied to this problem, calculated in
a space containing normalised versions of these quantities. The speed-up is most evident
during the first 200 evaluations, with the use of low-fidelity models providing additional
acceleration compared to separating the calculation of Ac. After this point the Single-Fidelity,
Separate Area Calculation, and Response Surface methods converge as the optimiser moves
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Fig. 8.8 Performance of the best designs found during 10 runs of the formulations in Table
8.3 applied to the multi-fidelity aerofoil test case in the trade-off scenario.
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Fig. 8.9 Progression of the best overall performance measure found by the formulations in
Table 8.3 applied to the multi-fidelity aerofoil test case in the trade-off scenario. All runs are
plotted as faint lines with the average shown in bold.

into the exploitation phase, relying more heavily on accurate high-fidelity analysis. This
convergence happens sooner than in the single-objective scenario, suggesting that high-fidelity
information is more important for this trade-off problem. This is perhaps unsurprising as
in a trade-off study more designs will be considered non-dominated and therefore passed
through the hierarchy of dominance relations to the high-fidelity analysis levels. Separating
the calculation of Ac leads to higher final values of the overall performance measure than the
Single-Fidelity approach in 7 of the 10 runs, with values equivalent to the latter found with an
average computational saving of 44%. The Response Surface methodology also outperforms
the Single-Fidelity in 7 runs, achieving a larger average saving of 70%.

Figure 8.10, showing the number of designs exhibiting performance within a given
Euclidean distance of the idealised reference point, demonstrates that the multi-fidelity
approaches successfully use the available computational budget to produce large numbers of
designs that are likely to be of interest to the designer. Again, the use of a response surface
provides additional enhancements compared to just separating the calculation of Ac.

In Figure 8.9 the Corrected Euler method appears to stall after around 100 evaluations,
and the results in Figure 8.10 suggest that on average a higher number of interesting designs
have been produced by separate calculation of Ac. As in the single-objective scenario these
poor results are most likely due to the inability of the Euler analysis to model separation
effects. This appears to cause more problems in this trade-off scenario, possibly due to the
optimiser attempting to maximise CL. The resultant aerofoils exhibit greater curvature on
their suction surfaces, leading to a higher probability of separation occurring and playing a
significant role in the flow. The accuracy of the Euler method is low when analysing these
designs, hampering the progress of the optimiser and leading to the poor performance seen
in Figures 8.8, 8.9 and 8.10. Again, this is not evidence of a failure of the techniques for
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Fig. 8.10 Number of designs produced by the formulations in Table 8.3 applied to the multi-
fidelity aerofoil test case in the trade-off scenario that exhibit performance within a given
Euclidean distance of the reference point. All runs are plotted as faint lines with the average
shown in bold.

avoiding low-fidelity masking, but instead highlights the need for careful consideration when
selecting appropriate physics-based low-fidelity codes.

8.3.2.6 Summary

The results presented in this section demonstrate the accelerating capabilities of the MFM-
DRTS algorithm when applied to a more realistic engineering design problem. Average
computational savings of around 45% are achieved utilising analytic Ac calculations, with
this rising as high as 70% when data-fit response surfaces are employed. These savings are
repeatable and experienced in both single-objective and trade-off scenarios. The approach
successfully handles physics-based low-fidelity models, however the results highlight the need
for care when employing this type of code for acceleration.

8.3.3 Six-Stage Axial Compressor Test Case

Having carried out an initial assessment of the acceleration provided by the new MFMDRTS
approach it is ready to be applied to the preliminary design optimisation of an axial compressor.
The six-stage test case from Chapter 7 is employed for this purpose, with the parameterisation
and starting design detailed in Sections 7.1.2 and 7.1.4 respectively.

8.3.3.1 Multi-Fidelity Analysis

High-fidelity analysis is again provided by the open source turbomachinery CFD package
Multall [52]. This includes a lower-fidelity axisymmetric throughflow method in addition
to the three-dimensional RANS code employed in Chapter 7. The meanline script used
to generate compressor geometries from the design variables can also act as a low-fidelity
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performance prediction tool. The open source analysis suite therefore contains three distinct
fidelity levels. The cheap meanline code relying on empirical loss models and calculations
at the mean radius, a slightly more expensive throughflow code taking into account radial
effects, and a three-dimensional RANS analysis providing the most accurate performance
predictions available in this study. Each throughflow analysis takes around 45 seconds, a
computational saving of 97.5% compared to that of a RANS run, whilst the meanline code
takes O(0.1) seconds.

As in the previous chapter, seven performance parameters are considered for this test
case: ηp, PR, SM , DH, DF , Mexit and αexit. Approximations for all but SM are provided
directly by each of the analysis codes, with the RANS and meanline fidelity levels generating
SM predictions using the correlation of Schweitzer and Garberoglio [212]. The throughflow
code is unable to reliably use this correlation due to an inherent under-prediction of losses in
the machine, meaning it cannot provide SM predictions and also produces consistently high
values of ηp and Mexit. The correction procedure should overcome these shortcomings but
the lack of SM prediction is likely to limit optimisations employing the throughflow model.

8.3.3.2 Problem Formulations

As in the aerofoil test case, two scenarios are considered for the six-stage axial compressor
problem, one where a single objective is being improved and another in which a trade-off is
sought between two performance parameters. For the former, ηp is selected as the objective
with Mexit and αexit treated as desirable features. Constraints are applied to the remaining
performance parameters, with additional upper limits set for Mexit and αexit as in Chapter
7. The trade-off study retains the same desirable features and constraints, but treats SM
as an additional objective alongside ηp. These performance parameter classifications are
summarised in Table 8.4, with the corresponding single-fidelity MDR formulations outlined
in Tables 8.5 and 8.6.

Four approaches are used to assess whether the multi-fidelity method developed in this
chapter is capable of accelerating the search in these two scenarios. The first three employ
different low-fidelity models, replicating the high-fidelity dominance relations to act as
filters that allow only the most promising designs to progress for computationally expensive
high-fidelity analysis. In the trade-off study all three high-fidelity dominance relations are
replicated, whereas in the single-objective scenario only the constraints and desirable features
are treated using the low-fidelity models, as in the analytic and aerofoil test cases, to limit
the risk of masking.

The low-fidelity models employed are a RBF response surface fitted directly to high-
fidelity data points, labelled “Response Surface” in Tables 8.5 and 8.6, and meanline and
throughflow physics-based codes in conjunction with additive correction functions, labelled
“Corrected Meanline” and “Corrected Throughflow” respectively. The response surfaces
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Table 8.4 Performance parameter classifications for the multi-fidelity six-stage axial compressor
test case.

Single-Objective Trade-Off
Scenario Scenario

Objectives ηp ηp, SM

Desirable
Mexit, αexit Mexit, αexitFeatures

Constraints PR > 2.75 PR > 2.75
DF 6 0.6 DF 6 0.6
DH > 0.72 DH > 0.72
SM > 15.0% SM > 15.0%
Mexit 6 0.35 Mexit 6 0.35
αexit 6 10.0◦ αexit 6 10.0◦

Table 8.5 Formulations applied to the multi-fidelity six-stage axial compressor test case in
the single-objective scenario. The performance parameters assigned to each classification are
shown in Table 8.4.

Single- Response Corrected Corrected Corrected
Fidelity Surface Meanline Throughflow ML and TF

≼1
Fidelity RANS Data-Fit RBF Corr. ML Corr. TF Corr. ML

Class Constraints Constraints Constraints Constraints Constraints

≼2
Fidelity RANS Data-Fit RBF Corr. ML Corr. TF Corr. ML

Class Des. Feat. Des. Feat. Des. Feat. Des. Feat. Des. Feat.

≼3
Fidelity RANS RANS RANS RANS Corr. TF

Class Objectives Constraints Constraints Constraints Constraints

≼4
Fidelity - RANS RANS RANS Corr. TF

Class Des. Feat. Des. Feat. Des. Feat. Des. Feat.

≼5
Fidelity - RANS RANS RANS RANS

Class Objectives Objectives Objectives Constraints

≼6
Fidelity - - - - RANS

Class Des. Feat.

≼7
Fidelity - - - - RANS

Class Objectives
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Table 8.6 Formulations applied to the multi-fidelity six-stage axial compressor test case in
the trade-off scenario. The performance parameters assigned to each classification are shown
in Table 8.4.

Single- Response Corrected Corrected Corrected
Fidelity Surface Meanline Throughflow ML and TF

≼1
Fidelity RANS Data-Fit RBF Corr. ML Corr. TF Corr. ML

Class Constraints Constraints Constraints Constraints Constraints

≼2
Fidelity RANS Data-Fit RBF Corr. ML Corr. TF Corr. ML

Class Objectives Objectives Objectives Objectives Objectives

≼3
Fidelity RANS Data-Fit RBF Corr. ML Corr. TF Corr. ML

Class Des. Feat. Des. Feat. Des. Feat. Des. Feat. Des. Feat.

≼4
Fidelity - RANS RANS RANS Corr. TF

Class Constraints Constraints Constraints Constraints

≼5
Fidelity - RANS RANS RANS Corr. TF

Class Objectives Objectives Objectives Objectives

≼6
Fidelity - RANS RANS RANS Corr. TF

Class Des. Feat. Des. Feat. Des. Feat. Des. Feat.

≼7
Fidelity - - - - RANS

Class Constraints

≼8
Fidelity - - - - RANS

Class Objectives

≼9
Fidelity - - - - RANS

Class Des. Feat.
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are again constructed using previously analysed points, with the same tactics employed if
sufficient training data is unavailable. For the data-fit method all designs are considered
equivalent, whilst in the case of the physics-based low-fidelities the correction at the nearest
high-fidelity data point in design space is used.

The final formulation, labelled “Corrected ML and TF” in Tables 8.5 and 8.6, exploits
the capability of the MFMDRTS algorithm to handle multiple fidelity levels, with both
meanline and throughflow analysis codes employed. The meanline data is corrected to the
throughflow results, and the throughflow is in turn corrected to match the high-fidelity RANS
predictions, both through RBF response surfaces fitted to additive correction functions. This
formulation models the traditional axial compressor design process presented by Gallimore
[76], passing designs sequentially through the analysis levels when further information is
required and reserving computationally expensive high-fidelity analysis for only the most
promising designs.

8.3.3.3 Experimental Details

Each of the formulations in Tables 8.5 and 8.6 is applied to the six-stage axial compressor
test case using the initial design discussed in Section 7.1.4 and a computational budget
equivalent to 500 high-fidelity RANS analyses. The computational costs associated with
meanline analysis and constructing the RBF response surfaces are considered to be negligible
compared to a single high-fidelity Multall run.

8.3.3.4 Single-Objective Results

Figure 8.11 shows the performance of designs generated by each of the formulations applied
in the single-objective scenario that satisfy the constraints and are also non-dominated in
terms of ηp, Mexit and αexit. In general the multi-fidelity formulations produce machines
exhibiting higher ηp and lower values of both desirable features than are found using the
Single-Fidelity approach. This is particularly evident in Figure 8.11b showing the low values
of αexit achieved by the methods employing physics-based low-fidelity models.

The acceleration provided by the multi-fidelity formulations is visible in Figure 8.12 which
tracks the best values of the overall performance parameter found by the different approaches.
This is again defined as the reciprocal of the minimum distance to an idealised reference
point given the best values of ηp, Mexit and αexit found by all of the formulations applied to
this problem, calculated in a space containing normalised versions of these parameters. Using
physics-based low-fidelity models leads to good designs being generated with fewer calls to
the high-fidelity analysis code. The Corrected Meanline formulation achieves performance
equivalent to the best found by the Single-Fidelity in 80 fewer evaluations, a computational
saving of 31%, whilst including the throughflow code as well in the Corrected ML and TF
method leads to a slightly slower initial search but higher final saving of 37%. The Corrected
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Fig. 8.11 Performance of the best designs found by the formulations in Table 8.5 applied to
the multi-fidelity six-stage axial compressor test case in the single-objective scenario.
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Fig. 8.12 Progression of the best overall performance measure found by the formulations
in Table 8.5 applied to the multi-fidelity six-stage axial compressor test case in the single-
objective scenario.

Throughflow formulation achieves similar acceleration in the early stages before slowing to a
point where it is temporarily overtaken by the Single-Fidelity approach.

In Figure 8.13, which tracks the number of designs exhibiting performance within a given
Euclidean distance of the idealised reference point, the methods employing physics-based
low-fidelity codes are also seen to produce a higher number of designs that are likely to be
of interest to the designer. Both this plot and Figure 8.12 suggest that the multi-fidelity
technique is successfully accelerating search using the MDR formulation.

In contrast to the approaches employing physics-based low-fidelity codes, the Response
Surface formulation performs relatively poorly. Despite good initial progress the data-fit
technique stalls and results in designs with higher values of the desirable features than
those found using the alternative multi-fidelity formulations. This suggests that the data-fit
approach is ill-suited to the exploitation phase of the optimisation. In the early stages, when
the optimiser is primarily exploring the design space, the Response Surface formulation does
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Fig. 8.13 Number of designs produced by the formulations in Table 8.5 applied to the
multi-fidelity six-stage axial compressor test case in the single-objective scenario that exhibit
performance within a given Euclidean distance of the reference point.

well, producing designs exhibiting good overall performance relatively quickly. However, as
the search progresses the data-fit low-fidelity model appears to lack the accuracy required to
improve promising designs further. This absence of effective exploitation has been experienced
in Efficient Global Optimisation (EGO) [68], a popular optimisation approach developed by
Jones et al. [120] that makes extensive use of response surfaces. The results in Figures 8.11,
8.12 and 8.13 suggest that good physics-based models can improve the exploiting capabilities
of the MFMDRTS algorithm.

The three physics-based low-fidelity techniques produce similar results, although the
Corrected Meanline method appears to have slightly outperformed the other two formulations.
It might be expected that the higher fidelity of the throughflow analysis would result in
more accurate approximations and therefore better optimisation performance. However, it
appears that any accuracy improvement is outweighed by the increased computational cost.
The inability of the throughflow method to provide accurate loss estimations may also be
contributing to the relatively poor performance, and utilising an improved middle fidelity
within this framework would probably lead to better results. Nevertheless, the fact that the
Corrected ML and TF formulation produces designs that are likely to be of interest to the
designer demonstrates the ability of the new algorithm to effectively handle multiple fidelity
levels.

8.3.3.5 Trade-Off Results

Figure 8.14 shows the performance of designs that form the ηp-SM Pareto fronts found by
the formulations in Table 8.6 applied in the trade-off scenario, only considering machines that
satisfy the constraints. The most advanced Pareto front is generated by the Corrected ML
and TF formulation, utilising both meanline and throughflow low-fidelity levels. However,
these designs exhibit relatively high values of Mexit. The Corrected Throughflow method also
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Fig. 8.14 Performance of the best designs found by the formulations in Table 8.5 applied to
the multi-fidelity six-stage axial compressor test case in the trade-off scenario.

produces designs with high Mexit values, suggesting that modelling errors in the throughflow
code may be hampering the optimiser as it attempts to minimise this quantity. The Corrected
Meanline formulation produces a Pareto front that is more advanced than that generated
by the Single-Fidelity approach, particularly at the extreme points of highest ηp and SM .
Designs found using this method also exhibit some of the lowest values of both desirable
features. As was the case in the single-objective scenario, the Response Surface formulation
produces limited improvement compared to the Single-Fidelity approach, providing further
evidence that physics-based low-fidelity information is required to ensure acceleration persists
into the exploitation phase.

Figure 8.15 tracks the best values of the overall performance measure found during each
search. This is again defined as the reciprocal of the minimum Euclidean distance to an
idealised reference point given the best performance in terms of ηp, SM , Mexit and αexit

found by any of the formulations applied in this scenario, calculated in a space containing
normalised versions of these parameters. The greatest acceleration is provided by the
Corrected Meanline formulation, producing performance equivalent to the best generated by
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Fig. 8.15 Progression of the best overall performance measure found by the formulations in
Table 8.6 applied to the multi-fidelity six-stage axial compressor test case in the trade-off
scenario.

the Single-Fidelity approach with a computational saving of 75%. Moreover, this multi-fidelity
method continues to find improved designs throughout the search, making good use of the
available computational budget to evaluate the trade-off that is of interest. The Response
Surface and Corrected ML and TF formulations also provide respective savings of 51% and
45% compared to the Single-Fidelity method. Values of the overall performance measure
generated by the Corrected Throughflow approach are low due to the poor Mexit values found
using this method.

Figure 8.16, plotting the number of designs exhibiting performance within a given
Euclidean distance of the reference point, shows similar trends. The Corrected Meanline
method generates a larger number of interesting designs than the Single-Fidelity approach,
with the Response Surface and Corrected ML and TF formulations also providing improvement
but to a lesser extent. The Corrected Throughflow method again performs poorly, primarily
due to the high values of Mexit adding to the distance of the generated designs from the
reference point.

As in the single-objective scenario, the Corrected Meanline formulation produces the best
performance, suggesting that any accuracy improvements provided by the throughflow code
do not outweigh the associated increase in computational cost.

8.3.3.6 Summary

The results in this section confirm that the accelerating capabilities of the MFMDRTS
algorithm persist when applied to the preliminary design optimisation of axial compressors.
The approach is able to successfully utilise the trusted physics-based low-fidelity models
available to axial compressor designers to produce up to a 75% saving in computational cost
compared to the single-fidelity method. Acceleration is observed across both single-objective
and trade-off scenarios, with the greatest speed-up achieved using the meanline low-fidelity
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Fig. 8.16 Number of designs produced by the formulations in Table 8.5 applied to the multi-
fidelity six-stage axial compressor test case in the trade-off scenario that exhibit performance
within a given Euclidean distance of the reference point.

code. Whilst some limitations of the throughflow analysis technique have been exposed it is
expected that employing the more adequate codes available in an industrial setting would
lead to further improvement. The importance of using physics-based low-fidelity codes when
appropriate has also been highlighted, with data-fit response surfaces apparently unable to
provide sufficient accelerating assistance during the exploitation phase of the search.

8.4 Potential Applications of the Flexible MFMDRTS
Algorithm

The results generated using the analytic, aerofoil and axial compressor test cases demonstrate
that the goal of accelerating the MDRTS algorithm has been achieved. Through the use of
low-fidelity models the computational budget required to produce performance equivalent
to that found using the single-fidelity method has been reduced by as much as 75%. In
the process a novel and inherently flexible multi-fidelity optimisation methodology has been
developed with potential that goes beyond computational speed-up.

For example, the MFMDRTS algorithms is able to assess different performance parameters
using different analysis codes. This attribute could be used to avoid the problems seen in the
aerofoil and axial compressor test cases where physics-based low-fidelity codes were tasked
with approximating performance parameters outside the scope of the phenomena being
modelled. The technique could also be applied, without modification, to multidisciplinary
and multipoint optimisation problems. In a multidisciplinary context performance could
be assessed using an analysis code from one discipline at the first dominance relation, with
analysis from another used at the next dominance relation, and so on. For multipoint studies
each dominance relation could assess performance at a different operating condition.
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Multi-Fidelity Acceleration

In addition to facilitating acceleration through the inclusion of multiple fidelities, the
algorithm developed in this chapter could in this way enable the application of the promising
MDR formulation to alternative problem scenarios. The flexibility of the approach suggests
that it has potential for future development with applications not limited to the preliminary
design of axial compressors that formed the motivation for this work. All of these additional
features come alongside the capabilities of the single-fidelity version of the algorithm developed
and assessed in Chapters 4-7. This includes sophisticated problem definitions enabled by the
MDR formulation and the ability to provide interpretable design development information to
enhance designer understanding.

8.5 Summary

The MDRTS algorithm has been successfully accelerated using multi-fidelity methods. In this
chapter the development of the improved implementation, incorporating the use of different
analysis codes, has been detailed alongside results demonstrating the speed-up provided.
This overcomes the last of the three problems highlighted in Chapter 3 that limit existing
optimisation methodologies when applied to the preliminary design of axial compressors. The
MFMDRTS algorithm enables sophisticated problem definitions to be used that adequately
represent the desires of the designer, provides interpretable development information to help
designers to determine the physical reasoning behind observed performance improvements,
and efficiently exploits the available computational budget using multi-fidelity techniques.
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Chapter 9

Application to an N-Stage Axial
Compressor

As a final demonstration and assessment of the capabilities of the new MFMDRTS algorithm
it is applied in this chapter to a more complex axial compressor design problem in which the
number of stages in the machine is allowed to vary. This test case represents a significant
challenge, with the optimiser given greater control over the configuration and geometry of
the compressor. Using an increased computational budget compared to previous applications
in Chapters 7 and 8, the ability of the new algorithm to efficiently produce designs that are
likely to be of interest to the designer is assessed through comparisons to existing approaches
employing more traditional objectives-and-constraints problem formulations.

9.1 N-Stage Axial Compressor Test Case

Jarrett and Ghisu [115] highlighted the importance of balancing configuration and refinement
during the axial compressor design process. Configuration primarily refers to the number
of stages in the machine, with this overall layout having a significant impact on the final
performance. In a traditional axial compressor design process the configuration is often fixed at
the preliminary design stage using a combination of designer experience and computationally
cheap, low-fidelity meanline analysis techniques [76, 210]. However, there is potential for
improvement if alterations to the configuration can be included in an optimisation scheme by
treating the number of stages as an additional design variable [82, 83, 113, 115].

The benefits of this approach come with increased complexity due to the discrete design
variable introduced to the problem. Previous work overcame this complexity by restricting
the formulation to a single objective [113, 115] or employing low-fidelity analysis techniques
to reduce the computational cost [82, 83]. In this chapter the new MFMDRTS algorithm
is used to give the optimiser control over the configuration of the machine without either
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Application to an N-Stage Axial Compressor

of these restrictions being necessary. The MDR formulation allows a larger number of
performance parameters to be handled effectively, whilst the multi-fidelity technique ensures
that high-fidelity RANS analysis can be used with reasonable overall runtimes.

The simpler axial compressor test case employed in Chapters 7 and 8 was modelled on
the HPC from the three-spool turbofan engine shown in Figure 1.1. To ensure adequate
differentiation the IPC is used as a basis in this chapter, with a lower rotational speed and
higher PR. A similar test case is used by Ghisu et al. [82, 83] allowing for some comparisons
to be made.

9.1.1 Parameterisation

The parameterisation for this N-stage axial compressor test case is the same as that used for
the six-stage problem described in Section 7.1.1, with the number of stages treated as an
additional design variable. The optimiser is also given greater control of the annulus shape by
removing the requirement for the casing radius to remain constant throughout the machine.
The casing radius design variable is replaced by four parameters altering control points of
a Bézier curve fitted to the cross-sectional area of the annulus. The final parameterisation
consists of 36 variables that allow the optimiser to alter the configuration and geometry of
the machine. As with the six-stage test case some of the Bézier control points can be changed
simultaneously, with the optimiser able to alter variables corresponding to the mean radius,
annulus area, stage pressure ratio, and stage exit flow angle in adjacent pairs or all at once.

Including the number of stages in this parameterisation and removing restrictions on the
annulus shape results in a significantly more challenging problem than that of the six-stage
axial compressor test case used in Chapters 7 and 8. The design space is larger and contains
step changes in performance due to the presence of an integer design variable. This N-stage
test case therefore represents a sufficiently difficult final problem to assess and demonstrate
the capabilities of the new algorithm developed in this thesis.

9.1.2 Analysis

The open source analysis system discussed in Chapters 7 and 8 is also used for this N-stage
problem. High-fidelity RANS CFD is employed to ensure improvement opportunities are not
missed and to increase the likelihood of defects being discovered at the preliminary design
stage when there is ample time and scope for their rectification [28, 76]. In the previous
chapter a number of low-fidelity techniques were used to accelerate the algorithm when
applied to the six-stage axial compressor test case. The corrected meanline low-fidelity code
produced the greatest acceleration and is therefore used again in this chapter to demonstrate
the achievable speed-up on the more challenging design problem.
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9.1 N-Stage Axial Compressor Test Case

9.1.3 Performance Parameters

The performance parameters relevant to this test case are the same as for the six-stage machine.
These include ηp, PR, SM , and the two measures of blade diffusion, DH and DF . The exit
conditions, Mexit and αexit, also still need to be considered to prevent excessive pressure
losses in downstream components [238]. For the HPC the main downstream component was
the combustion chamber, however in this test case based on the IPC Mexit and αexit need
to be small to avoid separation in the duct linking the two compressors (see Figure 1.1).
Some researchers have attempted to allow higher values of Mexit and αexit by incorporating
this duct into a single optimisation routine [82, 83, 115]. However, the added complexity
associated with extending the realm of analysis is not considered worthwhile for this study
where the goal is to demonstrate the capabilities of a new optimisation methodology rather
than suggest improvements to axial compressors themselves.

When allowing the number of stages to vary it is important to include a measure of weight
in the problem definition. Additional stages add mass to the machine, potentially leading
to a reduction in the overall efficiency of the engine if used to power an aircraft that has to
carry the extra weight. In lieu of a more accurate mass estimation the axial length, Lax, of
the machine is used, with shorter values corresponding to reduced weight [117, 185].

As in the six-stage axial compressor test case a number of geometric constraints are
imposed. Maximum values for the blade speed at the hub and casing are set at 350 and 500
ms−1 respectively to ensure stresses in the discs and blades remain manageable [238]. To
promote realistic blading the aspect ratios for all rows are restricted to values between 1.5
and 3.0. Finally, the mean radius is required to decrease throughout the machine to ensure
compatibility with the existing engine architecture shown in Figure 1.1. These geometric
constraints are again applied using a barrier method, with the optimiser prevented from
selecting designs violating these limits as centres for the patterns searches used to generate
new designs. Other constraints applied to the eight performance parameters discussed above
are implemented using a penalty method, with individual penalty terms calculated as the
amount of violation normalised by the limit value itself.

9.1.4 Initial Geometry

An initial geometry is generated using the techniques outlined in Section 7.1.4. Publicly
available data informs suitable values for the number of stages, inlet conditions, rotational
speed, mass flow rate and hub radius, with these fed into the Meangen program alongside the
axial chords of the blades and values of ψ, φ and Λ for each stage. The resultant machine
is parameterised and passed through the meanline generation script and Multall analysis
system, with iterative variation of the input parameters leading to an eight-stage starting
design whose geometry and performance are shown in Figure 9.1 and Table 9.1 respectively.
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Application to an N-Stage Axial Compressor
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Fig. 9.1 Annulus of the initial eight-stage axial compressor used for the N-stage test case.

Table 9.1 Performance of the initial eight-stage axial compressor used for the N-stage test
case.

ηp 0.875
PR 7.05
SM 15.04%
Mexit 0.347
αexit 4.27◦

DHmin 0.746
DFmax 0.441

Lax 0.570 m

As in Chapter 7 this by no means represents a good axial compressor design, but is a sufficient
starting point for the optimisations conducted in this chapter to demonstrate the capabilities
of the new MFMDRTS algorithm.

9.1.5 Experimental Details

TS is applied in combination with more traditional objectives-and-constraints formulations
throughout this chapter for comparative purposes due to the poor performance of alternative
search methods such as GAs and PSO when applied to the preliminary design of axial
compressors, as demonstrated in Section 7.2. Each run is given a larger computational budget
equivalent to 1000 high-fidelity analyses, ensuring adequate time to explore the more complex
design space. This increase is in line with similar previous work in which the optimiser was
given control over the number of stages in the machine [113, 115]. Due to the additional
stages in the machines being analysed the Multall analysis takes longer than for the six-stage
test case, with a single run taking around 50 minutes on an Intel Xeon 2.13 GHz CPU and
eight parallel analyses requiring approximately 90 minutes. The overall time taken for each
optimisation in this more complex test case is therefore around eight days.
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9.2 Single-Objective Scenario

Table 9.2 Formulations applied to the N-stage axial compressor test case in the single-objective
scenario.

MDRTS & Multi- Single-Objective Single-Objective
MFMDRTS Objective (Standard) (Emergent)

Objectives ηp
ηp, Mexit, ηp ηpαexit, Lax

Desirable Mexit, αexit, - - -Features Lax

Constraints PR > 7.0 PR > 7.0 PR > 7.0 PR > 7.0
DF 6 0.6 DF 6 0.6 DF 6 0.6 DF 6 0.6
DH > 0.72 DH > 0.72 DH > 0.72 DH > 0.72
SM > 15.0% SM > 15.0% SM > 15.0% SM > 15.0%
Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.311
αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 0.75◦

Lax 6 0.597 m

9.2 Single-Objective Scenario

Throughout this thesis a distinction has been made between single-objective and trade-off
scenarios. In the former designers primarily wish to improve a single performance parameter,
whereas in the latter they are interested in investigating a trade-off between two or more
quantities of interest. The performance of the new MFMDRTS algorithm applied to the
N-stage axial compressor test case is assessed using both scenarios, with results for the first
presented in this section.

9.2.1 Problem Formulations

As with the six-stage machine in Chapter 7 and previous work in which the optimiser varied
the number of stages [113, 115], ηp is selected as the sole objective. Using the simplifying
application framework developed in Chapter 5, Mexit, αexit and Lax are assigned to the
desirable features classification as the designer wants to improve these but with a lower
importance compared to ηp. The remaining parameters are treated using constraints, as
outlined in Table 9.2, with upper limits for Mexit and αexit applied in addition to their
treatment as desirable features for the reasons discussed in Section 7.3.1. No constraint is
applied to Lax as specifying an appropriate limit value before carrying out any optimisation
would be difficult and may artificially impede the progress of the optimiser through the design
space. As in the previous chapter the multi-fidelity MDR formulation seeks to accelerate the
search by replicating the dominance relations corresponding to the constraints and desirable
features, using the corrected meanline low-fidelity model for analysis.
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Application to an N-Stage Axial Compressor

Performance using this MDR formulation is compared to that generated by three alter-
native objectives-and-constraints methods. The first is a multi-objective approach in which
the three desirable features are treated as additional objectives alongside ηp, resulting in a
four-objective trade-off being sought by the optimiser. The second removes the desirable
features from the problem, retaining ηp as the sole objective and treating Mexit and αexit using
the upper limit constraints applied in the MDR formulation. Finally, a second single-objective
formulation, discussed in Section 9.2.3, is applied using constraint limits that emerge as
outputs of the two MDR approaches.

Each of the formulations in Table 9.2 is applied to the N-stage axial compressor design
problem using the eight-stage starting geometry depicted in Figure 9.1 and a computational
budget equivalent to 1000 high-fidelity analyses.

9.2.2 Results

Figure 9.2 shows the performance of designs found using each of the formulations in Table
9.2 that satisfy the constraints applied in the MDR problem definition and are also non-
dominated in terms of ηp, Mexit, αexit and Lax. Designs with the highest ηp are found using
the single-objective approach applying standard constraints. However, these machines exhibit
poor performance in terms of the desirable features, particularly αexit. The multi-objective
formulation obtains good designs in terms of αexit and Lax, but these have poor values
of ηp and Mexit due to the optimiser being unable to efficiently handle the four-objective
trade-off. The single-fidelity MDRTS algorithm achieves better values of Mexit and αexit

than the traditional methods, whilst ensuring the resultant machines maintain high values
of ηp. The multi-fidelity version produces similar results, but with higher values of ηp and
a larger number of designs that are non-dominated in terms of the four key quantities of
interest. The machines found by the MDR formulations exhibit higher values of Lax than
those generated using the multi-objective approach. There appears to be a trade-off between
Lax and Mexit, with the MFMDRTS algorithm uncovering designs along a wider extent of
this trade-off than the single-fidelity version.

The same plots are repeated in Figure 9.3 with marker shape used to indicate the number
of stages. Only designs that are non-dominated in terms of ηp, Mexit, αexit and Lax are
plotted, meaning that for some approaches all of the results exhibit the same number of
stages. For example, the best designs found by the MDRTS algorithm all have nine stages,
with the additional blade rows allowing for low Mexit and high ηp values to be achieved at
the expense of Lax. In contrast, the multi-objective approach produces low values of Lax by
retaining the eight-stage configuration of the initial design.

Figure 9.4 tracks the best values of the overall performance measure found by the different
formulations. This is defined as the reciprocal of the minimum Euclidean distance to an
idealised reference point that is given the best performance in terms of ηp, Mexit, αexit and
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Fig. 9.2 Performance of the best designs found by the formulations in Table 9.2 applied to
the N-stage axial compressor test case in the single-objective scenario.
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Fig. 9.3 Performance of the best designs found by the formulations in Table 9.2 applied to
the N-stage axial compressor test case in the single-objective scenario with the number of
stages indicated.
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Fig. 9.4 Progression of the best overall performance measure found by the formulations in
Table 9.2 applied to the N-stage axial compressor test case in the single-objective scenario.

Lax found by any of the formulations applied to this problem, with the distance calculated
in a space containing normalised versions of these four key parameters. Both the single-
and multi-fidelity MDRTS algorithms generate designs with higher values of this overall
performance measure than the traditional methods. The former finds designs equivalent to
those produced by the multi-objective formulation using half as many calls to the high-fidelity
analysis routine. The MDRTS algorithm fails to offer speed-up compared to the single-
objective method employing standard constraints, but does continue to produce designs with
improved overall performance throughout the search, with final values almost twice the best
produced by the single-objective formulation. The multi-fidelity method provides additional
acceleration, with computational savings of 92% compared to the multi-objective approach
and 84% compared to the single-objective formulation employing standard constraints. For
the first 350 evaluations the acceleration provided by the MFMDRTS algorithm compared to
the single-fidelity version is evident, with a computational saving of around 75% achieved
in these early stages. As the search progresses into the exploitation phase, however, the
single-fidelity MDRTS method begins to outperform the multi-fidelity approach. This is
probably due to the latter utilising the available budget to more thoroughly explore the
trade-off between Mexit and Lax, producing a wider range of interesting candidates for the
designer to consider.

Similar conclusions can be drawn from Figure 9.5 which plots the number of designs
exhibiting performance within a given Euclidean distance of the idealised reference point.
Both MDRTS methods produce a larger number of designs with performance closer to that
of the idealised machine than the traditional approaches. Whilst the single-fidelity method
finds designs closer to the ideal point overall, the multi-fidelity method generates a higher
total number of designs that are likely to be of interest to the designer.
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Fig. 9.5 Number of designs produced by the formulations in Table 9.2 applied to the N-stage
axial compressor test case in the single-objective scenario that exhibit performance within a
given Euclidean distance of the reference point.

9.2.3 Emergent Constraints

Figure 9.6 tracks the development of the desirable features during the searches conducted
by the single- and multi-fidelity MDRTS approaches. As in previous chapters, the sudden
changes in performance are due to the intensification and diversification heuristics used by
the algorithm to enhance the search (see Section 4.1.2). The value of αexit converges to
a similar quantity in both cases, informing a suitable emergent constraint limit of 0.75◦.
Convergence of Mexit is more obvious in the single-fidelity approach as the multi-fidelity
algorithm spends significant time evaluating the trade-off between this quantity and Lax.
The lower emergent value of 0.311 from the single-fidelity method is used for comparative
purposes as the designer ideally wants to minimise this quantity. The plot for Lax shows
some convergence towards the latter stages, but is impacted in both cases by the increase in
the number of stages. Despite the lack of a clear emergent constraint value this behaviour
still enables a suitable upper limit of 0.597 m to be defined for Lax that ensures the size
of the compressor remains reasonable whilst giving the optimiser sufficient freedom to add
stages if required.

These emergent constraint limits are applied within an additional single-objective for-
mulation, outlined in Table 9.2, to determine whether traditional methods are capable of
uncovering the same portion of design space found using the MDRTS technique. The results
in Figures 9.2-9.5 suggest that this is not possible. Designs produced by the single-objective
method employing emergent constraints exhibit good values of αexit and Lax, but among the
worst performance in terms of ηp and Mexit. The most likely reason for this, as in previous
chapters, is an inability to distinguish between constraints. Figure 9.7 tracks the number of
designs found by the searches conducted using each of the different methods in Table 9.2 that
satisfy the constraints applied in the MDR formulation. The single-objective approach using
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Fig. 9.6 Progression of the desirable features during searches using the single- and multi-fidelity
MDR formulations applied to the N-stage axial compressor test case in the single-objective
scenario. Performance of all designs is plotted as a faint line with that of the pattern search
centres highlighted in bold.
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Fig. 9.7 Number of sufficient points found by the formulations in Table 9.2 applied to the
N-stage axial compressor test case in the single-objective scenario.

emergent constraint limits spends over 90% of the available budget analysing insufficient
designs. Tracking the development of Mexit and αexit in Figure 9.8 reveals that this is
primarily due to the upper limit for the former quantity being breached as the optimiser
seeks to satisfy the aspirational constraint applied to the latter. The use of a penalty method
means the optimiser is unable to recognise the problems associated with violating this upper
limit, leading to the majority of the available budget being wasted analysing designs that
are unlikely to be of interest to the designer. Alternative constraint handling methodologies
could overcome this problem, but are also likely to inhibit the progress of the optimiser
through the design space [82, 137]. The sophisticated MDR problem definition allows the
desires of the designer to be handled more accurately, with fewer restrictions placed on the
movement of the optimiser. This results in a larger number of potentially interesting designs
being generated for the designer to consider. As a by-product, emergent constraint values
are produced that could be employed in more detailed optimisation studies at a later stage
in the design process.

9.2.4 Summary

The new MDRTS algorithm has been successfully applied to the N-stage axial compressor
test case in this single-objective scenario. Designs produced by the new method exhibit
better overall performance than those found using traditional methods. The multi-fidelity
version of the new algorithm provides computational savings of over 90% compared to existing
approaches, and enables a more thorough exploration of the available design space, focussing
on the trade-off between Mexit and Lax.

170



9.3 Trade-Off Scenario
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Fig. 9.8 Progression of Mexit and αexit during searches using the single- and multi-fidelity MDR
formulations and the emergent constraints method applied to the N-stage axial compressor
test case in the single-objective scenario. Performance of all designs is plotted as a faint line
with that of the pattern search centres highlighted in bold.

9.3 Trade-Off Scenario

Having demonstrated the capabilities of the new algorithm when applied to the N-stage axial
compressor test case in a single objective scenario, in this section the same comparisons are
made for a situation in which the designer wishes to investigate a trade-off between two or
more quantities of interest.

9.3.1 Problem Formulations

As in Chapter 7 the trade-off scenario treats SM as an additional objective alongside ηp.
This follows similar work by Ghisu et al. [83] in which the optimiser was given control over
the number of stages in the compressor. The MDR formulation retains the same desirable
features and objectives as the single-objective scenario and multi-fidelity acceleration is again
sought using the corrected meanline model with the dominance relations corresponding to
the constraints, objectives and desirable features replicated.

The new algorithm is compared to three traditional objectives-and-constraints formula-
tions. The first treats the desirable features as objectives alongside ηp and SM , resulting in
a five-objective problem definition. The second retains just two objectives, treating Mexit

and αexit using the upper limits suggested by Walsh and Fletcher [238], and removing Lax

from the problem entirely. Finally, an additional two-objective optimisation, discussed in
Section 9.3.3, uses emergent constraints limits.

Each of these formulations, outlined in Table 9.3, is applied to the N-stage axial compressor
test case using the initial geometry depicted in Figure 9.1 and a computational budget of
1000 Multall analyses.
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Table 9.3 Formulations applied to the N-stage axial compressor test case in the trade-off
scenario.

MDRTS & Five- Two-Objective Two-Objective
MFMDRTS Objective (Standard) (Emergent)

Objectives ηp, SM ηp, SM , Mexit, ηp, SM ηp, SM
αexit, Lax

Desirable Mexit, αexit, - - -Features Lax

Constraints PR > 7.0 PR > 7.0 PR > 7.0 PR > 7.0
DF 6 0.6 DF 6 0.6 DF 6 0.6 DF 6 0.6
DH > 0.72 DH > 0.72 DH > 0.72 DH > 0.72
SM > 15.0% SM > 15.0% SM > 15.0% SM > 15.0%
Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.35 Mexit 6 0.335
αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 10.0◦ αexit 6 1.0◦

Lax 6 0.602 m

9.3.2 Results

Figure 9.9 shows the performance of designs found by each of the formulations applied in this
trade-off scenario that are on the ηp-SM Pareto front, just considering machines satisfying
the constraints applied in the MDR formulation. Perhaps surprisingly, the five-objective
method produces designs exhibiting among the best performance in terms of ηp and SM .
However, these machines have poor values of the desirable features, particularly αexit and Lax,
demonstrating the inability of the traditional method to effectively handle the large number
of performance parameters. The two-objective approach employing standard constraints
generates an ηp-SM Pareto front that is entirely dominated by designs found using the
five-objective formulation. Machines on this front also exhibit high values of at least one of
the desirable features and are therefore unlikely to be of interest to the designer.

The single-fidelity version of the MDRTS algorithm produces a Pareto front that is
equally as advanced as the best found by the traditional methods, but with constituent
designs that have lower values of the desirable features. This is particularly true of αexit

and Lax, demonstrating the ability of the new method to more effectively handle a larger
number of relevant performance parameters. The multi-fidelity version of the new approach
produces a Pareto front that is dominated by those generated using the single-fidelity MDRTS
algorithm and the traditional five-objective formulation, with designs on this trade-off curve
also exhibiting relatively high values of Mexit. This is probably due to the search focussing on
designs with small values of Lax, seen in Figures 9.9e and 9.9f, which have lower ηp but higher
SM compared to those found using the single-fidelity MDRTS method and the traditional
five-objective formulation. This highlights the weakness of the Pareto dominance criterion
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Fig. 9.9 Performance of the best designs found by the formulations in Table 9.3 applied to
the N-stage axial compressor test case in the trade-off scenario.
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that was discussed in Chapter 6, with improvements in Lax accepted despite the associated
designs exhibiting high values of Mexit. A more sophisticated dominance criterion, such as
α-dominance [109], could encourage the optimiser to make similar reductions to all of the
desirable features, rather than focussing on just one or two. Although outside the scope of
this work, the MDR methodology, and by extension the new MDRTS algorithm, is fully
capable of handling alternative dominance criteria and the inclusion of such techniques could
be an avenue of further research.

Figure 9.10 repeats the plots shown in Figure 9.9 using alternative marker shapes to
indicate the configuration selected by the optimiser. Only designs that are non-dominated
in terms of the objectives and desirable features are plotted meaning results produced by
some formulations all exhibit the same number of stages. As in the single-objective scenario
an additional stage allows for increased ηp and SM as well as lower values of Mexit. This
increase in the number of stages counters the conclusions of Ghisu et al. [83] in which machines
with fewer stages produced performance improvements. In that study Mexit was allowed to
increase due to the inclusion of the inter-compressor duct in the optimisations scheme and it
appears that the desire to reduce this parameter is the primary reason behind the higher
number of stages in the results presented here.

The Pareto front produced by the MFMDRTS algorithm contains a step change in ηp as
the value of SM passes around 22.3%. This is unexpected, and Figure 9.10a shows that it is
not due to a change in the number of stages. Instead, the low values of ηp are a result of an
error in the analysis procedure. Figure 9.11 shows the ηp-SM Pareto front alongside a plot
of ηp against the number of iterations at which the CFD analysis for that design converged.
Machines to the right of the step in ηp all converge after 3000 iterations, the upper limit set
for the CFD analysis. Despite reaching the iteration limit these analyses have been treated
as successful due to a sufficiently low value of the residual used to assess convergence. These
results indicate that this acceptance was a mistake, as inaccurate performance prediction
appears to have been provided for these designs. This error, with analysis results being
accepted despite reaching the maximum number of iterations, was not observed in any of
the other results reported in this thesis and does not effect the conclusions drawn about the
performance of the single- or multi-fidelity versions of the MDRTS algorithm.

Figure 9.12 tracks the best values of the overall performance measure found by the
different methods, with this again defined as the reciprocal of the minimum distance to an
idealised reference point given the best performance in terms of the two objectives and three
desirable features found by the different approaches, with this distance calculated in a space
containing normalised versions of these parameters. The single-fidelity MDRTS algorithm
produces designs with higher values of the overall performance measure than the traditional
methods using fewer calls to the high-fidelity analysis function. Performance equivalent to the
best found using the five-objective approach is generated using 73% fewer Multall evaluations
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Fig. 9.10 Performance of the best designs found by the formulations in Table 9.3 applied to
the N-stage axial compressor test case in the trade-off scenario with the number of stages
indicated.
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Fig. 9.11 Performance of designs on the ηp-SM Pareto front found by the MFMDRTS
approach applied to the N-stage axial compressor test case in the trade-off scenario and the
number of iterations taken for the CFD analysis to converge.
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Fig. 9.12 Progression of the best overall performance measure found by the formulations in
Table 9.3 applied to the N-stage axial compressor test case in the trade-off scenario.

and a computational saving of 56% is achieved compared to the two-objective approach
employing standard constraints. The MFMDRTS algorithm provides further acceleration,
with higher computational savings of 91% compared to the five-objective method and 94%
compared to the standard two-objective approach. The multi-fidelity technique also produces
performance equivalent to that generated by the single-fidelity MDRTS algorithm with a
78% reduction in the number of high-fidelity analyses.

Figure 9.13, tracking the number of designs found by the different approaches that
exhibit performance within a given Euclidean distance of the reference point, supports these
conclusions, with the multi-fidelity algorithm producing a larger number of designs that
are likely to be of interest to the designer than the single-fidelity MDRTS method. Both
approaches produce many more designs exhibiting high levels of overall performance than
the two traditional formulations.
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Fig. 9.13 Number of designs produced by the formulations in Table 9.3 applied to the N-stage
axial compressor test case in the trade-off scenario that exhibit performance within a given
Euclidean distance of the reference point.

9.3.3 Emergent Constraints

Figure 9.14 tracks the development of the desirable features during the single- and multi-
fidelity MDRTS searches applied in this scenario. In both cases αexit converges to similar
values, allowing an informed choice of 1.0◦ to be made for the emergent constraint. The values
of Mexit do not converge as obviously, possibly due to SM being treated as an objective
when it is known to be negatively correlated to Mexit [81]. The opposing desires for these
quantities results in a continuous trade-off between the objectives and desirable features,
producing the oscillatory behaviour observed in Figure 9.14a. Despite the lack of convergence
this plot can still inform a suitable limit value by selecting the mean of the oscillations, with
a value of 0.335 chosen in this case. The progression of Lax follows a similar trajectory to
that observed in the single-objective scenario, decreasing steadily following a step increase
when the ninth stage is added by the optimiser. As before, these results are used to define
an upper limit of 0.602 m for Lax that suitably restricts the length of the compressor whilst
affording the optimiser sufficient freedom to add stages if necessary.

These emergent constraint values informed by the single- and multi-fidelity MDRTS
methods are applied in an additional two-objective optimisation, outlined in Table 9.3, with
the results shown in Figures 9.9-9.13. As in the single-objective scenario, this approach
produces designs exhibiting poor performance compared to the alternative methods. The
Pareto front is dominated in terms of ηp and SM , with the constituent designs also producing
high values of Mexit. Performance in terms of the other two desirable features, αexit and
Lax, is comparable to that produced by the MFMDRTS algorithm, with the low values of
these parameters leading to the high overall performance measure in Figure 9.12 and a large
number of designs close to the idealised reference point in Figure 9.13.
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Fig. 9.14 Progression of the desirable features during searches using the single- and multi-
fidelity MDR formulations applied to the N-stage axial compressor test case in the trade-off
scenario. Performance of all designs is plotted as a faint line with that of the pattern search
centres highlighted in bold.
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Fig. 9.15 Number of sufficient points found by the formulations in Table 9.3 applied to the
N-stage axial compressor test case in the trade-off scenario.
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Fig. 9.16 Progression of Mexit and αexit during searches using the single- and multi-fidelity
formulations and the emergent constraints method applied to the N-stage axial compressor
test case in the trade-off scenario. Performance of all designs is plotted as a faint line with
that of the pattern search centres highlighted in bold.

The likely reason for the poor performance is again an inability to distinguish between
the importance of different constraints, leading to a small number of sufficient designs being
generated. This is shown in Figure 9.15 which tracks the number of designs satisfying the
constraints applied in the MDR formulation, with the method employing emergent limit
values producing fewer sufficient designs than the other formulations. Plots tracking Mexit

and αexit in Figure 9.16 reveal that this is again due to the optimiser violating the upper
limit on the former parameter as it seeks to satisfy the aspirational emergent constraint
applied to the latter. The MDR formulation enables these parameters to be handled more
effectively, expressing the desire for them to be minimised without causing a large proportion
of the available computational budget to be wasted analysing insufficient designs that are
unlikely to be of interest to the designer.
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9.3.4 Summary

The new MDRTS algorithm has been successfully applied to the N-stage axial compressor
test case in a trade-off scenario. Designs produced exhibit better overall performance than
those generated by traditional formulations, with the multi-fidelity version of the algorithm
using low-fidelity meanline analysis to produce computational savings of over 90%.

9.4 Handling a Variable Number of Stages

Varying the number of stages during an optimisation is a non-trivial task as alterations to
the fundamental architecture of the machine could result in numerous analysis code failures,
potentially hampering the search if not handled with care. This complexity is probably one
of the main reasons why the number of stages is fixed in most axial compressor optimisation
studies in the literature. Both the single- and multi-fidelity versions of the MDRTS algorithm
appear to have handled this challenging problem effectively, adopting the additional design
parameter without any modification to the underlying method being required. A number of
the final designs presented in the previous two sections exhibit more stages than the starting
design, demonstrating the ability of the optimiser to handle the step change in performance.
Several machines generated during the single- and multi-fidelity searches applied in both the
single-objective and trade-off scenarios were also found to vary the number of stages more
than once along their development path.

The suspected reason behind this ability to alter the number of stages with apparent ease
is the procedure used to generate an axial compressor from the vector of design variables.
Rather than making changes directly to the geometry itself, the approach adopted here
instead varies the inputs to a meanline compressor generation script. This results in a more
robust system that is less likely to fail when the number of stages changes, as can be seen in
the results produced by the single- and multi-fidelity MDRTS algorithms. Across the two
scenarios these algorithms attempted to vary the number of stages in the machine 863 times.
None of these attempted geometry generations failed, with the meanline code successfully
producing a set of input data for Multall on each occasion. Due to the sampling carried out
few of these designs were actually selected for analysis, but the fact that a geometry was
successfully generated in every case demonstrates the ability of the approach to effectively
handle the number of stages as a design variable.

Whilst outright failure was not a problem, 460 of these 863 compressors generated by
altering the number of stages did violate the aspect ratio constraints, suggesting that these
user-defined limits may be preventing more regular alterations being made to the configuration
of the machine. It appears that reducing the number of stages causes the greatest problems,
with 79% of the designs violating the geometric constraints produced in this scenario. The
constraint violation is probably caused by variations to the axial location of control points
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for the Bézier curves used to alter the aspect ratios. An enhanced parameterisation that is
less dependent on the number of stages in the machine could lead to further improvements in
the ability of the new algorithm to vary the configuration.

9.5 Information to Enhance Designer Understanding

The results in Sections 9.2 and 9.3 demonstrate the ability of the new algorithm to overcome the
problems associated with formulation and computational cost that limit existing optimisations
methodologies when applied to this challenging N-stage axial compressor test case. As an
additional benefit the new method is also fully equipped to enhance designer understanding.
Rich development information is available to help designers determine the physical reasoning
behind the observed performance improvements, allowing final designs to be justified as well
as improving understanding of the underlying problem to support creativity and innovation.
In Section 7.5 the availability of this design development information was demonstrated
for the single-fidelity version of the algorithm. In this section it is shown that similar data
can be provided by the MFMDRTS method alongside the accelerated searching capabilities.
Information is available for all designs produced by this method, but the machine exhibiting
the highest values of ηp produced in the single-objective scenario is selected as an example.
The annulus of this nine-stage machine is shown in Figure 9.17 alongside the eight-stage
starting geometry.

Development information is generated by stepping along the path taken by the optimiser
to reach a design from the initial point. The pattern search technique used to produce
new designs means that only one variable is changed between points on this path, leading
to interpretable development information that can help the designer gain physical insight
into how the observed performance improvements have been achieved. One form for this
development information is presented in Table 9.4, with the variable changed at each step
logged alongside the impact on the primary quantities of interest. The optimiser focusses on
decreasing Lax, with only five of the 23 steps along the path not resulting in a reduction of
this desirable feature. However, the tabular format masks the increase in Lax that occurs
moving between designs eight and nine as an additional stage is added, a change that is
visible when the values of some overall performance parameters are tracked in Figure 9.18.

Table 9.4 also shows that the optimiser is primarily altering the rear stages of the machine.
Only two design variable changes impact the first few stages, with these seen to remain
almost identical to the starting geometry in Figure 9.17. This is perhaps unsurprising given
that two of the desirable features are exit conditions, with the optimiser improving these
values by varying aspects of the compressor that are closer to the exit.

The plots tracking overall performance in Figure 9.18, as well as the progression of
individual stage parameters in Figure 9.19, reveal a number of key changes along the path to
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Fig. 9.17 Annuli of the initial design and that exhibiting the highest value of ηp found by the
MFMDRTS algorithm applied to the N-stage axial compressor test case in the single-objective
scenario.
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Table 9.4 Variable changes and their impact on the key performance parameters during
development of the design exhibiting the highest value of ηp found by the MFMDRTS
algorithm applied to the N-stage axial compressor test case in the single-objective scenario.
Green indicates improvement, red indicates worsening. CP refers to a Bézier curve control
point and AR to the blade aspect ratio.

Step Variable(s) Change
ηp Mexit

αexit Lax

Changed Made (◦) (m)
1 - - 0.87533 0.34728 4.273 0.57049
2 Blade Twist Increased 0.87561 0.34789 4.244 0.57049
3 3rd and 4th Stage αexit CPs Decreased 0.87556 0.34725 3.111 0.57045
4 3rd Stage αexit CP Decreased 0.87559 0.34691 3.117 0.57036
5 2nd and 3rd Area CPs Decreased 0.88075 0.34863 2.801 0.56801
6 3rd and 4th Stage αexit CPs Decreased 0.88201 0.34821 1.602 0.56796
7 4th Mean Radius CP Increased 0.88182 0.34749 1.499 0.56664
8 2nd Stage αexit CP Decreased 0.88160 0.34745 1.515 0.56653
9 No Stages Increased 0.89925 0.31356 2.026 0.60577
10 Blade Twist Decreased 0.90032 0.31347 2.083 0.60577
11 3rd Stator AR CP Increased 0.90062 0.31284 2.123 0.60416
12 4th No Stator Blades CP Decreased 0.90057 0.31295 2.045 0.60414
13 1st No Stator Blades CP Decreased 0.90056 0.31287 2.031 0.60413
14 4th Stage αexit CP Decreased 0.90066 0.31246 0.899 0.60411
15 4th No Rotor Blades CP Decreased 0.90113 0.31303 0.904 0.60390
16 4th Stator AR CP Increased 0.90195 0.31260 0.743 0.59986
17 4th Area CP Decreased 0.90111 0.32743 0.514 0.59751
18 4th Rotor AR CP Increased 0.90202 0.32497 0.602 0.59205
19 2nd Stage αexit CP Increased 0.90185 0.32537 0.588 0.59217
20 4th Stator AR CP Increased 0.90224 0.32366 0.542 0.58853
21 3rd Stator AR CP Increased 0.90265 0.32334 0.516 0.58700
22 3rd Stator AR CP Increased 0.90241 0.32222 0.523 0.58557
23 4th No Stator Blades CP Increased 0.90199 0.32177 0.618 0.58556
24 Blade Twist Decreased 0.90358 0.32179 0.692 0.58556
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Fig. 9.18 Changes to overall parameters during development of the design exhibiting the
highest value of ηp found by the MFMDRTS algorithm applied to the N-stage axial compressor
test case in the single-objective scenario.
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the final design. The most obvious is the move to nine stages, appropriately made between
designs eight and nine. This leads to an increase in ηp and reduction in Mexit at the expense
of Lax. Figures 9.19a and 9.19b show that ψ and Λ for stage eight drop when the new stage is
added downstream, whilst the flow angles at the exits of stages six, seven and eight increase,
resulting in smoother variation of this quantity through the machine.

Another significant change occurs between designs 16 and 17 as the annulus area is
reduced towards the rear of the machine. This leads to lower values of both αexit and Lax,
but an increase in Mexit, highlighting the trade-off between these parameters. The area
change is seen in Figure 9.19d, with the order of the lines reversing at this point as the hub
radius switches to increasing through the machine rather than decreasing as before.

At a more detailed level, Figure 9.20 shows how the aspect ratios and diffusion measures
for the rotors and stators develop along the path from the initial to final designs. The rotor
aspect ratios increase between designs 17 and 18, leading to lower values of Mexit and Lax at
the expense of performance in terms of ηp and αexit. The aspect ratios of the stators in all but
the first two stages of the machine also increase towards the end of the optimisation as the
algorithm seeks to reduce Lax whilst maintaining the benefits of having an additional stage.
These increased aspect ratios do not appear to significantly impact the values of DF or DH
for these rows. In reality some link would be expected, especially for such large variations in
aspect ratio, suggesting that a weakness in the analysis code may have been exposed. This is
important to be aware of, and has been highlighted by the design development information
made available through the use of the TS algorithm. The ability of the MDR formulation
to effectively handle a large number of performance parameters also means that remedying
this situation is a simple task for the designer. All that is required is to add an additional
desirable feature to the problem definition informing the optimiser to reduce the aspect ratios
where possible.

Further observations could be made and insight gained from this rich development
information, but the purposes of this section have been fulfilled. The presence of information
to enhance designer understanding has been demonstrated, with this data available from the
MFMDRTS algorithm just as it was when using the single-fidelity method in Chapter 7. This
development information comes at no additional computational cost and helps the designer
to determine the physical justification for the observed performance improvements as well as
increasing their knowledge of the problem, potentially leading to creativity and innovation.

9.6 Summary

In this chapter the new MDRTS algorithm has been used to facilitate the high-fidelity
preliminary design optimisation of an N-stage axial compressor. Given authority over the
annulus geometry and number of stages, the optimiser is able to consider numerous quantities
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Fig. 9.19 Changes to stage parameters during development of the design exhibiting the highest
value of ηp found by the MFMDRTS algorithm applied to the N-stage axial compressor test
case in the single-objective scenario.
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Fig. 9.20 Changes to blade parameters during development of the design exhibiting the highest
value of ηp found by the MFMDRTS algorithm applied to the N-stage axial compressor test
case in the single-objective scenario.
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of interest in an efficient and effective manner. The use of physics-based low-fidelity codes
accelerates the optimisation, reducing the computational cost by over 90% compared to
existing methodologies. Moreover, the presence of design development information for the
final designs increases the utility of the optimisation, providing learning opportunities that
promote innovation and increase the likelihood of final designs being accepted in an industrial
context.
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Chapter 10

Conclusion

The primary goal of this thesis has been to facilitate the use of optimisation in the preliminary
aerodynamic design of axial compressors by developing an improved methodology that fulfills
the following criteria:

• Is capable of efficiently handling a large number of performance parameters, using a
problem formulation that accurately reflects the desires of the designer.

• Is fully equipped for the role of enhancing designer understanding.

• Is computationally efficient, making minimal use of expensive high-fidelity analysis
whilst retaining sufficient accuracy to ensure that the final designs produced are useful.

Results in the preceding chapters demonstrate that each of these criteria have been met.
The MDR formulation enables sophisticated problem definitions to be used, incorporating nu-
merous quantities of interest in a way that accurately reflects the desires of the designer whilst
simultaneously ensuring a focussed search that efficiently exploits the available computational
budget. The TS algorithm provides rich development information to help designers determine
the physical reasoning behind the observed performance improvements, as well as increasing
their knowledge of the underlying problem to promote creativity and innovation. Finally, a
multi-fidelity technique accelerates the combined MDRTS algorithm, with the inclusion of
cheap low-fidelity analysis producing computational savings of over 90% compared to existing
methods.

The potential improvement to the design process provided by the new MFMDRTS
algorithm is shown schematically in Figure 10.1 using the market share curves discussed
by Rubbert [205]. Employing the new method could lead to commercially optimal designs
that have greater sales potential for the company as well as exhibiting improved technical
performance. These designs would also be reached more quickly, leaving time for further
research and development work that could be assisted by the information provided by the
new algorithm.
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Fig. 10.1 Potential improvement to the design process offered by the MFMDRTS algorithm.

In addition to this high-level achievement the following contributions have been made:

• A TS implementation of the MDR formulation.

• A simplifying framework that facilitates the application of the MDR formulation to
more challenging problems without increasing complexity from the perspective of the
designer.

• A first application of the MDR formulation to the optimisation of axial compressors,
enabling more accurate handling of the relevant performance parameters.

• Use of open source analysis codes in the preliminary design optimisation of axial
compressors.

• Extension of the MDR technique to incorporate multiple analysis fidelities, including
measures to guard against low-fidelity masking, resulting in a novel multi-level multi-
fidelity optimisation methodology.

The following sections outline the main conclusions of the thesis before discussing potential
avenues of further research.

10.1 Tabu Search Using Multiple Dominance Relations

The first step towards the improved methodology facilitating the use of optimisation in the
preliminary aerodynamic designs of axial compressors was to develop a TS implementation
of the MDR formulation. The resultant MDRTS algorithm was shown to outperform both
traditional multi-objective TS methods and previous population-based implementations of
the MDR formulation when applied to an analytic test problem. The new approach found
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designs around two orders of magnitude closer to the theoretical optimum on average than
the traditional formulations, and generated performance equivalent to that produced by GA
and PSO implementations of the MDR technique with average computational savings of 35%
and 18% respectively. When given the same computational budget the new algorithm also
generated points three times closer to the known optimum than the PSO and an order of
magnitude closer than the GA. These results demonstrate the synergy that exists between
the formulation and the search algorithm, with the hierarchical problem definition focussing
the optimiser on a smaller region of design space allowing the exploiting capabilities of TS to
come to the fore.

10.2 A Simplifying Application Framework

The infancy of the MDR approach necessitated the development of a simplifying framework to
enable application of the new formulation to more challenging problems such as the preliminary
design of axial compressors. Introducing a third performance parameter classification, known
as desirable features, alongside traditional objectives and constraints enables the main benefits
of the MDR formulation to be realised without increasing complexity from the perspective of
the designer. Separate dominance relations are used to select between designs based on these
three classifications.

An experiment conducted using an aerofoil test case informed suggestions for the ordering
of these dominance relations within the nested hierarchy that is most likely to produce designs
that are of interest to the designer. In both single-objective and trade-off scenarios constraints
should appear as the first dominance relation to ensure the optimiser focusses on designs
that satisfy the specified limits. When using a single objective this must appear as the final
dominance relation in the hierarchy, otherwise subsequent dominance relations will never
be consulted during the optimisation. The desirable features then take the second spot in
the hierarchy. When multiple objectives are specified in a trade-off scenario the order of the
objectives and desirable features should be reversed to place a higher priority on improving
the primary quantities of interest.

The simplifying application framework, comprising the additional desirable features
performance parameter classification and the dominance relation orderings suggested by the
aerofoil test case, enables the use of MDR without increasing complexity from the perspective
of the designer compared to traditional objectives-and-constraints approaches. All that
is required is for the relevant performance parameters to be assigned to the objectives,
constraints or desirable features classifications, and the necessary constraint limits specified.
This framework could facilitate the application of the promising MDR formulation to a wider
range of more challenging problems, potentially accelerating the uptake of the technique
within the engineering design optimisation community.
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10.3 Comparison to Existing Methods Using an Aerofoil
Test Case

Results generated by the MDRTS algorithm were compared to those produced using existing
methods when applied to an aerofoil test case. In both single-objective and trade-off scenarios
the new approach consistently outperformed those employing more traditional objectives-and-
constraints formulations as well as previously developed population-based implementations
of the MDR approach.

In the single-objective scenario the MDRTS algorithm generated average computational
savings of 30% compared to a multi-objective TS, and 70% compared to multi-objective GA
and PSO approaches. Similar savings of 71% and 67% were observed on average across 10 runs
compared to alternative population-based implementations of the MDR formulation, with the
new algorithm achieving final values of the overall performance measure over twice as large
as the best generated by the existing methods. Even greater computational savings were seen
in the trade-off scenario where the traditional formulations struggled to effectively handle the
additional performance parameter. The MDRTS algorithm found designs equivalent to those
generated by a multi-objective TS method with an average reduction in the number of high-
fidelity analyses required of 88%, with savings of just under 80% compared to multi-objective
GA and PSO approaches. Similar reductions in computational cost were also demonstrated
compared to GA and PSO implementations of the MDR formulation, with average savings of
84% and 72% respectively.

Convergent behaviour of the performance parameters designated as desirable features
was also highlighted in both scenarios, with emergent values for these quantities potentially
informing suitable constraint limits for use at a later, more detailed stage of the design
process. The MDR formulation and simplifying application framework allow limit values that
were previously difficult to define to instead become outputs of the optimisation process itself.
These emergent constraint limits informed further comparative optimisations, demonstrating
that the MDRTS algorithm is capable of producing equivalent performance to traditional
constrained methods without the need to specify limit values at the outset of the optimisation.

The provision of design development information was also demonstrated using the aerofoil
test case, highlighting the ability of the new algorithm to effectively fulfil the role of enhancing
designer understanding. This should increase the likelihood of final designs generated using
the optimisation methodology being accepted in an industrial setting as the physical reasoning
behind the observed performance improvements can be determined more easily. Creativity
and innovation are also promoted through increased knowledge of the underlying problem.
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10.4 Initial Six-Stage Axial Compressor Application

A six-stage axial compressor test case provided an initial demonstration of the capabilities of
the new MDRTS algorithm when applied to a more challenging design problem. The failure
of two population-based search algorithms applied to this test case was shown, highlighting
the large proportion of computational budget that can be wasted generating physically
incompatible geometries. In contrast, TS consistently produced viable designs, efficiently and
effectively navigating the complex design space.

The MDRTS algorithm, applied to this problem using the simplifying framework developed
earlier in the thesis, produced designs exhibiting better performance than those found by
approaches employing more traditional objectives-and-constraints problem formulations. This
was observed in both single-objective and trade-off scenarios, with the ability to handle
performance parameters in a way that more accurately reflected the desires of the designer
leading to designs that were more likely to be of interest to the designer. In the trade-off
scenario computational savings of over 80% were observed compared to existing methods.
These results were produced using a high-fidelity analysis system consisting entirely of open
source codes, the first time known to the author that this has been achieved in a preliminary
axial compressor design optimisation study. The availability of rich design development
information was also demonstrated for this more complex problem.

This test case showed that the new MDRTS algorithm had addressed the problems
associated with formulation and understanding that limit existing optimisation methodologies
when applied to the preliminary design of axial compressors.

10.5 Multi-Fidelity Acceleration

To fulfil the final criterion for the new methodology and facilitate the use of the MDRTS
algorithm in an industrial setting the approach was accelerated using multi-fidelity techniques.
The new implementation allows different fidelities to be used for different dominance relations,
providing computational acceleration by conducting analysis on a “need-to-know” basis, with
a particular code only consulted when that level of information is required to make a decision.
The resultant algorithm represents a novel multi-level multi-fidelity optimisation methodology
that is able to incorporate any type of low-fidelity model, with additions made to reduce the
risk of low-fidelity masking.

The computational speed-up provided by the multi-fidelity technique was demonstrated
using the analytic, aerofoil and six-stage axial compressor test cases. For the analytic problem
separating out the calculation of the different objectives produced an average computational
saving of 30%, with this increasing to 74% when low-fidelity models based on response surfaces
were employed. In the aerofoil test case consistent computational savings were observed
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across multiple runs in both single-objective and trade-off scenarios, with analytic calculation
of Ac leading to around a 45% reduction in the number of RANS analyses required, and the
inclusion of RBF response surfaces resulting in a larger computational saving of between
66% and 70%. For the six-stage axial compressor problem 31% savings were demonstrated in
the single-objective scenario when employing a meanline low-fidelity code, with this rising to
75% when applied in the trade-off study.

The multi-level multi-fidelity technique is able to incorporate more than two levels of
fidelity. In the turbomachinery field this allows both meanline and throughflow methods to
be employed to accelerate RANS-based optimisation for the first time, with the resultant
problem formulation modelling the traditional axial compressor design process. Machines
produced using this three-level formulation exhibited worse performance than expected due
to inadequacies in the open source throughflow code. However, computational savings of 37%
and 45% were still observed compared to the single-fidelity approach in the single-objective
and trade-off scenarios respectively. It is expected that further savings would be achieved if
a more sophisticated throughflow methodology was employed.

Results from the aerofoil design test case highlighted the importance of careful selection
of physics-based low-fidelity models. The inability of the Euler method to model regions
of separated flow severely impacts the accelerating capabilities of that low-fidelity code.
However, results from the axial compressor test case demonstrated the potential utility of
well chosen physics-based models, providing improvement over data-fit response surfaces as
the search moves into the exploitation phase.

10.6 Application to an N-Stage Axial Compressor

As a final assessment and demonstration of the capabilities of the new method it was applied to
a more complex axial compressor design problem in which the optimiser was given control over
the number of stages in the machine. Adding and removing stages during an optimisation is
a non-trivial task, potentially resulting in numerous analysis code failures severely restricting
the movement of the optimiser through the fragmented design space. This problem therefore
acted as a suitable benchmark to assess the ability of the new algorithm to facilitate the use
of optimisation in the preliminary aerodynamic design of axial compressors.

Across both single-objective and trade-off scenarios the MFMDRTS method produced
designs exhibiting high levels of performance without needing to reduce the number of
performance parameters being considered or the fidelity of the analysis. In the single-
objective scenario the single-fidelity MDRTS algorithm generated performance equivalent
to that found using a traditional multi-objective formulation with a computational saving
of over 50%, also finding designs with values of the overall performance measure that were
twice as high as those found using a traditional single-objective approach. The multi-fidelity
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version of the new algorithm, employing a corrected meanline low-fidelity code, generated
further computational savings, equating to 92% and 84% compared to the traditional single-
and multi-objective formulations respectively. This multi-fidelity approach also showed a
75% reduction in the number of calls to the high-fidelity analysis compared to the single-
fidelity MDRTS algorithm in the early stages of the search. Similar results were seen in
the trade-off scenario, with the MDRTS algorithm generating savings of 73% and 56%
compared to approaches employing traditional five- and two-objective formulations. These
savings increased to 91% and 94% when the multi-fidelity version of the new method was
employed, with this approach also generating a computational saving of 78% compared to
the single-fidelity MDRTS algorithm.

This performance when applied to such a challenging test case highlights the potential
of the new algorithm and demonstrates that an improved methodology facilitating the use
of optimisation in the preliminary aerodynamic design of axial compressors has successfully
been developed.

10.7 Suggestions for Further Research

Whilst the key goal of this thesis has been achieved in the development of the MFMDRTS
algorithm, a number of potential avenues for further research have emerged.

Firstly, despite the merits of employing open source analysis codes, applying this technique
in conjunction with more robust and high-performing proprietary analysis programs could be
worthwhile. It is expected that similar improvement over current methods would be observed,
and in the case of a more sophisticated throughflow methodology even better performance
may be possible.

There is also no aspect of the final algorithm that limits applications to the design of
axial compressors. Given the performance observed throughout this thesis improvements
can be expected when applying the algorithm to alternative problems, both within the
turbomachinery field and in the wider aerospace and engineering design communities. Further
investigation into the role of emergent constraints in these alternative problem settings is also
required to determine whether similar convergent properties exist and to explore potential
uses of any emergent values in more depth.

As well as applying the algorithm in alternative physical domains it should also be
possible to use it to tackle different types of optimisation problem. As suggested in Chapter
8, the multi-fidelity implementation of the MDR methodology could be used to conduct
multidisciplinary and multipoint optimisation studies without any modification being required.
There is also a need to extend the current algorithm to incorporate techniques for optimisation
under uncertainty. If the methodology is shown to be effective in these scenarios then an
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inherent flexibility will have been demonstrated, with the resultant algorithm capable of
handling several diverse types of optimisation problem within a single formulation.

Another aspect of the flexibility of the new approach that merits further attention is
the ability to incorporate alternatives to the Pareto dominance criterion. These could be
used within individual dominance relations to enable an even greater number of performance
parameters to be effectively handled by the sophisticated MDR formulation.

Finally, when discussing the importance of understanding in the engineering design process
links were drawn to the ideas of explainability and interpretability in the fields of ML and AI.
Formalising these links could represent a fruitful avenue of further research culminating in the
development of explainable design optimisation techniques that are capable of automatically
generating interpretable justifications for the final designs they produce.
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