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Abstract
Bulk superconductors can act as trapped-field magnets with the potential to be used for many
applications such as portable medical magnet systems and rotating machines. Maximising
the trapped field, particularly for practical magnetisation techniques such as pulsed field
magnetisation (PFM), still remains a challenge. PFM is a dynamic process in which the
magnetic field is driven into a superconducting bulk over milliseconds. This flux motion causes
heating and a complex interplay between the magnetic and thermal properties. In this work, the
local flux density during PFM in a MgB2 bulk superconductor has been studied. We find that
improving the cooling architecture increases the flux trapping capabilities and alters the flux
motion during PFM. These improvements lead to the largest trapped field (0.95 T) for a single
MgB2 bulk sample magnetised by a solenoidal pulsed field magnet. The findings illustrate the
fundamental role bulk cooling plays during PFM.

Keywords: pulsed field magnetisation, flux jump, MgB2 bulk superconductor,
trapped-field magnet

(Some figures may appear in colour only in the online journal)

1. Introduction

Trapped-field magnets utilise vortex flux pinning in type-II
superconductors to generate large static fields which per-
sist until warming. For many applications, the most practical
approach formagnetising suchmagnets is pulsed fieldmagnet-
isation (PFM) due to the relatively simple experimental infra-
structure [1]. However, the trapped field achievable is less than
field cooled magnetisation (FCM) [2, 3]. The trapped field is
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limited by heat generated during the magnetisation process.
This heating simultaneously reduces the critical current dens-
ity and causes instabilities in the internal magnetic structure
leading to lower trapped fields.

Flux jumps are the main thermomagnetic instabilities in
PFM and are created by a feedback loop; the penetrating
flux generates heat which in turn reduces the local critical
current density (jC) leading to greater flux penetration and
therefore further heating [4]. If the decreased jC(T) cannot
be compensated, either by external cooling or by heat dis-
tribution through the bulk [5], an uncontrolled surge of flux
motion occurs. Therefore, flux jumps are influenced by both
the magnetic and thermal properties. To understand the bal-
ance between these two factors the dimensionless parameter
τ is often considered. τ is the ratio of the magnetic (tm) and
thermal (tk) time constants:
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Figure 1. Illustrative data taken from this work (20 K, encapsulated
head) displaying the three distinct regions of PFM—(1) rising
applied field—flux ingress, (2) declining applied field—flux
trapping, and (3) no applied field—flux creep. The flux jump critical
field (BJ) is the applied magnetic field when the first flux jump
occur. The penetration field (BP) is the applied field when the
magnetic penetrates to the bulk centre.

τ =
tm
tk

=
µ0κ

Cρff
(1)

where ρff is the flux flow resistivity, µ0 is the permeability of
free space and κ is the heat conductivity. For τ ≪ 1 (tm ≪ tk),
rapid propagation of flux is accompanied by adiabatic heat-
ing of the superconductor. Conversely, for τ ≫ 1 (tm ≫ tk),
the magnetic flux remains fixed during the stage of rapid heat-
ing. One way of characterising flux jumps is the first flux jump
critical field (BJ)—defined as the applied magnetic field where
the first flux jump occurs (figure 1). BJ has been theoretic-
ally predicted in various models utilising a range of assump-
tions [4–8]. Collectively, these models have indicated several
parameters which may influence BJ including: critical cur-
rent density, external cooling capabilities, pulsing temperat-
ure, and magnetic field ramp rate. These factors can be vastly
different between materials and experimental set-ups making
simple comparisons between studies difficult. In MgB2, the
high thermal conductivity and low specific heat leads to a
larger temperature rise, under identical heat generation, and
faster heat diffusion compared to REBCO bulks. However, the
validity of these models during PFM is yet to be established.

Within the existing literature, flux jumps have dominated
the discussion on flux motion during PFM [9]. However, in
addition to the flux jump driven motion, a variety of other
mechanisms are possible depending on the applied field and
thermal environment. During PFM, three distinct regions of
flux motion are observed, as shown by figure 1. In each region,
different mechanisms may drive the flux motion. For regions
I (rising applied field) and II (declining applied field), viscous
flux flow, flux creep and flux jumps may occur while in Region
III (no applied field) the fluxmotion is limited to flux creep and
flux jumps. The interplay between these different types of flux
motion is still poorly understood in PFM.

MgB2 is an intriguing candidate for fabricating trapped-
field magnets. While the FCM trapped field is significantly
lower than (RE)Ba2Cu3O7−δ (REBCO) based materials (in
which the rare earth is one of a number of possibilities—Y, Gd,
Nd, Eu, Sm) based bulks (4 T [10] compared to 17.6 T [11]) the
processing techniques are uncomplicated and the base mater-
ials are both cheaper and less dense. Furthermore, due to
the absence of weak-link behaviour, multi-grain samples dis-
play strongly connected superconductivity allowing straight-
forward manufacture of large samples [12–15]. In MgB2, the
PFM approach has been shown to trap significant fields with
a maximum of 1.1 T attained in a simple MgB2 bulk config-
uration using a split-coil magnet [16]. However, multi-pulse
techniques, which have been shown to produce higher trapped
fields in REBCO PFM [17], have yet to be systematically con-
ducted in a single bulk MgB2 sample.

In this paper, we consider the effect of improved sample
cooling and repeated pulsing on the trapped field and flux
dynamics of a single MgB2 bulk. A systematic study of the
influences on the flux motion and flux jumps is conducted.
Furthermore, we present a brief introduction on how reman-
ent magnetisation affects the flux motion behaviour building
on existing numerical studies in bulk PFM [18].

2. Experimental details

A single bulk of MgB2 generated by an ex-situ field assisted
sintering technique was studied in this work. The bulk has
dimensions of 20.5 mm diameter and 3.3 mm thickness. It was
chosen for further examination as it demonstrated the highest
PFM trapped field from a range of MgB2 bulks. The bulk was
sintered at 1300 ◦Cand 50MPa for 5min. Further details of the
sintering process can be found in [15]. The absolute trapped
field potential of the sample was characterised by FCM util-
ising a 12 T large bore magnet system with precise control of
the bulk temperature. We note that there is not a direct correl-
ation between FCM and PFM trapped field from our range of
samples indicating the complex interplay between local super-
conducting properties, flux motion and the final trapped field.

The principal elements of the PFM experimental appar-
atus are a Gifford–McMahon cryo-cooler, capacitor bank and
control electronics (shown schematically in figure 2). The
cryogenic set-up is shown in figure 3. The cryo-cooler con-
ductively cools the sample to a base temperature of 17 K.
Throughout the measurement process, the temperature was
monitored and controlled using two temperature sensors—
one contained within the sample head and another mounted
on the bulk surface (see figure 4 for both cooling architec-
tures). The local magnetic flux density was measured using
an array of four Hall sensors (Lakeshore HGT-2101) which
were calibrated in-house. These were mounted on a bespoke
printed circuit board with a separation of 2.5 mm between
the Hall sensors. The field profile from the centre to the edge
of the sample is recorded throughout the magnetic pulse (see
figure 2). The data is collected at a sampling rate of 2 kHz.

To evaluate the effects of the cooling architecture,
the sample was magnetised with two different cooling
configurations—labelled as the ‘simple’ and ‘encapsulated’
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Figure 2. Schematic circuit diagram of the PFM experimental
set-up. Expanded schematic view of the Hall sensors distribution
and sensor labelling for all experimental set-ups.

Figure 3. Labelled photograph of cryogenic set-up.

head architectures. In figure 4, the construction of these two
heads is shown. For the simple head, the bulk is coated in cryo-
genic grease (Apiezon N—thermal conductance:∼0.8WK−1

at 20 K [19]) and placed into a bespoke machined copper cup.
Therefore, the bulk top surface is exposed and not directly
cooled. In contrast, the encapsulated head consists of an addi-
tional copper part which surrounds the sample and can clamp
the sample to the cold head via indium film. For both heads,
the Hall sensor array was positioned on the top surface. How-
ever for the encapsulated head the array is embedded into the
copper clamp ensuring cooling from all surfaces. In addition,
the indium (thermal conductance: ∼4 WK−1 at 20 K [19])
significantly improves the thermal contact. This improve-
ment was quantified by comparing the temperature variation
between the sample head and bulk sample thermometers for
a set sample head temperature. At 25 K, we observed a 3 K
reduction in the temperature variation in the encapsulated head

(29 K for simple head, 26 K for encapsulated head) indicating
an improved thermal environment. The encapsulated head is
slotted to minimise eddy current generation. We observe no
variation in the magnetic pulse response between heads. It
should be noted that the pulsing temperature used below is
taken from the bulk sample thermometer temperature.

The pulsed magnetic field is created by discharging a capa-
citor bank through a copper solenoid immersed in liquid nitro-
gen. This discharge is controlled utilising an insulated gate
bipolar transistor (IGBT) which allows rapid switching of the
discharge circuit. By altering this switching, the pulse shape
can be modified from the standard LCR behaviour to create
waveform controlled pulse magnetisation [20, 21]. The mag-
netic pulse is defined by three user-controlled parameters: the
capacitor bank voltage, the switching frequency and the duty
cycle:

Duty Cycle=
Ton

Ton+Toff
(2)

where Ton and Toff are the IGBT open time and off time
respectively.

The selected capacitor bank voltage, switching frequency
and duty cycle leads to distinct pulses which can be best
described by the maximum field, rise time and fall time. The
rise time is the time taken to achieve the maximum field and
the fall time is the time taken for the generated magnetic pulse
to return to zero, see figure 5(a). In this work, a switching fre-
quency of 450 Hz was applied throughout. To illustrate the
effect of varying duty cycle at constant capacitor voltage, the
generated field normalised to the respective maximum field is
displayed in figure 5(b). For this work a 10% duty cycle pulse
leading to a rise time of 140 ms will be utilised. We focus on
the 10% duty cycle pulses as they lead to the largest trapped
fields in the encapsulated head. Two specific pulses will be
displayed in this work: initial and optimal. Initial pulses are
conducted in the virgin magnetic state after the sample has
been stabilised at the pulsing temperature. A pulse leading to
the maximum final trapped field is defined as optimal.

3. Results and discussion

3.1. Field cooled magnetisation

To ascertain the trapped field capability of the bulk, the FCM
trapped field (BFCT ) was measured. This was achieved by cool-
ing the sample in a static 7 T field from 40 K to the required
temperature then ramping the magnetic field to zero at a
0.1 Tmin−1 sweep rate. In figure 6, this downward field sweep
is shown at 15 K for three positions along the bulk. The meas-
ured field at zero applied field represents BFCT . This procedure
was replicated at 20, 25, 28 and 32K to generateBFCT , as shown
in the inset of figure 6.

In most experimental studies, the ‘local’ critical current
density (jC), calculated from small sub-sections of the bulk
using magnetisation data [14, 15], is used to characterise the
sample performance. However, the large-scale properties are
the true measure of sample performance for bulk trapped-field
magnets. In large samples, the average, in-field critical current
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Figure 4. Comparison between simple head and encapsulated head cooling architectures.

Figure 5. (a) 10% duty cycle generated pulse with 150 V capacitor voltage. The definitions of the rise time and fall time are shown
graphically. (b) Representative generated pulses at 150 V with changing duty cycle. Inset: generated field normalised by maximum field for
150 V applied voltage with changing duty cycle.
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Figure 6. Field-cooled (FC) data of sample at 15 K. Definition of
the FC trapped field value (BFCT ) is shown. Inset: BFCT at all pulsing
temperatures.

Table 1. FC trapped field (BFCT ) and bulk critical current density
(JC).

Temperature (K) BFCT (T) JC (×108 Am−2)

15 1.87 4.1
20 1.57 3.5
25 1.29 2.9
28 1.02 2.3
32 0.63 1.4

density (JC) can be limited by large scale sample inhomogen-
eities not observed in small sections. Furthermore, the JC and
its temperature dependence is expected to drive the flux jump
behaviour.

To derive JC directly from the FCM trapped fields we fol-
low Fuchs et al [10]:

JC =
2BFCT

h ln
1+
√

1+g2

g

(3)

where g= h
R , R is bulk radius and h is the bulk thickness.

In table 1, the BFCT and JC are displayed for reference. We
find that the JC is around an order of magnitude less than
jC (2× 109 Am−2 at 20 K) as derived from vibrating sample
magnetometer measurements in a similar bulk with compar-
able BFCT cut into small-scale cuboid samples (approximately
2× 2× 3 mm).

3.2. Factors influencing final trapped field

In the existing literature, studies optimising the final trapped
field in MgB2 bulk samples have focussed on exploring bulk
properties [22, 23] or the use of split-coil magnetic field geo-
metries [24]. The effect of interfacial cooling has not been
explicitly explored despite numerical studies indicating its
significance during magnetisation experiments [25]. In this

Figure 7. Comparison between flux density variation for initial
pulses in simple ((a) maximum field: 0.52 T, RT: 140 ms)) and
encapsulated heads ((b) maximum field: 0.62 T) at 20 K.

section, we consider the effects of both improved cooling
and iterative multi-pulsing on the final trapped field and flux
dynamics.

In figure 7, similar magnitude initial pulses are shown for
the simple (a) and encapsulated (b) heads. For the simple
head, the measured field rises sharply during flux ingress
and becomes equal to the applied field throughout the bulk.
This indicates that the induced shielding current, and thus
JC, has reached zero throughout the sample—a full flux jump
has occurred. In the encapsulated head, for a comparable
applied field we observe no flux penetration to the bulk centre
(figure 7(b)).We suggest that the improved cooling has limited
the temperature rise at the bulk periphery leading to increased
shielding.

If we apply largermagnetic pulses to the encapsulated head,
flux can be driven to the bulk centre, as shown in figure 8.
For comparison, the behaviour in the simple head is shown in
figure 9 A number of features are apparent in this data. For
temperatures below 32 K, the penetration is driven by partial
flux jumps (where some superconductivity is retained) rather
than the full flux jumps observed in the simple head. Fur-
thermore, by measuring the flux profile across the bulk, we
observe that partial flux jumps can occur in the outer regions
without an observable response at the bulk centre illustrating
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Figure 8. Variation in flux density for initial pulses in encapsulated head ((a) 20 K (maximum field: 1.47 T), (b) 25 K (maximum field:
1.36 T), (c) 28 K (maximum field: 1.17 T), (d) 32 K (maximum field: 0.70 T)).

the importance of Hall sensor array in accurately capturing the
flux dynamics. As will be discussed in further detail below,
the main limitation in the final trapped field are region II flux
jumps leading to rapid flux loss. Unlike the flux penetration,
the region II flux jumps occur throughout the bulk and are not
restricted to the periphery.

We note that Hirano et al [26] have a developed a compos-
ite system of soft iron, copper and bulk MgB2 ring displaying
similar improved flux jump stability. Our data further illus-
trates that interfacial cooling plays the most influential role on
PFM flux dynamics.

We now consider the effects of multi-pulsing. In figure 10,
the optimal pulses for the encapsulated head are displayed.
The maximum trapped field always occurs after a near optimal
pulse which lead to a significant remanent field in the bulk. In
REBCO bulks it has been shown that a specific multi-pulsing
technique leads to the highest trapped field: priming the bulk
with anM-shaped remanent field at high temperature then con-
ducting a secondary pulse at a lower temperature [3]. This
process can drive preferential flux jumps to the bulk centre
[9]. However, we find that the optimum trapped field in MgB2

occurs with simple iterative pulsing techniques without the
requirement for a M-shaped remanent field or varying tem-
perature. We relate this to the negative role played by flux
jumps in MgB2 PFM. Indeed in MgB2 bulks, the iterative
pulsing leads to the flux front uniformly penetrating the sample

without flux jumps, as shown in figure 10 [26]. This behaviour
is commonly explained by the reduction in heat generated
with repeated pulsing [26, 27]. However, the interplay between
the remanent magnetisation and penetrating flux is still not
well understood. Recent numerical studies in high temperature
superconductor (HTS) bulks [28] and stacked tapes [29] have
indicated that the flux penetration velocity is reduced during
multi-pulse magnetisation. Ascertaining the relative influence
of these behaviours and more complex interactions with the
remanent magnetisation, as hinted by the M-shaped remanent
field techniques, is still an open question. Careful studies of
the temperature profile throughout the bulk during PFM may
elucidate this issue. However, it is clear that the remanent mag-
netisation can mitigate region I flux jumps in MgB2 bulks and
appears essential in improving the final trapped field. Note that
for greater applied fields than the optimal pulses, region I flux
jumps will occur leading to substantial heating and a reduction
in the final trapped field.

In contrast to region I flux jumps it is clear that region II
flux jumps act solely to reduce the final trapped field. Unfor-
tunately, these flux jumps are accentuated by the nature of
PFM—rapid field inversion is inevitable during the magnet-
isation process. The rapid transition from flux ingress to flux
exit can lead to greater heat generated as flux motion occurs
during both periods, as shown in figure 10(c). This heating
occurs throughout the bulk and can initiate flux jumps, see,
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Figure 9. Variation in flux density for initial pulses in simple head ((a) 20 K (maximum field: 0.60 T), (b) 25 K (maximum field: 0.43 T),
(c) 28 K (maximum field: 1.17 T), (d) 32 K (maximum field: 0.34 T)).

for example, figure 10(b). Despite the increased cooling in
the encapsulated head, this heat generation has not been com-
pletely mitigated. However, as in the region I flux jumps, the
increased interfacial cooling turns full flux jumps into partial
ones improving the final trapped field.

In figure 11, the maximum PFM trapped fields for the
encapsulated and simple heads are displayed in comparison
to BFCT . At 20 K, the maximum trapped field in the encapsu-
lated head reaches 0.95 T which is a record for a single MgB2

bulk. This correlates to an increase of∼0.45 T in final trapped
field at both 20 and 25 K compared to the simple head—a
90% relative improvement. To illustrate the effects of iterat-
ive pulsing, the trapped field for equivalent initial pulses to
the optimal pulses are shown for the encapsulated head in
figure 11. The iterative pulsing only leads to a 10% increase
in trapped field for the encapsulated head. The combination
of the iterative pulsing and improved cooling enables 80% of
the FCM trapped field to be captured at 28 K. 28 K is the
minimum temperature where neither region I or II flux jumps
occur demonstrating that flux jump mitigation is essential in
optimising the trapped field.We note that in the composite ring
system of Hirano et al [26] they observed a greater improve-
ment with multi-pulsing. In their work, the internal surface of
the ring bulk was also cooled further illustrating the essential
role cooling plays in MgB2 PFM.

3.3. Region I flux jumps

The first flux jump field (BJ) during magnetisation is a well
explored topic in HTS superconductors both experimentally
[30–32] and theoretically [4, 6, 8, 33]. To date, there is little
data in MgB2 samples nor comparison to the existing theor-
etical framework. We note that the Hall sensors will measure
both a time and spatial average of the truemagnetic field which
may limit the measurement accuracy. However, the observed
trapped fields and consistency between measurements indic-
ate that the dynamic accuracy remains acceptable. Using the
initial pulse data shown in figure 8, we find flux jumps are
inevitable to force flux to the bulk centre in both the simple
and encapsulated heads below 32 K. However, as shown in
figure 12, the encapsulated head displays an increased stabil-
ity to flux jumps compared to the simple head. At 20 K, this
correlates to an increase in BJ from 0.51 T in the simple head
to 1.33 T in the encapsulated head.

We compare the experimental behaviour to two models:
standard critical state models [5, 7] (BCriticalJ ) and the flux creep
model of Mints [8] (BMintsJ ). All models apply the same qual-
itative arguments—the heat generated by flux motion must be
sufficiently counteracted by the heat distribution to ensure that
uncontrolled heating does not occur. In the critical state mod-
els, the heat generated is proportional to the magnetic field
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Figure 10. Variation in flux density for optimal pulses in encapsulated head. The optimal pulse occurs as part of an iterative multi-pulse
technique ((a) 20 K (maximum field: 1.52 T), (b) 25 K (maximum field: 1.41 T), (c) 28 K (maximum field: 1.23 T), (d) 32 K (maximum
field: 0.70 T)).

change [5–7] leading to the same fundamental form in the
adiabatic regime (τ < 1):

BCriticalJ =

(
ϵµ0CJC∣∣∂JC

∂T

∣∣
) 1

2

(4)

where ϵ is a numerical factor which varies dependent on the
derivation. However, for MgB2 τ > 1 indicating that the bulk
lies within the ‘dynamic’ regime [34, 35]. Only Akachi et al
[5] have considered the dynamic regime in the critical state
models. By expanding the heat distribution region to the entire
bulk, they find that first flux jump field:

BAkachiJ =

[
1
2
(BCriticalJ BP)

2

] 1
4

(5)

where BP is the penetration field and δ defines the strength of
the JC(B) relationship. To maximise BAkachiJ we assume δ= 0
which is justified by the strong JC(B) dependence in MgB2.
As the true BP can be hidden by the flux jump behaviour dur-
ing the PFM, we have used the BFCT as a realistic replacement
for BP.

Using the specific heat taken from Wang et al [34] and the
JC values derived in section 3.1, we find that BAkachiJ is an

order of magnitude smaller than the experimental BJ values.
This requires an ‘effective’ C of 30 000 Jm−3 K−1 which is
75× greater than the internal C at 20 K to match the exper-
imental BJ which cannot be justified physically. In combina-
tion with BAkachiJ ’s inability to explain the magnetic field ramp
rate dependence of BJ often observed in magnetisation stud-
ies [30, 31], indicates that the critical state models may not be
applicable in PFM.

In contrast to the critical state models, Mints calculates
the heat generated from the change in electric field [8]. This
enables the integration of the non-linear conductivity of type-
II superconductors which can act to stabilise the critical state
[36] and generates a magnetic field rate dependence. Within
this formulation [8], the first flux jump field for the dynamic
regime can be written as:

BMintsJ =

(
2 hµ2

0J
2
C(T)

n
∣∣∂JC
∂T

∣∣ Ḃ
) 1

2

(6)

where T is the sample temperature, h is the heat transfer coef-
ficient on the sample edge and n is the exponent in the E− J
power law.

TheMints model is only valid if the bulk is in the flux creep
regime during the magnetic pulse. This requires a background
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Figure 11. Comparison between the optimal final trapped fields for
the encapsulated head ( ), simple head ( ), and BFCT at all
temperatures ( ). The trapped fields for equivalent initial pulses to
the optimal pulses in the encapsulated head are shown with the open
symbols ( ).

electric field (Eb) below 1 Vm−1 [25, 37, 38]. To estimate the
generated Eb, we apply Maxwell’s equations leading to:

Eb ∼
BJḂ
µ0JC

(7)

where we use the experimental maximum applied field rate
(Ḃ—15 T s−1), and the critical state model to estimate the pen-
etration region [8]. From this analysis, background electric
fields of around 0.1 Vm−1 are calculated illustrating that the
bulk remains in the flux creep regime. Therefore, it is a com-
mon misconception that magnetic pulsing forces the system
into the viscous flux flow regime [39, 40]. We have conducted
numerical modelling based on the H-formulation [41] which
generates comparable Eb values.
BMintsJ is sensitive to both the n exponent and the interfa-

cial heat transfer coefficient. There is minimal experimental
data for the n exponent in MgB2 bulks. Therefore, we con-
ducted long-term trapped field measurements on the sample to
find n. Our data illustrates that the n exponent is 180 indicat-
ing an extremely sharp transition region between the thermally
assisted and viscous flux flow regimes. We apply the work of
Dillon et al [19] to estimate the h values. They found h val-
ues of ∼3500 and ∼700 WK−1 m−2 for indium films and
Apiezon-N grease respectively which correspond to the encap-
sulated and simple heads.

Combining the experimentally derived JC,
dJC
dT and n value,

BMintsJ is found to be around 6× less than the experimental
BJ in both the encapsulated and simple heads, as shown in
figure 12. However, the improved stability in the encapsu-
lated head matches the expected

√
h dependence from BMintsJ .

Therefore, further work expanding the Mints model appears
justified.

One possible explanation for the magnitude variation in
BMintsJ may lie in its theoretical underpinning. To generate

Figure 12. Experimental BJ (encapsulated head— , simple
head— ) compared to the Mints [8] (encapsulated head— , simple
head— , BMintsJ , (6)) critical flux jump field. Open symbols
(encapsulated head— , simple head— ) represent applied pulse
fields at 32 K which did not lead to flux jump.

a relationship between the temperature and electric field
response, Mints equates the decrease in jC due to sample heat-
ing (δj−) to the increase in current density caused by the
flux penetration (δj+). If the critical state is stable during
the pulse then δj− + δj+ = 0. However, numerical [18] and
experimental [32] studies indicate that the current density can
be greater than jC during the pulse, violating this assump-
tion. Integrating these super-critical j values appears essen-
tial in improving the accuracy of BMintsJ . Detailed studies of
the induced j or V should help to understand the true nature
of the critical state during the magnetic pulse allowing modi-
fication of the Mints model. Furthermore, the simple dicho-
tomy between the thermal and magnetic behaviour during
PFM seems to be unjustified.

4. Conclusion

PFM flux dynamics in a MgB2 bulk sample (20.5 mm dia-
meter and 3.3 mm thickness) have been studied for a range of
temperatures in two distinct cooling architectures. Through a
combination of multi-pulsing and improved cooling architec-
ture, a trapped field of 0.95 T was achieved at 20 K—which we
believe is the largest reported PFM value for a single MgB2

bulk using a solenoid coil. The increased cooling eliminates
accumulated heat during PFM improving magnetic shielding
and flux jump stability. This leads to a 90% increase in trapped
field compared to a simple cup shaped holder. Furthermore, we
find the temperature dependence of the first flux jump stability
field (BJ). No existing model captures the magnitude of exper-
imental BJ . However, the success of the Mints model in pre-
dicting the increased BJ with the improved cooling hints that
further theoretical and experimental exploration may prove
fruitful. In conclusion, these findings indicate the essential role
interfacial cooling plays in determining the final PFM trapped
field.
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