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Abstract

Many-body quantum mechanics is the fundamental theory behind many areas of mod-
ern science, such as condensed-ma�er physics, nuclear physics, and quantum chemistry.
It is also notoriously hard: the classical picture of particles with well-de�ned positions
and velocities is replaced by an intricate interference pa�ern between all their possible
trajectories, captured by the quantum wave function. �e exponentially large informa-
tion content of wave functions makes direct simulation of large, strongly interacting
quantum systems impossible, and necessitates strategies to manage the complexity in
an analytically or computationally tractable manner.

�e bulk of this thesis explores two such strategies in the context of quantum spin
liquids. In these materials, competition between incompatible interactions results in
robust, massive entanglement, down to zero temperature. Such ground states give rise
to a range of exotic behaviour, such as topological order and fractionalised excitations:
understanding these is a central challenge in the physics of strongly correlated materials.

Several quantum-spin-liquid phases are underpinned by strict local conservation
laws, which give rise to la�ice gauge theories with exotic quasiparticle excitations, such
as emergent photons or magnetic monopoles. We developed a systematic approach [1],
based on a large-( bosonisation formalism, to extract gauge-theoretic descriptions from
such constrained Hamiltonians automatically, and thus make them amenable to the pow-
erful techniques of quantum �eld theory. �e same �eld theories also allow us to simu-
late quantum-spin-liquid systems semiclassically, that is, to replace spin-1/2 operators
with classical “compass needles,” removing the computational complexity of quantum
entanglement without losing the physical behaviour. We demonstrated this approach
on quantum spin ice, a paradigmatic and experimentally relevant model of quantum
spin liquids and, by simulating it on unprecedented large system sizes, obtained novel
insights about its quasiparticles [2].

�e success of neural networks in a range of machine-learning problems makes them
a natural candidate for representing highly entangled quantum states, allowing in prin-
ciple an accurate simulation of large, challenging quantum systems with modest compu-
tational resources. However, most current approaches using such neural quantum states
su�er from the infamous Monte-Carlo sign problem, making deep neural networks un-
able to learn ground states in antiferromagnetic and fermionic systems. We studied the
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possible origins of this sign problem and proposed a neural-network ansatz that is able
to overcome the sign problem for unfrustrated antiferromagnets [3].

In addition to this main theme, I have been part of an experiment–theory collabo-
ration on understanding the unique magnetoresistance properties of the classical frus-
trated magnet Ho2Ir2O7 [4]. We discovered a mechanism by which antiferromagnetic
domains can be coupled to an external magnetic �eld via an intercalated spin-ice system:
such control is highly desirable for spintronics applications. We have also identi�ed scat-
tering channels through which magnetic monopoles give rise to a signi�cant contribu-
tion to the resistivity of Ho2Ir2O7: this allows us to directly measure their density in a
simple and �exible experiment.

Finally, I report studies on the localisation properties of quasicrystals; namely, the
discovery of thermodynamic universality not described by the usual power laws in one-
dimensional quasiperiodic models [5], and of a two-dimensional quasicrystal in which
localised and partially extended states coexist without a mobility edge [6].
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1
�antumspin liquids: an introduction

�antum spin liquids (qsl) are exotic phases of ma�er, arising in a range of frus-

trated magnetic systems, in which quantum zero-point fluctuations prevent the

formation of long-range magnetic order down to zero temperature. This “quantum

disorder” is associated with massive many-body entanglement in the ground state,

which brings about unusual physical properties, such as non-local excitations, frac-

tionalised quasiparticles, and topological order [7]. In this chapter, I discuss two

paradigms of describing qsl phases: the first is based on perturbative processes

between the degenerate ground states of frustrated Ising models; the second ex-

ploits the relationship between Heisenberg and Hubbard models to describe the

former in terms of fractionalised spin-1/2 fermions. Both approaches allow for a

description of the frustrated spin model in terms of la�ice gauge theories, which

manifestly encode topological order and fractionalisation. Finally, I review the

chemistry of rare-earth pyrochlore materials, an important experimental platform

for realising spin liquids, as well as the classical spin-ice model that describes the

pyrochlores Dy2Ti2O7 and Ho2Ti2O7 and serves as the background of chapters 2

and 5.

1.1 Classical and perturbative spin liquids

�e lo�ier the building, the deeper must the foundations

be laid.

— �omas à Kempis

Perhaps the oldest and simplest example of a frustrated magnet is the nearest-neigh-
bour antiferromagnetic Ising model on the triangular la�ice: it is geometrically frus-
trated because the three spins around each triangle cannot all be made antiparallel. In
the thermodynamic limit, this implies that a third of all interactions cannot be satis�ed,
even in the ground state, where each triangle has precisely one frustrated link. It is in-
tuitively clear that there is a huge number of ways to arrange these frustrated links: for

1
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instance, a �nite fraction of spins in a typical ground-state con�guration would have
three neighbours of either sign, allowing them to be �ipped at no energy cost. �ese
and other, larger-scale, rearrangements of spins are allowed even at zero temperature;
as a result, the model never develops conventional magnetic order. �is is associated
with an exponential number of degenerate† ground states, which leads to an extensive
zero-temperature entropy,‡ in apparent violation of the third law of thermodynamics.
Nevertheless, the situation is very di�erent from a collection of non-interacting spins ex-
hibiting uncorrelated disorder: interactions restrict ground-state con�gurations through
an extensive number of local constraints, resulting in nontrivial correlations (which are
o�en long-range despite the originally short-range interactions), as well as topological
order that is only observable through measurements that span the entire system. �ese
exotic properties mark a new phase of ma�er, qualitatively di�erent from both ordered
magnets and trivial paramagnets, called Ising or classical spin liquids, in analogy with
liquids that are neither long-range ordered (as solids are) nor consist of independent
particles (as gases do).

�e extensive ground-state entropy of spin liquids has a profound e�ect on its ex-
citations. Let us focus on spin liquids where the ground state is characterised by an
extensive number of local constraints such that �ipping any individual spin – the usual
elementary excitation of an Ising model – violates more than one constraint.§ �ese can
be restored by �ipping other spins, at the cost of violating other ones, but without intro-
ducing additional energy (cf. Fig. 1.2). Using a chain of such spin �ips, the constraints
violated by the initial spin �ip can be separated from one another, resulting in a non-local
excitation of the same energy. Now, it is natural to break down these into a number of
local excitations, associated with the violation of each constraint. �ese excitations are
fractionalised on account of only being created in groups by physical excitations (spin
�ips): they carry fractional quantum numbers, and since they arise as parts of elemen-
tary excitations, they may have nontrivial topological properties and interactions.

Such a classical spin liquid can be endued with quantum dynamics by Hamiltonian
terms that contain transverse spin components. �ese hybridise the ground-state mani-
fold of the Ising model, leading to a ground state with massive entanglement, rather than
degeneracy. �e simplest approach is adding a weak transverse �eld; however, to lowest

†�is degeneracy is accidental, not protected by any symmetry. In realistic systems, further-neighbour
or long-range interactions always break the exact degeneracy; however, the temperature scale associated
with this is o�en too low to ma�er in practice.

‡�e ground states of the triangular la�ice Ising model can be mapped onto dimer coverings of the
honeycomb la�ice formed by the centres of the triangles, allowing the exact entropy, 0.323:B per spin, to
be calculated [8].

§�e triangular-la�ice Ising model �ts this bill only partially: its ground-state manifold is constrained
to ∑

f = ±1/2 on each triangle, which may or may not be violated by a spin �ip.
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order in perturbation theory, it only �ips a single spin, which introduces fractionalised
excitations that disrupt the ground-state manifold. Dynamics within this manifold is
captured by higher-order ring-exchange processes acting on closed loops of spins so as to
preserve all local constraints. �is promotes the same constraints into conserved gauge
charges, giving rise to la�ice gauge theories: the ring-exchange dynamics generates frac-
tionalised excitations of its own; the classical topological order is re�ected in topological

quantum �eld theories, which may manifest itself in anyonic quasiparticle statistics.
In the following sections, I shall discuss two clean-cut examples of ground-state de-

generacy and fractionalisation in classical spin liquids, the classical six- and eight-vertex
models [9], along with their quantum versions that give rise to u(1) and Z2 la�ice gauge
theories, respectively.

1.1.1 Classical six-vertex model

Let us �rst consider an antiferromagnetic Ising model de�ned on the links of a square
la�ice, where each link interacts with the six others it shares an endpoint with:

� = �
∑
〈8 9〉

f8f 9 =
�

2
∑
+

(∑
8∈+

f8

︸︷︷︸
(+

)2
− �

∑
8

f2
8 , (1.1)

where � > 0 and the f8 = ±1/2 are Ising variables; in the second form, the �rst summa-
tion runs over the vertices of the square la�ice and 8 ∈ + stands for the four links 8 that
start in a given vertex. �e original Ising Hamiltonian equals the cross-terms of the ((+)2
in the la�er form; the subtracted f2

8 are irrelevant constants (namely, 1/4). From the sec-
ond form of (1.1), it is clear that any spin con�guration in which (+ =

∑
8∈+ fI is zero for

all vertices is a ground state of the model: since there are
(4
2
)
= 6 such con�gurations

around each vertex (Fig. 1.1), Eq. (1.1) is called the six-vertex model [9, 10].
In what follows, it will be convenient to represent the Ising variables f8 as vectors

pointing from one end of the link it lives on to the other. As the square la�ice is bipartite
[that is, it can be separated into two (chequerboard) subla�ices � and � with no links
within a subla�ice], we can choose to represent f = +1/2 as a vector pointing from the
� to the � subla�ice, and f = −1/2 as pointing from � to �; Fig. 1.1 shows this mapping
for a vertex on the � subla�ice. Now, the constraint that (+ = 0 around each vertex
requires that two vectors point into, as well as out of, each vertex.

It is easy to see that an extensive number of spin con�gurations satisfy this two-in-
two-out (2i2o) constraint. Indeed, starting from one such con�guration, we can choose
any closed loop on the la�ice such that the vectors on its links are joined start to end
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Figure 1.1. Top row: Spin con�gurations around a vertex allowed in the ground-state
manifold of the six-vertex model (1.1) (le� of dashed line) and the eight-vertex
model (1.12) (all con�gurations). �e red and blue dots stand for f = +1/2 and
−1/2, respectively. In the six-vertex model, each vertex is surrounded by two
positive and two negative spins; in the eight-vertex model, all-positive and
all-negative vertices are also allowed.
Bottom row: On a bipartite la�ice, separated into two subla�ices � and �,
spin con�gurations can be represented as a la�ice vector �eld: f = +1/2 (−1/2)
corresponds to a vector pointing from subla�ice � to � (� to �). �e �gure
shows this mapping for a vertex on subla�ice � (see also Fig. 1.2). �e six-vertex
constraint is equivalent to a two-in-two-out (2i2o) rule on every vertex, which
coarse-grains into a divergence-free constraint, allowing the six-vertex model
to be treated as a u(1) Coulomb phase.

and �ip it without violating the 2i2o rule: each vertex along the loop will only see one
incoming and one outgoing vector swapped. One can build such a loop one vertex at
a time, by following an outgoing link to a new vertex: as there are two outgoing links
on each vertex to choose from, there is exponentially many of these loops, generating
exponentially many ground states.

�e number of these states can be estimated† through the famous argument of Paul-
ing [10] for the residual entropy of water ice (§1.3.1): on a la�ice of # vertices, there is
a total of 22# spin con�gurations before taking into account any of the 2i2o rules; each
of these rules eliminates 10 out of the 16 con�gurations possible around a given ver-
tex. Assuming these rules are independent from one another, they reduce the number
of available con�gurations by a factor of (6/16)# , leading to the residual entropy

( = :B log
[
22# (6/16)# ]

= #:B log(3/2). (1.2)

Fractionalisation

Naïvely, the elementary excitation of any Ising model is �ipping a spin: in the six-
vertex model, this results in adjacent vertices with three-in-one-out (3i1o) and one-in-

†For the square la�ice, the number of 2i2o con�gurations can be calculated exactly [11]: the exact
entropy, ( = 3

2#:B log(4/3), is about 6% larger than the Pauling estimate. �e la�er is, however, simpler,
more instructive, and works to a similar accuracy in 3d, too.
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(a) (b) (c)

Figure 1.2. �e elementary excitations of the six-vertex model (1.1) are single vertices that
violate the 2i2o rule, called spinons.
(a)�ey are created in pairs of 3i1o (blue dot) and 1i3o (red dot) vertices by
�ipping individual spins (thick bright arrow).
(b) By �ipping an other outgoing edge of the la�er, that vertex can be restored
to the 2i2o rule, but a 1i3o vertex is created at the other end of the same edge.
(c) Iterating this step allows for separating the two spinons to an arbitrary
distance without disrupting the 2i2o rule anywhere between them: that is,
spinons are decon�ned, elementary excitations.
�e colour of arrows indicates the sign of the Ising variables f (red: f =
+1/2, blue: f = −1/2); the direction of arrows is consistent with the la�ice
vector-�eld mapping f8 4̂8 ; the chequerboard subla�ices of the square la�ice
are indicated by the small dots (black: �, white: �). Note that the sign of
f alternates along the �ipped path: this is necessary to enforce the 2i2o
constraint (+ = 0.

three-out (1i3o) spin con�gurations, both of which cost energy �/2 [Fig. 1.2(a)]. Now,
�ipping one of the other outgoing spins on the 1i3o vertex restores the 2i2o rule there,
but makes the other endpoint of the same spin 1i3o [Fig. 1.2(b)]. By iterating this process
[Fig. 1.2(c)], the 1i3o vertex can be moved independently of its 3i1o counterpart; likewise,
the 3i1o vertex can be moved by �ipping an incoming spin.

�is means that the true elementary excitations of the six-vertex model are not spin
�ips, but rather 3i1o or 1i3o vertices, which are created in pairs by �ipping a spin: these
excitations are called spinons. Since they are created by spli�ing a single spin �ip in
two, they carry spin-1/2 quantum numbers, which is at odds with the integer angular
momentum of physical excitations in spin systems: we say these spinons are fraction-

alised; they must be created in pairs to ensure that the overall excited state has physical
quantum numbers, similar to excitations with fractional charge in fractional quantum
Hall systems.
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Coulomb phases

To be�er understand the behaviour of these fractionalised excitations, it is instructive
to introduce a �eld-theoretical description. Indeed, the representation of spins as vectors
turns the spin con�gurations into a la�ice vector �eld: for now, we de�ne the la�er as
an arrangement of vectors on the links of a la�ice, which are parallel to the link they are
on. In this language, the 2i2o rule translates into a constraint of vanishing divergence
on each vertex:

divA (f84̂8) ≡
∑
A ′:〈AA ′〉

(fAA ′4̂AA ′) · (®A ′ − ®A ) = ±
∑
8∈A

f8 = 0. (1.3)

Here, A and A ′ are neighbouring sites of the square la�ice, and 4̂AA ′ is the unit vector along
the bond that connects them, oriented from subla�ice � to �: ®A ′ − ®A = ±4̂AA ′ depending
on which subla�ice site A belongs to, which gives rise to the subla�ice-dependent sign
in front of (A =

∑
8∈A f8 .

So far, this is an exact rewriting of the �ne-grained 2i2o rule. �e la�ice vector �eld
can, however, be coarse-grained by averaging over a suitably large area around every
point in space, resulting in the continuum �ux �eld

®�(®A ) = # −1 ∑
8∼®A

f84̂8, (1.4)

where the sum runs over the # links closest to ®A . �e la�ice vectors ®A ′− ®A in (1.3) coarse-
grain naturally into di�erentials; therefore, Eq. (1.3) itself translates into the continuum
divergence-free condition ∇ · ®� = 0.

�e energy of every divergence-free con�guration of ®�(®A ) is equal; however, they
are not equally likely. Since f on any given link is zero a�er averaging over all spin
con�gurations, 〈 ®�〉 = 0; furthermore, a large value of ®� implies a large surplus of la�ice
vectors pointing in a particular direction, which can be realised in exponentially fewer
ways than an even split. In a saddle-point approximation, these e�ects can be captured
by the quadratic entropy functional [12, 13]

( = const. − ^
2

∫
d2A | ®� |2; (1.5)

that is, the free energy −)( of the coarse-grained spin con�gurations has the same form
as the energy of an electric or magnetic �eld. Together with the divergence-free con-
straint, this implies that correlations of ®� on a bipartite la�ice have the same form as
dipole–dipole interactions, decaying as 1/'2 in 2d. Due to the analogy between this de-
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scription and electrostatics, we say that the six-vertex model realises a Coulomb phase.

Spinons break the 2i2o rule and the corresponding divergence-free constraint (1.3):
in particular, 3i1o and 1i3o vertices have la�ice divergences +1 and −1, respectively; ow-
ing to Gauss’ theorem, this translates to ∇· ®� = ±1 a�er coarse-graining. �at is, spinons
behave like quantised charges of the Coulomb phase (1.5), with entropic Coulomb inter-
actions, which scale as log' in 2d.

Note, �nally, that six-vertex models can be de�ned on higher-dimensional la�ices
with fourfold coordination, too; indeed, we shall discuss the case of the diamond/pyro-
chlore la�ice in more detail in §1.3.1. By the same arguments, fractionalised spinons are
the elementary excitations of these models, too; in a 3d Coulomb phase, correlations in
®� decay as 1/'3 and spinons interact via a 1/' entropic Coulomb interaction [12, 14].

1.1.2 �antum six-vertex model: u(1) gauge theories

�e simplest way of enduing the Ising model (1.1) with quantum dynamics is adding
a transverse �eld in the G direction:

� =
1
2
∑
+

(∑
8∈+

fI8

)2
− Y

∑
8

fG8 =
1
2
∑
+

(
(+

)2 − Y
2
∑
8

(
f+8 + f−8

)
, (1.6)

where we set � = 1 for simplicity. Let us start with the case 0 < |Y | � 1: the transverse
perturbation introduces dynamics between the hitherto static Ising con�gurations, lead-
ing to hybridisation and energy spli�ings within the ground-state manifold. However,
applying a single fG8 only �ips one spin, which introduces a pair of oppositely charged
spinons, thus moving out of the ground-state manifold. In higher orders of perturbation
theory, it becomes possible to �ip a closed loop of spins with alternating signs: in the
vector language, these translate to vectors joined start to end [cf. Fig. 1.2(c)], so �ipping
them does not violate the 2i2o rule. �e shortest nontrivial loop on a square la�ice is a
plaque�e of four links: in fourth order of perturbation theory, we therefore obtain the
terms

�e� = −6
2
∑
�

(
f+1f

−
2 f
+
3f
−
4 + H.c.

)
(1.7)

that act within the ground-state manifold of the six-vertex model. In (1.7), 6 = O(Y4) and
the sum runs over the plaque�es of the la�ice; f1,...,4 are the spins living on the four links
around a given plaque�e. Since any other process that preserves the 2i2o rules is at least
sixth-order in perturbation theory, the full Hamiltonian (1.6) can be replaced with (1.7)
as long as Y � 1.

Beyond the ground-state manifold, the ring-exchange Hamiltonian (1.7) preserves (+
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around each vertex in any spin con�guration. �at is, �e� has an extensive number of
integer conserved quantities, one for each vertex of the la�ice, which give rise to a gauge
symmetry: since (+ commutes with �e� , so does exp(8 j(I) = ∏

8∈+ exp(8 jfI
8
) for any j .

As the action of exp(8 jfI
8
) is to rotate f8 around the fI axis by angle j , this means that

the four spins around each vertex can be rotated by the same angle without changing the
physics: this gauge symmetry is termed u(1) because such rotations form a u(1) group
parametrised by the rotation angle 0 ≤ j < 2c .

In fact, Eq. (1.7) can explicitly be rewri�en as a pure u(1) la�ice gauge theory [15]. To
do so, we replace the fI with quantum rotor variables = that can take any half-integer
value; instead of f±, we introduce ladder operators that link = to = ± 1: these can be
wri�en as 4±8q , where the operators = and q are canonically conjugate. Intuitively, f± ∼
4±8q suggests that q represents the xy angle of the spin; indeed, as conjugate to the half-
integer =, it becomes an angular variable. To eliminate the unphysical values of =, we
add a term proportional to =2 to the Hamiltonian:

� =
*

2
∑
8

=2
8 − 6

∑
�

cos
(
q1 − q2 + q3 − q4

)
; (1.8)

as * → ∞, all = ≠ ±1/2 states are projected out of the low-energy sector. To bring (1.8)
to a more familiar form, let us return to the construction of la�ice vector �elds in §1.1.1;
for convenience, however, the vectors will be replaced by variables de�ned on directed

links of the square la�ice, such that changing the direction of the link �ips the sign of the
�eld: this is equivalent to taking the projection of the vector variable onto the direction
®A ′ − ®A . In particular, we de�ne the �elds 4AA ′ and 0AA ′ as

4AA ′ =

{
+= if A ∈ �, A ′ ∈ �
−= if A ∈ �, A ′ ∈ �, 0AA ′ =

{
+q if A ∈ �, A ′ ∈ �
−q if A ∈ �, A ′ ∈ �, (1.9)

where � and � are the chequerboard subla�ices of the bipartite square la�ice. In this
convention, the relationship between (1.8) and quantum electrodynamics becomes evi-
dent:

• �e gauge symmetry of (1.7) can be wri�en as 0AA ′ → 0AA ′ + jA − jA ′ , where the jA
are arbitrary for all vertices of the la�ice, in clear analogy with the standard gauge
transformation ®�→ ®� + ∇j .

• �e la�ice divergence of 4 is the spinon charge of the Coulomb phase, which was
promoted to a conserved gauge charge in (1.7).

• q1 − q2 + q3 − q4 is the sum of the 0 �elds going around the plaque�e, passing be-



1.1. Classical and perturbative spin liquids 9

tween the two subla�ices at each link, that is, the la�ice curl of 0: in this notation,

� =
*

2
∑
8

42
8 − 6

∑
�

cos curl0, (1.10)

very similar to that of continuum quantum electrodynamics,

� =
∫

d3A

(
Y ®�2

2
+
®�2

2`

)
. (1.11)

�e key di�erence between the compact la�ice theory (1.10) and (1.11) is the cosine
(rather than quadratic) magnetic term that implies that curl0 can be changed by 2c by
instanton events without changing the physics. In two dimensions, these instantons are
relevant in the renormalisation-group sense, leading to their proliferation that in turn
leads to long-range order and gaps out the photon excitations [16]: this mechanism is
discussed in great detail in §3.4.3. By contrast, instantons are irrelevant in the u(1) gauge
theories borne out of 3d six-vertex models, so (1.10) can be coarse-grained into (1.11).
�ese theories, therefore, describe a quantum-spin-liquid phase with gapless emergent
photons, spinons that carry quantised electric charge, and Dirac magnetic monopoles:
the physics of these quasiparticles is discussed in more detail in §2.1.2.

Note, �nally, that (1.10) is only equivalent to the ring-exchange Hamiltonian (1.7) if
* → ∞,† an inconvenient limit to work in: in fact, a spin liquid can only arise because
the variables = are half-integer, which makes the gauge theory frustrated, without a
unique ground state; if the= were integers, the same limit would lead to a con�ned phase
with 4 ≡ 0. In this unfrustrated theory, there is a phase transition between the large-*
con�ned phase and a decon�ned one, which coarse-grains into the Maxwell Hamilto-
nian (1.11) at a critical * /6 [18]. In the la�er phase, the discrete nature of 4 is irrelevant,
so it is expected that the frustrated theory also has a decon�ned Coulomb phase at low
* [15]. �e fate of this phase as * → ∞ can only be studied numerically: on the dia-
mond/pyrochlore la�ice (§2.1.1), it was found to survive in the original ring exchange
Hamiltonian [19].

†Using a large-( expansion, it is possible to derive (1.8) with * � 6 [17], suggesting that the ring-
exchange Hamiltonian (1.7) is always in a liquid phase as ( → ∞. In this approach, taking the ( → 1/2
limit is di�cult, and a phase transition (potentially dependent on whether ( is integer or half-integer) at
intermediate ( cannot be ruled out a priori.
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1.1.3 Eight-vertex model: Z2 gauge theories

Let us now consider the Hamiltonian

� = −
∑
+

(∏
8∈+

fI8︸︷︷︸
�+

)
− Y

∑
8

fG8 . (1.12)

�e �rst term again describes an Ising spin liquid; in its ground-state manifold, however,
the fI have to multiply to +1,† rather than add up to 0. In addition to the spin con�gu-
rations of the six-vertex model, this also includes states where all spins around a vertex
are positive or negative (Fig. 1.1), hence (1.12) is called the eight-vertex model [9, 20]. �is
model also has extensive ground-state degeneracy (its ground-state entropy is#:B log 2)
and similar fractionalised excitations to the spinons of the six-vertex model. However,
since�+ = (−1)(+ , the integer spinon charge (+ is replaced by a spinon parity: intuitively,
merging two spinons with (+ = +1 results in a vertex with (+ = +2, i.e., four positive
spins, which belongs to the eight-vertex ground-state manifold. Nevertheless, these Z2

spinons are still fractionalised quasiparticles, as �ipping a single spin creates a pair of
them, which can be separated from one another by further spin �ips [Fig. 1.3(a)], similar
to u(1) spinons in §1.1.1.

Likewise, the transverse �eld term of (1.12) still cannot act within the ground-state
manifold directly, as acting with fG on a link introduces a pair of spinons at its ends.
�erefore, a closed loop of spins must be �ipped again to remain in the ground-state
manifold. Unlike the six-vertex case, however, only the parity of the total fI around each
vertex needs to be conserved, so any loop can be �ipped, regardless of the sequence of
spins along it. For Y � 1, therefore, the dynamics between ground states is dominated
by the e�ective Hamiltonian

�e� = −
∑
+

(∏
8∈+

fI8︸︷︷︸
�+

)
− 6

∑
�

(∏
8∈�

fG8︸︷︷︸
��

)
; [6 = O(Y4)] (1.13)

the product of fG around the plaque�e stands for 16 perturbative processes that �ip the
plaque�e regardless of its original con�guration.

�e dynamics of (1.13) can again be captured in terms of a la�ice gauge theory. How-
ever, the conserved gauge charge is no longer the u(1) spinon charge (+, but its parity,
�+ = (−1)(+ . Accordingly, the local gauge transformations are restricted from the u(1)

†For this section, we switch to the convention that the eigenvalues of spin are ±1, rather than ±1/2, to
make handling large products of spin operators more convenient.
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(a) (b) (c)

Figure 1.3. (a) Acting on the ground state with a fG operator �ips�+ at the two endpoints
of the corresponding link, generating two spinons (blue dots). �ese can be
separated at no additional energy cost by applying fG to consecutive links
along a chain (black line).
(b)Acting on the ground state with a fI operator �ips �� on the two plaque�es
adjacent to the corresponding link, generating two visons (red dots). Using
further fI operators in the pa�ern of the black links, they can be separated
at no extra cost (the corresponding path of the visons is shown in pink as a
guide to the eye).
(c) A spinon (blue dot) can be carried around a closed loop (black line) using
the product of fG on all links along the same. �is operator can be rewri�en
as the product of plaque�e operators �� inside the loop, since links on the
inside are included twice and thus contribute (fG )2 = 1. If the loop encloses a
vison (red dot), this product is −1, as all other plaque�es (light blue) contribute
a factor of +1. �at is, carrying a spinon around a vison �ips the sign of the
wave function, a hallmark of semionic mutual statistics.

group of the 48 j(+ to the Z2 subgroup j ∈ {0, c}.
To be�er understand the resulting Z2 gauge theory, let us now consider the spectrum

of the Hamiltonian (1.13), also known as the toric code [21]. Famously, all eigenstates
of this model can be obtained exactly for arbitrary 6, as not only do the �� commute
with the dominant Ising terms of (1.12), but every term in the Hamiltonian commutes with

every other:

• the star operators �+ and plaque�e operators �� commute among themselves since
they are made up of commuting fI and fG operators, respectively;†

• the plaque�e operators are designed to leave each star operator invariant, hence
[�+, ��] = 0 for each vertex and plaque�e.

Accordingly, every�+ and �� also commutes with the Hamiltonian; that is, every eigen-
state of (1.13) can be labelled with an eigenvalue of all star and plaque�e operators. In

†�e only non-commuting terms in the u(1) Hamiltonian (1.7), which make a similar treatment impos-
sible, are the plaque�e terms among themselves, as some contain f− and f+ for the same link.
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a system with = vertices and periodic boundary conditions, each �+ = ±1, �� = ±1
eigenvalue sets a condition to be satis�ed by the eigenstate. However, as

∏
+
�+ =

∏
8

(
fI8

)2 = +1;
∏
�

�� =
∏
8

(
fG8

)2 = +1, (1.14)

two of these constraints is redundant; the remaining 2= − 2 independent conditions de-
�ne 22=−2 sectors of degenerate eigenstates. As the Hilbert space of the system is 22=-
dimensional (a total of 2= spins live on its links), each of these sectors contains four
states, distinguished by global properties that cannot be picked up by local measure-
ments. Before discussing the signi�cance of these topological degeneracies, it is instruc-
tive to describe the spectrum in terms of elementary excitations.

In the ground state of (1.13) with 6 > 0, �+ = �� = +1 for all vertices and plaque�es;
excited states can be described in terms of quasiparticles that appear on vertices with
�+ = −1 and plaque�es with �� = −1, each carrying energy 2 and 26. �e �rst are the
Z2 spinons from the classical limit, also called e particles; the plaque�e excitations are
called visons or m particles. Due to (1.14), both species can only appear in pairs; that is,
they are fractionalised. Spinons can be created on top of the ground state by acting with
fG on some link: this leaves the �� unchanged, but �ips �+ on the two ends of the same
link, introducing a pair of spinons; applying further fG operators separate them at no
extra cost [Fig. 1.3(a)]. Likewise, visons on adjacent plaque�es can be created and sep-
arated using fI operators [Fig. 1.3(b)]. Since fG operators commute among themselves,
taking one spinon around another does not change the wave function, that is, they are
bosons, and so are visons by the same argument. However, taking a spinon around a
vison �ips the sign of the wave function: ∏

fG around a loop is equal to the product of
the �� enclosed by it, which is −1 if one of these plaque�es hosts a vison [Fig. 1.3(c)].
Spinons and visons are, therefore, said to have mutual semionic statistics: an interesting
consequence of this is that a bound state of a spinon and a vison (two bosons), called the
Y particle, is a fermion!†

Now, consider creating a pair of spinons in an eigenstate, carrying one around a loop
that winds around the periodic boundary conditions, and recombining them: clearly,
doing so does not change any of the state labels {�+, ��}, but as ∏

fG around this loop
is not a combination of the �+ and ��, the �nal state is generally di�erent from the

†�e situation is altogether similar to the physics of superconductors, where the condensation of
Cooper pairs breaks electric charge conservation [a u(1) symmetry] down to a Z2 parity symmetry [22].
�is leads to the expulsion of the original u(1) gauge �eld (electromagnetism), except for vortices with �ux
ℎ/(24). �e gapped excitations of a superconductor are the same vortices and Boguliubov quasiparticles
with charge ±4: the vortices act as trivial 2c-�uxes for Cooper pairs, but as c-�uxes for the Boguliubov
quasiparticles, leading to semionic mutual statistics with the la�er.
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initial one. �ere are two independent loop operators of this type, one each for loops
winding around horizontal and vertical boundary conditions: since they commute with
one another and all star and plaque�e operators, they can be used to label the four
degenerate eigenstates in each {�+, ��} sector in a physically meaningful manner.†

�e fact that these four states are only distinguished by global observables (such as
the loop operators), but not local measurements like �+ or ��, is a hallmark of topolog-
ical order.

‡ In particular, Z2 topological order is characterised by global Z2 topological
invariants and a 23-fold topological ground-state degeneracy in3 dimensions. In 2d, it also
gives rise to a constant universal correction of − log 2 to the area law of entanglement
entropy [23–25].
Z2 gauge theories are appealing platforms for quantum computing on account of

their topological degeneracy [21]. Namely, the four degenerate ground states of (1.13)
can be used to represent two qubits: the exact degeneracy stops any dephasing between
qubit components and the quantum information is not perturbed by incoherent local
noise, since the ground states are indistinguishable to local operators. �e toric code
was in fact designed as an idealised Z2 gauge theory to demonstrate these properties [21].
Nevertheless, the lack of continuous gauge �elds amenable to coarse-graining in more
realistic theories [e.g., (1.12), or the dimer models of §3.1.3] still leads to short-range
correlations with some �nite correlation length b [18, 26]; accordingly, ground states in
di�erent topological sectors remain degenerate and indistinguishable to local probes up
to O(4−!/b ) di�erences, where ! is the linear system size.

†Similar loop operators involving fI spin components can be de�ned using visons. �ese, however,
anticommute with the fG loop operators, so acting with them �ips the eigenvalues of the same.

‡A form of topological order arises in u(1) gauge theories as well, since the �ux of ®4 across any
surface that spans the entire system can only be changed by loop updates that wind around the periodic
boundary conditions and intersect the same surface [15]. �e resulting topological sectors, however, can be
distinguished by local measurements, as the topological invariant gives rise to a background ®4-�eld, as
discussed in §3.1.2. �ere is no topological correction to entanglement entropy, either.
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1.2 Heisenberg antiferromagnets

To every thing there is a season, and a time to every

purpose under the heaven: a time to break down, and a

time to build up; a time to cast away stones, and a time

to gather stones together; a time to rend, and a time to

sew.

— from Ecclesiastes 3:1–8

�e perturbative construction in the previous section provides transparent access to
the topological orders and gauge theories that underpin qsl behaviour. Several paradig-
matic frustrated magnets (including the �1–�2 model discussed in chapter 4) are, however,
be�er described through isotropic Heisenberg interactions:

� =
∑
8 9

�8 9®B8 · ®B 9 , (1.15)

where the ®B8 are spin-1/2 angular momentum operators on la�ice sites.† Due to isotropy,
no component of the interaction can be designated as a dominant classical component,
undermining the construction above; doing so also breaks the su(2) spin-rotation symme-
try of the Hamiltonian explicitly, which should be preserved by the spin-liquid ground
state.

Historically, the �rst approach to describing spin liquids in Heisenberg antiferromag-
nets (and qsls in general) was Anderson’s resonating-valence-bond (rvb) ansatz [27–30],
in which nearby pairs of spins are combined into singlets: the rvb state arises as a super-
position of all possible singlet coverings. �e spin-liquid properties of rvb states, their
fractionalised excitations, and the quantum dimer models that capture their quantum
dynamics are discussed in detail in chapter 3.

An alternative route [29, 31] to capturing su(2)-symmetric spin liquids starts from the
observation that Heisenberg models can be obtained as the limit of the Fermi–Hubbard
model

� = −C
∑

〈8 9〉,f=↑,↓

(
2
†
8f
2
9f
+ 2†

9f
2
8f

)
+*

∑
8

=8↑=8↓ (1.16)

at half-�lling, as * → ∞. In this limit, the Hubbard interaction forces every site to
be singly occupied, so the hopping term only acts perturbatively, by exchanging two
electrons: owing to the su(2) symmetry of (1.16), the e�ective exchange interaction will

†In this section, we denote spin operators with B rather than f to avoid confusing with Pauli matrices
that feature prominently in su(2) parton constructions.
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take the Heisenberg form (1.15) with � = 4C2/* between nearest neighbours [32]. �e
spin operators are composed out of the electron operators 2 as (summation implied over
the Greek spin indices)

®B8 = 1
2
2
†
8U
®fUV28V, (1.17)

where ®f is the vector of Pauli matrices; it is straightforward to verify that these operators
satisfy angular momentum commutation relations.

We can now reverse this argument by replacing the spin operators in any spin model
with a pair of Abrikosov fermions, 2↑,↓, de�ned by (1.17). �is is a faithful representation
of the su(2) algebra as long as each site is occupied by precisely one fermion:

2
†
↑2↑ + 2

†
↓2↓ = 1; 2

†
↑2
†
↓ = 0; 2↑2↓ = 0; (1.18)

in general, however, the original spins are not borne out of a pair of electron orbitals,
so the Abrikosov fermions are �ctitious quasiparticles. Now, the Heisenberg Hamilto-
nian (1.15) is replaced by the interaction-only fermionic model

� =
∑
8 9

�8 9

(
1
2
2
†
8U
2
†
9V
2
9U
2
8V
− 1

4

)
. (1.19)

In the �rst approximation, such Hamiltonians can be treated in mean-�eld theory, by
performing an appropriate Hubbard–Stratonovich transformation on the four-fermion
terms of (1.19). To describe a spin liquid, we require that the mean-�eld amplitudes in this
decoupling be invariant under simultaneous su(2) rotations of all spins: this excludes,
among others, the Curie–Weiss approximation ®B8 · ®B 9 → 〈®B8〉 · ®B 9 + ®B8 · 〈®B 9 〉 − 〈®B8〉 · 〈®B 9 〉
used to describe ordered magnets. In general, there are two appropriate decoupling
channels [31, 33, 34],

�8 9

2
2
†
8U
2
†
9V
2
9U
2
8V
−→ − �8 9

2
〈
2
†
8U
2
9U

〉
︸       ︷︷       ︸

C∗
8 9

2
†
9V
2
8V
− �8 9

2
〈
2
†
9V
2
8V

〉
︸       ︷︷       ︸

C8 9

2
†
8U
2
9U
+ const.; (1.20a)

�8 9

2
2
†
8U
2
†
9V
2
9U
2
8V
−→ �8 9

2
〈
Y
UV
2
†
8U
2
†
9V

〉
︸           ︷︷           ︸

Δ8 9

Y
WX
2
9W
2
8X
+ �8 9

2
〈
Y
UV
2
9U
2
8V

〉
︸           ︷︷           ︸

Δ∗
8 9

Y
WX
2
†
8W
2
†
9X
+ const., (1.20b)

resulting in the mean-�eld Hamiltonian

�MF =
∑
8 9

(
−C
8 9
2
†
8U
2
9U
+ Δ∗8 9YUV2

†
8U
2
†
9V
+ H.c.

)
+

∑
8

λ
8
2
†
8U
2
8U

; (1.21)
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the last term is a Lagrange multiplier to ensure that each site has average occupancy 1.
�e elementary excitations of the quadratic fermion Hamiltonian (1.21) are Boguli-

ubov quasiparticles made out of 2 and 2† operators. �ese excitations are again fraction-
alised, for they carry spin-1/2 quantum numbers [this time, su(2) spin rather than BI

component], and the physical spin operators (1.17) create them in pairs. �ey are called
spinons in analogy with those discussed in §1.1; the name parton is also used as the
Abrikosov fermions are “parts” of the physical spin degrees of freedom. We note that
similar mean-�eld theories can also be constructed starting from the Schwinger-boson
representation

®B8 = 1
2
1
†
8U
®fUV18V

(
1
†
8U
1
8U
= 2(

)
(1.22)

of spin operators ®B of arbitrary su(2) quantum number ( ; indeed, the Heisenberg Hamil-
tonian (1.19) works out identically to the fermionic case. An advantage of the bosonic
formalism is that the mean-�eld theory becomes exact in the limit of large boson num-
bers (that is, large (), allowing a controlled approximation of the spin-1/2 limit through
a 1/( expansion.

Consider now a mean-�eld Hamiltonian (1.21) in which all Δ terms vanish: such a
Hamiltonian is invariant under rotating the phases of all 2 operators, 28f → 48 j28f [33].
�is symmetry can be promoted to a u(1) gauge symmetry by introducing the la�ice
vector potential �8 9 as the phase of the spinon hopping terms [35]:

�U(1) =
∑
8 9

(
C8 94

8�8 92
†
8U
2
9V
+ H.c.

)
+ �g, (1.23)

where �g only contains gauge-invariant combinations of the vector potential � and the
dual “electric” �eld �, cf. §1.1.2.† Equation (1.23) is invariant under the u(1) gauge trans-
formation

�8 9 → �8 9 + j8 − j 9 28U → 48 j828U 2
†
8U
→ 4−8 j82†

8U
;

spinons become (fermionic) ma�er minimally coupled to a compact u(1) gauge theory.
�e behaviour of such systems can be qualitatively di�erent from pure gauge theo-
ries [7]; in particular, spinon Fermi surfaces or Dirac fermions can stabilise a u(1) qsl
even in two dimensions.

In the presence of pairing terms Δ, the u(1) phase-rotation symmetry breaks down to

†Pure gauge contributions also arise from the ground-state energy of the �rst term of (1.23), which
clearly depends on �, but only in a gauge-invariant fashion.
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Figure 1.4. �e Gutzwiller projection. �e mean-�eld wave function |Ψ〉 is expanded in
the basis of fermion number eigenstates; then, all basis states with empty or
doubly occupied sites are removed and the rest is interpreted as BI basis states.
In practical algorithms, such as variational Monte Carlo, the projection can be
implemented by not sampling basis states that do not correspond to a BI basis
state [38]. Figure taken from Ref. 7.

the Z2 subgroup j = {0, c}; accordingly, spinons in such mean-�eld theories are coupled
to a Z2 gauge theory. Due to their fermionic statistics, these spinons are equivalent to the
Y particles of the toric code; bosonic spinons (4 particles) can be constructed analogously
from Schwinger-boson mean-�eld theories. In the Z2 gauge theory, however, one can
be transmuted into the other by binding a vison to it: this illustrates the commonly
observed equivalence of fermionic and bosonic parton approaches.

In general, qsl mean-�eld Hamiltonians on a given la�ice can exhibit a variety of
symmetry properties and emergent gauge theories. �ese can be classi�ed using pro-

jective symmetry group analysis [36, 37], which supplants Landau theory for qsl phases
that cannot be characterised in terms of broken symmetries. �e classi�cation imposes
symmetry constraints on the available mean-�eld Hamiltonian terms: this is impor-
tant in quantitative approaches and may constrain spinon dispersions qualitatively (e.g.,
through symmetry-protected gapless points).

Beyond the qualitative description of qsls in terms of spinons coupled to la�ice
gauge theories, parton mean-�eld theories can be used quantitatively in several ways:

• Equation (1.21) can be solved self-consistently, by enforcing the de�nition (1.20) of C
and Δ, and se�ing λ on each site so as to ensure 〈2†U2U〉 = 1. �is is an uncontrolled
approximation due to the mean-�eld decoupling of (1.19) and the relaxation of the
hard constraint (1.18) on fermion numbers; it can be made more rigorous in the
bosonic case using a 1/( expansion.

• Following Gutzwiller’s construction [39] of variational ansätze for the Hubbard
model (1.16), one can take the ground-state wave function of the noninteracting
Hamiltionian (1.21), and project out all number basis states that are inconsistent
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with (1.18), see Fig. 1.4. �e construction of the Heisenberg model as the limit of
Hubbard models implies that such Gutzwiller-projected mean-�eld wave functions

capture qualitative features of the true ground state accurately, providing a power-
ful ansatz for variational approaches [29, 31]. �e coe�cients C,Δ, λ of the Hamil-
tonian are not found self-consistently, but are treated as variational parameters to
minimise the energy of the variational state [38].

• �e Hubbard–Stratonovich decoupling (1.21) is exactly equivalent to (1.19) provided
C , Δ, and the Lagrange multipliers λ are treated as dynamical quantum �elds. Start-
ing from the mean-�eld values, perturbative techniques (such as the functional
renormalisation group) allow these �uctuations to be absorbed in the 2 operators,
resulting in exact quasiparticles whose spectrum is captured quantitatively by a
renormalised quadratic Hamiltonian.

1.3 Rare-earth pyro�lores

A complicated structure? Undoubtedly. But a�er all,

the cathedral of Milan is complicated too, and you still

look at it with awe.

— Kató Lomb

In this section, I discuss materials of the empirical formula �2�2O7, where � is a 3+
rare-earth cation and � is a 4+ cation of transition metals or iv.b elements: this class in-
cludes a great variety of experimentally and theoretically important frustrated magnets,
including classical and quantum spin ice (chapter 2) and Ho2Ir2O7 (chapter 5). �is is
because �2�2O7 crystallises in the pyrochlore la�ice for a wide range of elements � and
� (Fig. 1.5). �is la�ice belongs to the space group �33< in the fcc crystal system; each
cubic unit cell contains eight formula units. �e � and � metal ions live on the vertices
of two interpenetrating networks of corner-sharing tetrahedra [Fig. 1.6(a)], which can
be decomposed into four fcc subla�ices each. �ese networks (also commonly called
pyrochlore la�ices) can be constructed as the link midpoints of two diamond la�ices,
shi�ed from one another by 1

2 〈100〉 [Fig. 1.6(b)]. Eight oxygen atoms per unit cell (la-
belled O’) live in the centres of � atom tetrahedra; the remaining 48 atoms (labelled O)
occupy a set of 485 Wycko� positions. � and � ions have cubic and octahedral oxygen
coordination, respectively [Fig 1.6(d,e)]; due to the low symmetry of the 485 sites [40],
the coordination polyhedra are distorted and can be continuously deformed by (chemi-
cal) pressure.
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Figure 1.5. Summary of all known pyrochlores of cation valences 3+ and 4+.
Le�: Elements that appear in pyrochlores with valence 3+ (red) or 4+ (blue),
shown in the periodic table. Bo�om le� corner: intercalated structure of �
and � site cations.
Right: Table of stable rare-earth pyrochlores. Species inside the dashed lines
are prepared under applied pressure; those outside are stable at ambient
pressure.
Figures taken from Ref. 41.

La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu
0 5/2 4 9/2 4 5/2 0 7/2 6 15/2 8 15/2 6 7/2 0

Table 1.1. Total angular momentum � of 3+ rare-earth cations [44].

�e pyrochlore la�ice can also be constructed by stacking alternating kagome and tri-
angular layers along a 〈111〉 direction. �is shows that shortest nontrivial loops around
which ring-exchange interactions are possible are the hexagonal plaque�es of the kago-
me layers. � ions are located in the centres of such plaque�es formed out of � ions and
vice versa [Fig. 1.6(c)]: this duality between pyrochlore la�ices will be important both
for quantum spin ice (chapter 2) and pyrochlore iridates (chapter 5).

�e net angular momentum of 3+ rare-earth ions reaches quite substantial values
(Table 1.1); the corresponding large spin degeneracy is, however, li�ed by crystal electric
�eld (cef) e�ects due to their oxygen environment. �e ground state of the single-ion
cef Hamiltonian is usually a doublet [45–47]: for Kramers (half-integer spin) ions, it is
protected by time-reversal symmetry [48, 49]; for non-Kramers (integer spin) ions, it is
due to la�ice symmetry, and so it can be li�ed by disorder or other la�ice distortions. �is
doublet is typically separated from higher cef states by a gap on the order of hundreds
of kelvins [45–47], much greater than the energy scale of superexchange interactions
between the rare-earth moments (usually a few kelvins); as a result, low-temperature
physics is captured accurately by the ground-state doublet only, allowing for e�ective
spin-1/2 descriptions.

�e properties of the ground-state doublet are determined by cef e�ects, which in
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(a)

(b)

(d)
(e)

(c)

Figure 1.6. �e pyrochlore crystal structure.
(a)�e�3+ and �4+ metal ions sit on the sites of intercalated pyrochlore la�ices
(shades of blue and red, respectively), shi�ed from one another by 1

2 〈100〉.
Each la�ice is made up of corner-sharing tetrahedra, the vertices of which
host the ions. �e centres of these tetrahedra form two diamond la�ices (b);
the pyrochlore sites are the link midpoints of the la�er. �e diamond la�ice is
bipartite (di�erent shades of blue and red); the two subla�ices correspond to
translation-inequivalent “up” and “down” tetrahedra of the pyrochlore la�ices.
(c) �e shortest nontrivial loops of a pyrochlore la�ice (red) are (regular)
hexagonal plaque�es that lie in {111} planes (yellow). �e midpoints of these
plaque�es (blue) form another, dual pyrochlore la�ice; the dual of this la�ice
is, in turn, the original one. �e pyrochlore la�ices formed by � and � ions
are the duals of one another.
(d) Oxygen coordination polyhedra of �3+ ions. Each ion is surrounded by
two O’ ions in the centres of the tetrahedra it belongs to and six O ions at
485 Wycko� positions, whose positions depend on a single parameter G [40].
�ese eight ions form a distorted cube (perfect cube for G = 3/8) around each
� ion; the cubes around neighbouring ions share an edge, which meet on a
single O’ ion for all four� ions on a tetrahedron. Figure based on the structure
of Dy2Ti2O7 (G = 0.3214 [42]); oxygens not shown to reduce clu�er.
(e) Oxygen coordination polyhedra of �4+ ions. Each ion is surrounded by six
O ions that form a distorted octahedron (perfect octahedron for G = 5/16); the
octahedra around neighbouring � ions share a single oxygen ion.
Figures created using vesta 3 [43].
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turn depend strongly on the exact oxygen geometry around the rare-earth ions. Like-
wise, magnetic interactions between the same moments is dominated by superexchange,
whose intensity is very sensitive to the position of oxygen ions, as well as the structure
of the rare-earth f-orbitals. As a result, subtle changes in chemical pressure allow rare-
earth pyrochlores to realise a wide variety of e�ective spin-1/2 Hamiltonians between
easy-axis, easy-plane, and Heisenberg-type spins [50, 51], making them a popular experi-
mental platform for realising frustrated magnetic phases. In the rest of this section, I shall
focus on spin ice [52, 53], an archetypal frustrated Ising model realised most cleanly by
the pyrochlore titanates Dy2Ti2O7 and Ho2Ti2O7: beyond their signi�cance as the best
established experimental examples of spin-liquid physics, our excellent theoretical un-
derstanding of spin ice serves as the basis of discussing other pyrochlore systems. Later
in this dissertation, I shall return to quantum spin ice (chapter 2), as well as pyrochlore
iridates (chapter 5) in which the magnetism of Ir4+ ions introduces qualitative changes
in behaviour compared to spin ices with a non-magnetic � site.

1.3.1 Nearest-neighbour spin ice

In §1.1, extensive ground-state entropy was identi�ed as a hallmark of classical spin-
liquid phases. �e �rst system where such residual entropy was observed was, however,
not a spin system but water ice, in which thermodynamic measurements in the 1930s [54,
55] indicated substantial entropy remaining down to the lowest temperatures. �is can
be understood in terms of the crystal structure of ice: oxygen atoms form a regular
la�ice† with fourfold coordination; hydrogen atoms live along the links of this la�ice,
bound to one oxygen atom by a hydrogen bond, and covalently to the other. Due to the
di�erence in strength between these bonds, the hydrogen sits closer to the covalently
bound oxygen: there are two equilibrium hydrogen positions on each O–O link, one
closer to each end, and four near each oxygen atom. �e arrangement of hydrogen
atoms on these sites is constrained by the Bernal–Fowler ice rules [56]:

(i) each O–O link hosts precisely one hydrogen atom;

(ii) each oxygen atom has two covalent and two hydrogen O–H bonds.

Due to rule (i), each O–O link is characterised by which of the two equilibrium positions
is occupied by a hydrogen atom: we can represent this information with arrows on the
links that point towards the covalently bound oxygen. Now, rule (ii) requires that two

†In the metastable Ic phase, the oxygen atoms sit on diamond la�ice sites; in the more common Ih
phase, they form a hexagonal la�ice that can be derived from the diamond la�ice by changing the stacking
of its {111} layers, similar to the di�erence between hcp and ccp packing.
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of these arrows point towards, and away from, each oxygen atom: this is exactly the
2i2o constraint that de�nes six-vertex models (§1.1.1); in fact, the �rst such model was
proposed by Pauling [10] to obtain the estimate (1.2) of the residual entropy of ice.

As seen in §1.1.1, the same six-vertex model is captured by the ground-state manifold
of the antiferromagnetic Ising model

� = �
∑
〈8 9〉

f8f 9 =
�

2
∑
C

(∑
8∈C

f8

)2
+ const.; (1.24)

due to the coordination of ice, the link midpoints 8 around each vertex form tetrahe-
dra, labelled by C ; the antiferromagnetic interactions are now really between nearest-
neighbour spins. �is Hamiltonian was �rst wri�en down for the pyrochlore la�ice† by
Anderson [57] to discuss the structural disorder of inverse spinel materials.

As an actual spin model, Eq. (1.24) is unrealistic, as there is no single Ising axis that
would be consistent with the cubic symmetry of the pyrochlore la�ice. However, the
〈111〉 direction of the diamond-la�ice link each rare-earth atom sits on is unique under
the same symmetries, marking it out as a candidate (subla�ice-dependent) Ising axis;
from now on, the Ising variables f and the I direction shall refer to these local 〈111〉
axes. Indeed, it was discovered that the cef ground-state doublets of Ho2Ti2O7 [45, 58]
and Dy2Ti2O7 [46] have very strong easy-axis anisotropy along these directions: they are
predominantly made up of the maximally I-polarised states < � = ±8 and < � = ±15/2,
respectively, so the 6-tensor that couples the e�ective spin-1/2 operators to external
magnetic �elds has a 6II component around 20, orders of magnitude greater than the
transverse components.‡ �at is, the angular momentum operator ®�8 can e�ectively be
replaced by <max

�
f8Î8 , where <max

�
= 8 for Ho, and 15/2 for Dy (Table 1.1), the f8 are

Ising variables, and Î8 is a unit vector along the local 〈111〉 axis. Owing to the analogy
with Pauling’s ice model, such systems are called spin ices [58]; as expected, they exhibit
a residual entropy consistent with that of ice [59].

Projecting any nearest-neighbour interaction onto this ground-state doublet will
yield an Ising model of the form (1.24); however, the fact that local 〈111〉 axes of neigh-
bouring sites make a 109.5◦ angle with one another leads to a counterintuitive relation-
ship between the original interactions and the projected Ising model. For example, the
projection of a Heisenberg coupling, � ®f8 · ®f 9 is −�f8f 9/3: to end up with an antiferromag-
netic Ising model (1.24), one has to start with ferromagnetic interactions, which re�ects in

†Since the pyrochlore la�ice consists of the links of a diamond la�ice [Fig. 1.6(b)], the spin-ice Hamil-
tonian (1.24) also captures the structural disorder of ice Ic exactly.

‡Due to the threefold rotation symmetry of the oxygen coordination around the local 〈111〉 axis, the
only allowed anisotropy of such a 6 tensor is 6II being di�erent from 6GG = 6~~ .
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a positive Curie–Weiss temperature, unusual for a frustrated magnet [58]. Indeed, 2i2o
con�gurations maximise the net magnetic moment of each tetrahedron (4`/√3 along
one of the 〈100〉 axes). By contrast, antiferromagnetic interactions generate a ferromag-
netic Ising model with � < 0 in (1.24): all f are equal in the ground state of this Hamilto-
nian, which translates to all spins pointing from “down” to “up” tetrahedra or vice versa;
as expected for an antiferromagnet, these all-in-all-out (aiao) ordered states have no net
magnetic moment on any tetrahedron.

Pin� points

Since (1.24) is identical to the classical six-vertex model of §1.1.1 on the diamond
la�ice, its key features are the same too; furthermore, the vector mapping (Fig. 1.1) of
the Ising degrees of freedom is particularly natural, as the physical spins ®� are actu-
ally parallel to the diamond-la�ice links they are on. In particular, spin ice has an ex-
tensive ground-state degeneracy of 2i2o states, with a low-temperature entropy given
by (1.2). Spin–spin correlations within this ground-state sector can be extracted from
the 3d Coulomb phase partition function (1.5): in particular, the correlators of the coarse-
grained �ux �eld ®� are given by [12]

〈
�` (®0)�a (®A )

〉
=

4c
^

[
X (®A ) + 1

A 3

(
X`a −

3A`Aa
A 2

)]
, (1.25)

similar to the functional form of dipolar interactions, decaying algebraically at long dis-
tances. In practice, it is easier to deal with reciprocal space correlators: Fourier trans-
forming (1.25) gives 〈

�` (−®:)�a (®:)
〉
=

1
^

(
X`a −

:`:a

:2

)
(1.26)

in the long-wavelength limit (i.e., : � 0−1
0 ). Importantly, the correlator only depends on

the direction of ®: but not on its magnitude: this results in a (non-divergent) singularity
at the Γ point, which is a hallmark of a long-range correlated critical state.

Experiments are generally not able to measure the full correlation tensor (1.26), but
only a projection of it selected by the physics of the probe itself. �e singularity of (1.26)
at the Γ point translates into singular features in the measured correlators. For example,
the correlations of fI near the (002) reciprocal la�ice vector are given by [12, 60]

〈
f
[(002) + ®:] f [(002̄) − ®:]〉 ∝ :2

G + :2
~

:2 , (1.27)

which shows up as a bow-tie like feature in an intensity plot [61]: these, commonly
called pinch points, are the most important experimental signature of spin ices (§1.3.3).
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(a) (b)

(c) (d)

(e)

Figure 1.7. Fractionalisation in spin ice and the dumbbell model.
(a) Both tetrahedra satisfy the 2i2o ice rules.
(b) By �ipping one spin, one tetrahedron gets three incoming, the other three
outgoing spins, hence developing a “positive” and “negative” spinon.
(c) �e spins are replaced with dumbbells of a positive and a negative mag-
netic monopole, located at the sites of the diamond la�ice. �is introduces
quadrupolar corrections which can be ignored safely.
(d) As a result, spinons develop an e�ective magnetic charge ±2`/0d.
(e) Spinons interact via an entropic (in nearest-neighbour spin ice) or an en-
ergetic (in dipolar spin ice) Coulomb force; they are not con�ned. �ey do
not satisfy Dirac quantisation, but the choice of the Dirac string (white) is not
unique and has li�le physical importance.
Figure taken from Ref. 62.

Spinons

Being a the six-vertex model, the elementary excitations of spin ice are fraction-
alised spinons, that is, 3i1o and 1i3o tetrahedra,† created in pairs (Fig. 1.7). As discussed
in §1.1.1, they are positive and negative charges in the 3d Coulomb phase (1.5); accord-
ingly, they interact through a 1/' entropic Coulomb interaction.

Creating spinons has a �nite energy cost Δ = �/2 (on the order of a few kelvins
in Dy2Ti2O7 and Ho2Ti2O7); accordingly, their density depends on temperature as d ∝
4−Δ/) . �ese thermally activated spinons can be treated as a 3d Coulomb gas of inter-
acting charged particles: such gases are always in the Debye plasma phase [63], where
their Coulomb interactions are screened by the surrounding charges over the Debye
length b ∝ √d [64], leading to spinon–spinon correlations of the form

〈@(0)@(®A )〉 ∼ 4
−A/b

A
=⇒ 〈@(−:)@(:)〉 ∼ 1

1 + b2:2 , (1.28)

cf. Appendix a.3.1.
†In the context of water ice, these defects correspond to H3O+ and OH− ions.
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�e origin of the dipolar correlations (1.26) and the corresponding pinch points in
spinon-free spin ice is the divergence-free constraint ∇ · ®� = 0, which is violated by
the spinons. It follows that the originally long-range algebraic spin correlations become
suppressed beyond the correlation length b of the Debye plasma, causing pinch points
to broaden at wave vectors : . b−1: along directions of hitherto vanishing correlation
functions, Lorentzian contributions of the form (1.28) appear. Measuring the broadening
of pinch points therefore a sensitive probe of the presence of spinons [65–67].

1.3.2 Dipolar spin ice

�e discussion of nearest-neighbour spin ice above captures the most important fea-
tures of Dy2Ti2O7 and Ho2Ti2O7, except for the substantial< � angular momentum com-
ponents associated with the Ising variables f . �ese give rise to e�ective magnetic mo-
ments `re ≈ 10`B on each rare-earth ion [45, 46, 68, 69] that point along the local 〈111〉
axes; due to the highly anisotropic 6 factor, magnetism normal to this direction is neg-
ligible. �e magnetic �elds of these large moments interact directly with one another,
giving rise to long-range dipolar interactions comparable in strength to the short-range
exchange interactions. �ese interactions are captured by the Hamiltonian [68]

� =
�

3
∑
〈8 9〉

f8f 9 + �ℓ3 ∑
8< 9

f8f 9

[
4̂8 · 4̂ 9
A 3
8 9

− 3(4̂8 · ®A8 9 ) (4̂ 9 · ®A8 9 )
A 5
8 9

]
, (1.29)

where � is the strength of nearest-neighbour interactions, scaled by 1/3 to account for
the angles between local 〈111〉 axes; � = `0`

2
re/(4cℓ3) is the energy scale of dipolar in-

teractions,† normalised by the nearest-neighbour distance ℓ = 00/
√

8 of pyrochlore sites;
®A8 9 is the vector pointing from spin 8 to spin 9 ; 4̂8, 9 are unit vectors along the local 〈111〉
directions on the same spins such that f4̂ is parallel to their magnetic moments; the
expression in square brackets is the space dependence of dipolar interactions [cf. (1.25)].
In Dy2Ti2O7 and Ho2Ti2O7, `re ≈ 10`B and 00 ≈ 10 å, giving � ≈ 1.4 k, similar to the
exchange couplings � = −3.72 k in Dy2Ti2O7 [68] and � = −1.56 k in Ho2Ti2O7 [61]. No-
tably, the la�er are antiferromagnetic and would lead to aiao antiferromagnetic ordering
on their own, requiring dipolar interactions to stabilise the spin-ice phase.

�e most remarkable feature of this dipolar spin-ice model is that spinons become
sources of the physical magnetic �eld, that is, emergent magnetic monopoles [62]. �is is
so because each vector of the la�ice vector �eld introduced for the six-vertex model is
now associated with a physical magnetic moment, which means that the coarse-grained

†�e Ising variables f are usually taken to be ±1 rather than ±1/2 in the spin-ice literature.
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®� �eld is proportional to the local magnetisation of the material, the sources of which
indeed double as sources of magnetic �eld.

A more microscopic and quantitative argument can be obtained from the dumbbell

model [62]. �e construction starts by replacing the magnetic moment of each atom
with a pair of magnetic monopoles of magnitude ±@0/2, si�ing on the centres of the two
tetrahedra the spin belongs to (these are 0d =

√300/4 apart), such that their net dipole
moment, @00d/2, equals the rare-earth magnetic moment [Fig. 1.7(c,d)]. �e two con�g-
urations only di�er in quadrupole and higher moments, the magnetic �elds of which
decay as 1/'4 or faster, which makes them negligible beyond nearest-neighbour spins.†

Now, in the centres of 2i2o tetrahedra, the monopoles from the four “dumbbells” cancel
out [Fig. 1.7(c)]; on spinons (i.e., 3i1o and 1i3o tetrahedra), however, they sum to ±@0

[Fig. 1.7(d)]. �at is, the magnetic �eld pa�erns of dipolar spin ice beyond atomic length
scales are described accurately by magnetic monopoles of charge @0, with Coulombic
1/'2 magnetic �elds, associated with spinon sites. Accordingly, they exhibit an energetic

Coulomb interaction, mediated by the same magnetic �elds:

+ (A8 9 ) =


`0

4c
@8@ 9

A8 9
8 ≠ 9

+0@
2
8 /2 8 = 9 ;

+0@
2
0 =

4�
3
+ 16

3

[
1 +

√
2
3

]
� ; (1.30)

the spinon chemical potential+0 is chosen so as to recover the exact interaction between
nearest-neighbour spins [62].

In Dy2Ti2O7 and Ho2Ti2O7, the magnitude of the emergent monopoles, @0 = 2`re/0d,
is about 8000 times smaller [62] than the vacuum monopole strength predicted by Dirac
quantisation [74], ℎ/(`04). �is means that each pair of positive and negative monopoles
are connected by a “Dirac string” [Fig. 1.7(e)] made up of the dumbbells �ipped while
separating them, which carries �ux `0@0 to compensate for the magnetic �eld emanat-
ing from the monopoles. In principle, these Dirac strings are observable; the massively
degenerate 2i2o ground-state manifold, however, makes them energetically irrelevant
and their choice ambiguous.

At temperatures well below the spinon chemical potential +0@
2
0, monopole density

is negligible, restricting spin con�gurations to the 2i2o manifold: the la�er is no longer
exactly degenerate due to quadrupolar magnetic interactions, but this is irrelevant at all
but the lowest temperatures [75]. As a result, dipolar spin ice shows the same long-range
dipolar correlations (1.25, 1.26) and pinch points (1.27) as the nearest-neighbour model.
Spinons introduced at higher temperatures reduce the contrast of these pinch points

†At the lowest temperatures, these e�ects would order dipolar spin ice in a particular 2i2o state [70];
in practice, however, its dynamics becomes glassy before this transition could occur [71–73].
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Figure 1.8. Pinch points in classical spin ice.
(a,b)Monte-Carlo simulations of nearest-neighbour spin ice (1.24) at ) = 0 (a)
and at ) = �/3 (b). �e zero-temperature 2i2o rule results in long-range
correlations, manifest in sharp pinch points; at �nite temperature, a thermal
plasma of spinons introduces a �nite correlation length, broadening the pinch
points.
(c) Spin-�ip neutron-sca�ering intensity in Ho2Ti2O7. �e pinch points are
well visible; by measuring their blurring accurately, the density of spinons
can be inferred. Figure (c) taken from Ref. 66.

too; however, the singularity is not blurred completely, only reduced in intensity [76].
To understand why this is so, consider a high-temperature expansion of the Boltzmann
factors 4−V� [2] : to lowest order, the correlations between spins are 〈f8f 9 〉 = −�8 9/) ,
where �8 9 is the coe�cient of f8f 9 in the Hamiltonian [75]. Since the dipolar spin-ice
Hamiltonian (1.29) contains long-range interactions, spin correlations even at the highest
temperatures retain a dipolar component that gives rise to identical-looking pinch points,
merely suppressed in intensity as 1/) .

1.3.3 Experimental approa�es

�e best-known signatures of spin-ice physics are pinch points due to long-range
dipolar spin correlations. �ese can readily be measured using neutron-sca�ering ex-
periments, on account of the coupling between the magnetic moments of the rare-earth
ions and the neutrons. Such experiments are usually performed in the geometry �rst
used in Ref. 61: the neutrons are polarised along the [11̄0] direction and the momentum
transfer is normal to the same, so it can be wri�en as ®@ = (ℎℎ:). In this geometry, the
spin-�ip channel [which probes the component of the tensor correlator (1.26) normal
to both ®@ and the polarisation axis] exhibits pinch points at several reciprocal la�ice
vectors [61] (Fig. 1.8). At �nite temperatures, these pinch points broaden due to the
presence of spinons that break the 2i2o rule that underpin long-range correlations in
the ground state [63, 66, 76]. Applying Debye–Hückel theory to the sparse, Coulomb in-
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teracting plasma of spinons shows that this broadening is Lorentzian with a coherence
length b ∝ √d [63]. Such blurring has been observed experimentally [Fig. 1.8(c)], and
the inferred monopole density was found to have the expected Arrhenius temperature
dependence [66].

Beyond correlation functions, the creation of gapped quasiparticle excitations is as-
sociated with a broad Scho�ky peak in the heat capacity: the integrated entropy change
is consistent with the di�erence between the Pauling estimate (1.2) and the entropy of
an in�nite-temperature paramagnet, #:B log 2 [13, 59]. Furthermore, magnetic �elds �
along a 〈111〉 direction act as a staggered chemical potential for monopoles, giving rise
to a liquid–gas type phase transition in (�,) ) space [62, 77]. �e recombination dy-
namics of spinons is also a�ected by their magnetic Coulomb interactions: the resulting
changes in magnetic �eld �uctuations can be measured using muon spin rotation [78],
allowing the monopole charge @0 to be measured directly.

It has recently been proposed to observe the monopolar magnetic �elds of spinons
directly, by measuring the magnetic �ux across a superconducting quantum interfer-
ence device (sqid) wrapped around a sample of spin ice [79–81]. A single monopole
traversing the sqid coil changes the net �ux across the same by `0@0, which can be
measured using modern devices; similar methods have been used to search for Dirac-
quantised magnetic monopoles in vacuum [82]. In spin ice, however, the density and
recombination frequency of monopoles is too high to resolve them individually in this
geometry: nevertheless, features in the noise spectrum consistent with both monopoles
and the topological constraints that arise from the Dirac strings connecting them can be
observed, providing a direct measurement of monopole dynamics [80]. Other geometries
and experimental techniques, potentially able to resolve individual monopoles, have also
been proposed [79].



2
Seeing beyond the light: Semiclassical

simulations of quantum spin ice

Understanding the nature and behaviour of excitations is of great importance

for defining, characterising, and classifying quantum spin liquids and topologi-

cal phases in general. It has also proven crucial for experimental detection and

characterisation of candidate materials [83]. Current theoretical and numerical

techniques, however, have limited capabilities, especially when it comes to studying

gapped excitations. Here, we propose a semiclassical numerical method to study

systems whose spin-liquid behaviour is underpinned by perturbative ring-exchange

Hamiltonians. Our method can readily access both thermodynamic and spectral

properties. We focus in particular on quantum spin ice and its photon and vison

excitations. A�er benchmarking the method against existing results on photons, we

use it to characterise visons and their thermodynamic behaviour, which remained

hitherto largely unexplored. We find that visons, in contrast to spinons in classical

spin ice, form a weak electrolyte: vison pairs are the dominant population at low

temperatures. This is reflected in the behaviour of thermodynamic quantities, such

as pinch point motifs in the relevant correlators. Visons also hybridise strongly

with the photon background, a�ecting how the former may show up in inelastic

response measurements. Our results demonstrate that the method, and general-

isations thereof, can substantially help our understanding of quasiparticles and

their interplay in quantum spin ice and other quantum spin liquids, quantum dimer

models, and la�ice gauge theories in general.

29
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2.1 �antum spin ice (qsi)

All things pass and naught abides; you cannot step twice

into the same stream.

— Heraclitus, as quoted in Plato’s Cratylus

�e classical spin-ice Hamiltonians (1.24, 1.29) are Ising models: all spin operators
that make them up commute, and so they exhibit no quantum dynamics. Coupling be-
tween other spin components is, however, possible: the most general nearest-neighbour
exchange Hamiltonian allowed by the symmetry of the pyrochlore la�ice is of the form

� =
∑
〈8 9〉

{
�IIf

I
8 f

I
9 − �±(f+8 f−9 + f−8 f+9 ) + �±±(W8 9f+8 f+9 + W∗8 9f−8 f−9 )

+ �I±
[
fI8 (Z8 9f+9 + Z ∗8 9f−9 ) + 8 ↔ 9

] }
, (2.1)

where fI is the component of each spin pointing along its local 〈111〉 direction, the � are
real parameters, and W8 9 and Z8 9 are unimodular complex numbers that depend on which
fcc subla�ices of the pyrochlore la�ice the spins 8 and 9 belong to [50, 84]; nearest-
neighbour classical spin ice is described by the �rst term only. �e other three terms
become relevant in pyrochlores where the overall spin of the rare-earth ion is relatively
small, and the 6-tensor of the low-energy e�ective doublet is not dominated strongly
by the Ising component: Pr3+, Nd3+, Er3+, and Yb3+ moments typically �t this descrip-
tion [50]. Both factors favour relatively small magnetic moments in the ground-state
doublet, which makes long-range dipolar interactions and further-neighbour exchange
interactions negligible; that is, the nearest-neighbour Hamiltonian (2.1) is expected to
give a good account of all pyrochlores with signi�cant quantum dynamics.

�e only systematic approach to study the entire phase diagram of (2.1) to date is
gauge mean-�eld theory (gmft) [85–87], which is based on the understanding that the
elementary excitations of classical spin ice are fractionalised spinons. In the presence
of non-Ising terms, these spinons become dynamical, as f± spin operators create a pair
of oppositely charged spinons on two neighbouring tetrahedra, or move them from one
to the other. Gmft separates these operators into a residual spin operator and explicit
spinon-creation and annihilation operators that live on the tetrahedra, giving rise to an
interacting spin–spinon Hamiltonian: using a self-consistent mean-�eld approximation,
this Hamiltonian can be separated into a tight-binding spinon Hamiltonian coupled to
static spins. Now, approximate ground states can be obtained by minising the energy
of such a mean-�eld state. �e resulting phase diagrams are shown in Fig. 2.1: they
exhibit a variety of spin-liquid, spin-nematic, and unconventional ordered phases. Since
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Figure 2.1. Phase diagram of the pyrochlore spin-1/2 Hamiltonian (2.1) obtained from
gaugemean-�eld theory [50, 85–87]. �e quantum-spin-ice (qsi) phase appears
for small values of �± and �±±, but is almost immediately destroyed by �I±
interactions. It is surrounded by an exotic Coulomb ferromagnet (cfm) and
ordered dipolar (fm, afm) and quadrupolar (fq, afq) phases. Figure taken
from Ref. 50.

these phases are all derived from classical spin ice, and their signatures are o�en di�cult
to distinguish experimentally [88], it is common to refer to all phases in these phase
diagrams without conventional magnetic order as quantum spin ice.

Out of these phases, I shall focus on a particular quantum spin liquid (green in
Fig. 2.1), brought about by small transverse interactions on top of the dominant Ising
terms. �is phase, called quantum spin ice (qsi) in the stricter sense, is stable in the
presence of �nite �± and �±± interactions, but is destroyed by small �I± couplings. For
simplicity, I shall focus on �± couplings only, resulting in the xxz Hamiltonian [15]

� =
∑
〈8 9〉

[
�If

I
8 f

I
9 − �⊥(fG8 fG9 + f~8 f

~

9
)
]
=

∑
〈8 9〉

[
�If

I
8 f

I
9 −

�⊥
2
(f+8 f−9 + f−8 f+9 )

]
. (2.2)

If �I > 0 and |�⊥ | � �I , transverse terms can be included as a perturbation acting within
the ground-state manifold of the csi de�ned by the Ising interactions. However, a single
pair of f+8 f

−
9 operators introduces a pair of spinons at next-nearest-neighbour tetrahe-

dra: therefore, they can only act at higher orders in perturbation theory, by �ipping
spins around a closed loop (cf. §1.1.2). �e shortest nontrivial loops are the hexagonal
plaque�es shown in Fig. 2.2 that can be �ipped in third order of perturbation theory; at
small �⊥, therefore, Eq. (2.2) is approximated well by the ring-exchange Hamiltonian

�ring = −6
2
∑
7

(
f+1f

−
2 f
+
3f
−
4 f
+
5f
−
6 + H.c.

)
, (2.3)

where 6 = 3� 3
⊥/� 2

I is the perturbative amplitude of �ipping the loop [15].
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Figure 2.2. �e pyrochlore la�ice consists of the bond midpoints of a diamond la�ice
(black); due to the coordination of the la�er, pyrochlore sites form corner-
sharing tetrahedra (blue). �e shortest closed loops of the pyrochlore la�ice
are regular hexagonal plaque�es whose centres (red dots) themselves form
a dual pyrochlore la�ice; the plaque�es of this la�ice (red hexagon) are in
turn centred on the original sites. In spin-ice models, Ising (csi) or Heisen-
berg (qsi) spins live on each pyrochlore site. In our semiclassical simulation,
the anisotropy of the Hamiltonian (2.3) results in mostly easy-plane spins
for which fI (the component along the 〈111〉 direction of the corresponding
diamond-la�ice link) is a small �uctuation. Figure taken from Ref. 2 and
created using vesta 3 [43].

2.1.1 Ring ex�ange to lattice gauge theory

By construction, the ring-exchange Hamiltonian (2.3) conserves the spinon charge
@ =

∑
8∈C fI8 of each tetrahedron C . As discussed in §1.1.2, this gives rise to u(1) gauge

invariance under the local transformations 48 j@ : indeed, nearest-neighbour classical spin
ice is equivalent to the six-vertex model, and the ring-exchange term is identical to (1.7)
apart from plaque�e size. Accordingly, (2.3) can be rewri�en exactly as a compact u(1)
la�ice gauge theory using the so�-spin representation fI → =, f± → 4±8q [15], where =
and q are canonically conjugate operators with half-integer and angular values, respec-
tively. Since the pyrochlore la�ice can be regarded as the set of links of the bipartite
diamond la�ice formed by the tetrahedra, la�ice electric �elds 4AA ′ and vector potentials
0AA ′ can be de�ned on these links as

4AA ′ =

{
+= if A ∈ �, A ′ ∈ �
−= if A ∈ �, A ′ ∈ �, 0AA ′ =

{
+q if A ∈ �, A ′ ∈ �
−q if A ∈ �, A ′ ∈ �, (2.4)
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where A and A ′ are diamond-la�ice sites [i.e., centres of tetrahedra, cf. Fig. 1.6(b)], and
� and � are the subla�ices of the diamond la�ice (that is, “up” and “down” tetrahedra).
In fact, as = ∼ fI is the spin projection along the corresponding 〈111〉 axis, 4AA ′ is the
component of ®f along the direction ®A ′− ®A (cf. Fig. 1.1). Now, following the steps of §1.1.2,
the Hamiltonian (2.3) is equivalent to

� =
*

2
∑
8

42
8 − 6

∑
7

cos curl0, (2.5)

where* →∞ to enforce the constraint = = ±1/2.
As mentioned in §1.1.2, this pathological limit can show decon�ned physics analo-

gous to that of continuum electrodynamics only by virtue of the frustrated half-integer
electric �elds 4 . To get a be�er handle on the physics, it is instructive to replace fI = 1/2
spins with dimers that join the centres of the two tetrahedra [15]: this maps fI con�gu-
rations on the pyrochlore la�ice to dimer coverings of the diamond la�ice of tetrahedra,
where each site belongs to two dimers; the ring-exchange Hamiltonian (2.3) takes the
symbolic form

�ring = −6
∑
7

(| 〉〈 | + | 〉〈 |) . (2.6)

�is dimer representation motivates introducing Rokhsar–Kivelson (rk) type potential
terms (§3.2) that count the number of �ippable plaque�es, leading to [19]

� =
∑
7

[ − 6 (| 〉〈 | + | 〉〈 |) + ` ( | 〉〈 | + | 〉〈 |) ] . (2.7)

At the rk point 6 = `, the ground state of (2.7) is an equal-amplitude superposition
of all fI basis states that obey the two-in-two-out rule [89]: this is manifestly a u(1)
quantum spin liquid (§3.2.1) and belongs to the same phase as any spin liquid that may
form in the qsi case, ` = 0. Indeed, this phase is expected to be stable for a �nite
range of ` . 6 (§3.2.1). Whether this includes ` = 0 cannot be determined from �eld-
theoretic arguments alone; however, e�cient quantum-Monte-Carlo (qmc) methods can
be used to obtain the ground state of (2.7) numerically, as it is not a�ected by the sign
problem (§4.1.3).† �ese studies [19] show that the u(1) liquid phase extends from the rk
point down to `/6 = −0.50(3), which includes the qsi Hamiltonian (2.6). �erefore, in
the perturbative limit |�⊥ | � �I , the ground state of the xxzmodel (2.2) is a quantum spin
liquid described by the decon�ned phase of the compact u(1) la�ice gauge theory (2.5).

�e stability of this phase against �nite �⊥ can again be studied numerically. For

†�is is manifest for 6 > 0; negative 6 introduces a 1 = c magnetic �ux on all plaque�es, which can be
removed by an appropriate sign rule [15].
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Figure 2.3. Phase diagram of the pyrochlore xxz model (2.2).
(a) Zero-temperature phase diagram obtained from cluster-variational calcula-
tions. �e qsi phase extends from �⊥ ≈ 0.104 �I [90, 91] to the Heisenberg point
�⊥ = −�I ; it is surrounded by xy antiferromagnetic (af⊥) and spin nematic
(qsn⊥) [88] phases. Ferromagnetic Ising interactions stabilise an all-in-all-out
(aiao) ordered phase.
(b) �ermal phase diagram of the xxz model in semiclassical approximation.
�e qsi phase is replaced by classical spin ice (si) between −�I < �⊥ < �I/3 at
low temperatures. �e critical end point �⊥ = −�I of the qsi phase extends
into a pseudo-Heisenberg spin-liquid phase (phaf) described by three u(1)
gauge theories [92, 93]. A similar quantum critical phase forms at the other
endpoint of the spin nematic phase (sl’). �e other phases largely correspond
to the quantum phase diagram.
Figure taken from Ref. 94.

positive �⊥, (2.2) has no sign problem, allowing it to be studied using qmc techniques
(cf. §4.1.3): these show a qsi phase extending up to �⊥ = 0.104 �I , where it gives way
to xy antiferromagnetic order [90, 91]. For �⊥ < 0, variational techniques [94] suggest
that the qsi phase terminates at the antiferromagnetic Heisenberg point �⊥ = −�I , which
appears to be a critical point between qsi and a spin-nematic phase (Fig. 2.3).

2.1.2 Excitations of the u(1) gauge theory

�e phenomenology of the decon�ned phase of the u(1) gauge theory (2.5) is broadly
similar to that of standard quantum electrodynamics. Small transverse �uctuations of
the emergent electric and magnetic �elds give rise to gapless photons; the spinons of
classical spin ice become gauge charges by construction, with long-range Coulomb in-
teractions mediated by the same photons. �e compactness of the la�ice gauge theory,
however, provides for a straightforward construction of magnetic monopoles that obey
Dirac quantisation [74] vis-à-vis spinons: we refer to these as visons.
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Photons

In the decon�ned phase of the u(1) gauge theory (2.5), the compactness of the vector
potential 0 (or, equivalently, the discreteness of the electric �eld 4) is irrelevant. Ac-
cordingly, the cosine term of (2.5) can be expanded to quadratic order around a given
minimum, yielding the Hamiltonian [15, 17, 95]

� =
*

2
∑
8

42
8 +

6

2
∑
7
12; (2.8)

where the magnetic �eld 1 is the la�ice curl of 0 (Appendix a.1). It is important to point
out that this expansion removes the frustration of the original compact theory: to remain
in the decon�ned phase,* has to be renormalised to a �nite value on the order of 6 [95].
Now, 4 and 1 can be coarse-grained into continuum electric and magnetic �elds ®� and ®�,
turning (2.8) into the standard Maxwell Hamiltonian (1.11). It follows that the excitation
spectrum of qsi is gapless, with linearly dispersing photon modes: the speed of light is
2 =
√
Y` ∼ 600, where 00 is the pyrochlore la�ice parameter.

Spinons

�e only excitations of the nearest-neighbour classical spin-ice model (1.24) are spin-
ons, which live on tetrahedra that violate the two-in-two-out rule. �e construction of
the ring-exchange Hamiltonian and the u(1) gauge theory promote the same rule into a
gauge symmetry, turning spinons into gauge charges (§1.1.2). Indeed, the spinon charge
(that is, the number of spins pointing out of the tetrahedron minus those pointing in)
becomes the la�ice divergence of the electric �eld 4 , as expected (Appendix a.1). As
electric charges in the gauge theory (2.5), spinons acquire a 1/' Coulomb interaction
mediated by the photons discussed above. �e strength of this interaction is on the
order of 6 between nearby spinons; it arises purely from the ring-exchange dynamics,
without any explicit dipolar or Coulomb interaction in the Hamiltonian.

By construction, spinons are static under the ring-exchange Hamiltonian (2.3). Un-
der the xxz Hamiltonian (2.2), the transverse terms f+f− cause the spinons to move,
resulting in a spinon dispersion of width ∼ �⊥ around their energy under the classical
spin-ice Hamiltonian, �I/2.

Visons

An important feature of the gauge theory (2.5) is lost in taking the quadratic approx-
imation (2.8). It is clear from (2.4, 2.5) that the vector potential 0 and the magnetic �eld
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1 are only de�ned up to 2c . As a result, the la�ice analogue of div curl0 = 0 only holds
modulo 2c : a tetrahedron of the dual pyrochlore la�ice can be a source of the emergent
magnetic �eld, quantised in units of 2c .

�e physical signi�cance of such a source is clearest far away from it, where the
�eld 1 is expected to be small and thus (2.8) holds. By Gauss’ theorem, the �ux across
any closed surface of plaque�es surrounding the source will be 2c .† �at is, in the
electromagnetic formalism of (2.8), these defects can act as quantised physical sources
of the no longer multi-valued magnetic �eld. �e quantisation condition is equivalent
to the Dirac quantisation of magnetic monopoles in free space [74].

�ese emergent “magnetic monopoles” are usually called visons: unlike Z2 visons,
they are bosons and have trivial mutual statistics with the spinons. Just like spinons,
they are gapped [by anO(6) gap] and interact through an energetic Coulomb interaction
mediated by photons. �e vison gap is comparable to the bandwidth of photons and their
interactions (all being controlled by 6), so hybridisation between photons and visons
away from the long-wavelength limit cannot be ruled out.

2.1.3 Naming conventions

I have always been obsessed with naming things. If I

could name them, I could know them. If I could name

them, I could tame them. �ey could be my friends.

— Eve Ensler, �e Vagina Monologues

�ere is quite some ambiguity around the names of emergent gauge �elds in the
literature, due to the di�erent approaches one can take to arrive at the quantum spin-
ice model (2.3). In dipolar classical spin ice (and hence in real qsi candidate materials),
spinons are e�ective sources of the physical magnetic �eld (§1.3.2) [62]; furthermore, it
is conventional to describe the divergence-free classical �elds arising in both classical
spin ice (§1.1.1) and dimer models (§3.1.2) in terms of a magnetic �eld. �is motivates
calling 4 a magnetic �eld and referring to spinons as magnetic monopoles. Due to the
Dirac duality between spinons and visons, the la�er should then be thought of as an
electric charge, turning 1 into an electric �eld.

‡

†One may require a unique value for each 08 , hence strictly enforcing div curl0 = 0. In this case, the
net �ux must be zero: the e�ect of a 2c-�ux can be reproduced by threading a compensating �ux across a
single chain of plaque�es. Such a chain is the la�ice analogue of the Dirac string for magnetic monopoles
in a vacuum [74] but, just like a Dirac string, it has no observable physical consequences.

‡In fact, the possibility of direct coupling between 1 and the physical electric �eld has been proposed
in Ref. 96, based on symmetry considerations.
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�is, however, stands at odds with the gauge theory convention that gauge charges
(in this case, spinons) are sources of the electric �eld, and vector potentials give rise to
magnetic �elds. In this convention, 4 and 1 are electric and magnetic �elds, respectively,
while spinons and visons are electric charges and Dirac magnetic monopoles, respec-
tively.†

Here and in chapter 3, I shall follow the la�er convention, also used by Ref. 15, since
constructing a �eld theory from �rst principles is crucial to both pieces of work. To
reduce ambiguity, I shall refer to spinons and visons by these names, instead of electric
or magnetic charges. For a brief history of these naming conventions and a survey of
usage in the literature, see Ref. 50.

2.1.4 Signatures of the qsi phase

�e most conventional probe of cooperative paramagnetism in pyrochlores is neu-
tron sca�ering, which allows us to measure spin–spin correlation functions in reciprocal
space. As discussed in §1.3.1, the long-range correlations borne out of the two-in-two-
out constraint for classical spin ice manifest themselves as pinch points near reciprocal
la�ice points [12, 61, 66]: these pinch points are reproduced by the rk Hamiltonian (2.7)
at ` = 6, where all 2i2o states contribute equally [19]. By contrast, in the qsi ring-
exchange Hamiltonian, sca�ering intensity near reciprocal la�ice vectors is suppressed,
“hollowing out” the pinch points [19, 95] (Fig. 2.4). Indeed, at zero temperature, each
photon mode contains energy ℏl ( ®@)/2, which equals the energy expectation value of
the corresponding electric and magnetic �elds:

ℏl ( ®@)
2

=
Y〈|� ( ®@) |2〉

2
+ 〈|�( ®@) |

2〉
2`

. (2.9)

As a result, the static spin correlator 〈fI ( ®@)fI (−®@)〉, which is the �ne-grained form of
〈|� ( ®@) |2〉, is proportional to the dispersion relation l ( ®@); since this dispersion is gapless
at the Γ point, the correlator is expected to vanish, too [95].

One can use the same argument to estimate static correlation functions at �nite tem-
perature, too [95]. As temperature increases, the occupation of each photon mode ap-
proaches equipartition, thus recovering classical-spin-ice pinch points once the temper-
ature reaches a few times 6 (Fig. 2.4). �is is accompanied by a Scho�ky peak in heat
capacity [91, 98], which increases the entropy of the system to the Pauling value (1.2)

†�e existence of both electric and magnetic charges makes the theory perfectly symmetric under
swapping the words “electric” and “magnetic:” the Hamiltonian (2.5) can be recast in terms of the �eld 1
and a “dual vector potential” 6 such that 4 = curl6, turning visons into bona-�de gauge charges [15]. Doing
so, however, is usually inconvenient and is only done in practice to gain be�er access to visons [97].
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Figure 2.4. Top le�: Zero-temperature spin-�ip elastic neutron-sca�ering intensity of the
rk Hamiltonian (2.7), in the setup of Ref. 66, obtained from quantum-Monte-
Carlo (qmc) simulations. �e pinch points prominent in classical spin ice [(a):
` = 6] are suppressed in low-temperature qsi [(b): ` = 0]. Figure taken from
Ref. 19.
Top right: Entropy (orange line) and heat capacity (red line) of the xxz ex-
change Hamiltonian at �⊥ = 0.092|�I |, obtained from qmc. �e two broad
peaks correspond to smooth crossovers from quantum spin ice (blue) to clas-
sical spin ice (green) to trivial paramagnet (red): the corresponding increases
in entropy are consistent with the Pauling entropy formula (1.2). Figure taken
from Ref. 98.
Bottom: Temperature dependence of the static structure factor (see above)
in the ring-exchange Hamiltonian, obtained from �eld-theory calculations.
�e pinch points, suppressed at low temperatures, are gradually restored by a
proliferation of photons at O(6) temperatures. Figure taken from Ref. 95.
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Figure 2.5. �antum-Monte-Carlo (qmc) simulation of the dynamical structure factor in
the xxz Hamiltonian (2.2); �⊥ = 0.092|�I |, ) = 0.001|�I |.
Le� panel: (II ( ®@,l) = 〈fI ( ®@,l)fI (−®@,−l)〉 from (a, b) qmc and (a’, b’) �eld
theory. Photon modes are visible as a linearly dispersing branch of excitations,
reaching zero energy at the Γ point.
Right panel: (c, d) (+−( ®@,l) = 〈f+( ®@,l)f−(−®@,−l)〉 from qmc. �e di�use
continuum at l ≈ �I is due to two-spinon excitations (no local operator can
create single spinons). (c’, d’) Approximate structure factor obtained from a
tight-binding model of spinons.
Figures taken from Ref. 98.

consistent with classical spin ice. For temperatures much greater than 6 ∼ � 3
⊥/� 2

I , there-
fore, qsi behaviour is reduced to that of csi. At) ∼ 6, photon and vison modes saturate
simultaneously, resulting in a single Scho�ky peak in which features characteristic for
each (e.g., Debye heat capacity for photons vs. thermal activation for visons) cannot
be separated cleanly. A possible experimental strategy around this problem is focusing
on thermal transport [99], where the Arrhenius scaling of visons becomes qualitatively
distinct from the 1/) photon thermal conductivity.

Due to the nontrivial quantum dynamics of qsi, dynamical correlation functions of-
fer, in principle, more detailed signatures of qsi behaviour. In particular, the �ne-grained
electric-�eld correlator 〈fI ( ®@,l)fI (−®@,−l)〉 is expected to show sharp, linearly dispers-
ing photon modes at least at small wave vectors [cf. (2.9)], while 〈f+( ®@,l)f−(−®@,−l)〉
would display a di�use two-spinon continuum at l ≈ �I , broadened by ∼ �⊥ on account
of spinon dynamics under the xxz Hamiltonian, since f± creates a pair of spinons.†

�ese features were demonstrated using qmc simulations of (2.2) [98], see Fig. 2.5; the

†Note that single spinons cannot be observed using any measurement, as they are fractionalised
excitations, always created or annihilated in pairs.
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substantial broadening of photon modes at high wave vectors may be due to either
photon–photon interactions, or photon–vison hybridisation. Picking up these features
experimentally is, however, rather challenging: in practice, �I is on the order of kelvins,
while �⊥ < �I in the qsi phase; accordingly, 6 � 1 k, making the photon dispersion
relation impossible to resolve in neutron-sca�ering experiments. �erefore, the (much
less distinctive) broadening of the two-spinon continuum is typically used as the only
dynamical probe of the qsi phase [47, 100].

2.1.5 Candidate materials

While no material has yet been con�rmed as u(1) quantum spin ice unambiguously,
several pyrochlores show signatures of quantum-spin-liquid behaviour. In recent liter-
ature [50], the most discussed candidates have been Tb2Ti2O7 [101, 102], Yb2Ti2O7 [84,
103, 104], and Pr2- 2O7 (- = Zr, Sn,Hf) [47, 99, 100, 105].

Neutron-sca�ering experiments on Tb2Ti2O7 have shown pinch-point-like features,
con�rming substantial antiferromagnetic Ising coupling [101]. �ese pinch points are,
however, elongated arm-like features rather than single points, suggesting deviations
from the conventional classical-spin-ice picture. It has been demonstrated [102] that
the classical thermodynamics of a Hamiltonian of the general form (2.1) can account
for these “pinch-line” features.† Furthermore, the presence of any pinch points at low
temperatures are at odds with their suppression in the qsi model (Fig. 2.4). In summary,
it appears unlikely that Tb2Ti2O7 be a qsi, if at all a qsl.

Neutron sca�ering in Yb2Ti2O7 displays rods of intensity along 〈111〉 directions, con-
�rming strong anisotropy which is, however, rather di�erent from that in csi [103].
Among all qsi candidates, Yb2Ti2O7 has the most reliable measurements of the exchange
parameters in (2.1) [84]: for these parameters, methods including classical and gauge
mean-�eld theory [84–86], rpa, and classical spin dynamics [104] all predict a canted
(with respect to the local 〈111〉 axes) ferromagnetic order, with a gapless magnon excita-
tion spectrum. More recently, it was argued that the discrepancy between this ordered
state and the experimental neutron-sca�ering pa�ern is due to competition with an easy-
plane ordered state, made possible by strong magnon interactions [51, 106].

Currently, the most likely candidates for displaying the u(1) qsi phase are praseo-
dymium-based pyrochlores. While Pr2Ti2O7 is not stable in the pyrochlore structure,
neutron-sca�ering measurements in Pr2Zr2O7 [47] and especially Pr2Hf2O7 [100] show
a suppression of pinch points in the elastic sca�ering pa�ern as well as a gapped contin-

†Such a model can be physical, as crystal �eld e�ects may slow the spin dynamics down and hence
render it classical, as is the case with csi itself [73].
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uum of excitations in the inelastic spectrum, interpreted as spinons (cf. Fig. 2.5). Further-
more, thermal-conductivity measurements in Pr2Zr2O7 [99] show a combination of two
Arrhenius relations with di�erent activation energies, possibly corresponding to visons
and spinons. �ese results are quite promising; however, they are limited by structural
disorder of Pr2Zr2O7 single crystals [100, 105], marking out Pr2Hf2O7 as the most likely
clean example of a u(1) quantum spin ice.

2.2 Semiclassical simulation of magnetic systems

�ere is always a well-known solution to every human

problem – neat, plausible, and wrong.

— Henry Louis Mencken

Larmor precession is perhaps the earliest quantitative description of the dynamics
of atomic and nuclear magnetism. It relies on the observation that such microscopic
magnetic moments are tied to the angular momentum of the particle by the gyromagnetic

ratio W : ®̀ = W ®� . In an external magnetic �eld ®�, a torque is exerted on this moment,
leading to the dynamical equation

d®�
dC

= ®g = ®̀ × ®� = W ®� × ®�: (2.10)

®� precesses around the direction of the magnetic �eld with the Larmor frequency l = W�.
Using ac magnetic �elds, resonances with this precession can be observed in ferromag-
nets [107] and nuclear spins [108], both of which give rise to important experimental
techniques in condensed-ma�er physics and chemistry.

�e Larmor precession formula (2.10) and its descendants (e.g., the Landau–Lifshitz–
Gilbert equation [107]) are typically used to account for the net magnetic moment of a
ferromagnetic bulk, rather than individual spins; nevertheless, (2.10) does hold for single
spins in an external �eld. Furthermore, one can rewrite a generic Hamiltonian de�ned
on Heisenberg spins,

� = −1
2
∑
8≠ 9

�
UV

8 9
fU8 f

V

9
, (2.11)

in terms of e�ective exchange �elds acting on each spin:

� ≡ −1
2
∑
8

®�e�
8 · (Wℏ®f8) =⇒ �

e�,U
8

=
1
Wℏ

∑
9≠8
�
UV

8 9
f
V

9
. (2.12)

To allow for the most generic bilinear interactions possible, the coupling between spins
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8 and 9 is taken to be a tensor �8 9 , de�ned such that �8 9 = �T
98 ; summation over the

Greek spin-component indices is implied. In the semiclassical approximation, we replace
the e�ective �eld (2.12) with its expectation value and plug it into (2.10) to obtain the
dynamical equations

d(ℏ®f8)
dC

= Wℏ®f8 × ®�8 =⇒ dfU
8

dC
=

1
ℏ
YUVWf

V

8

∑
9≠8
�
WX

8 9
fX9 . (2.13)

Now, treating the ®f8 as precessing unit vectors, the dynamics of an arbitrary bilinear
spin Hamiltonian can be simulated by evolving the ordinary di�erential equations (2.13).
�e computational e�ort (time or memory) needed for such a simulation is proportional
to the number of spins: this makes the approach very a�ractive for accessing large sys-
tem sizes in comparison with solving Schrödinger’s equation exactly, which requires
exponentially scaling resources.

�e dynamical equations (2.13) can also be obtained from (2.11) without reference
to Larmor precession, using Ehrenfest’s theorem: the expectation value of each spin
component fU

8
evolves as

d〈fU
8
〉

dC
=

1
8ℏ

〈[
fU8 , �

]〉
=

1
ℏ
YUVW

∑
9≠8
�
WX

8 9

〈
f
V

8
fX9

〉
; (2.14)

Eq. (2.13) follows by replacing the expectation values 〈fV
8
fX
9
〉 with the products 〈fV

8
〉〈fX

9
〉.

For quantum spin systems, this step is a gross approximation, as it eliminates any quan-
tum correlations or entanglement, both of which give rise to connected spin correlators
〈®f8 ®f 9 〉 − 〈®f8〉〈®f 9 〉. �e accuracy of the approximation, however, improves as the spin
quantum number ( gets larger, since the connected correlators are O(() in the large-(
limit, compared to the O((2) spin products: accordingly, approaches using the dynami-
cal equation (2.13) are referred to as semiclassical or large-( dynamics.

�antum e�ects beyond the semiclassical description are strongest in spin-1/2 sys-
tems; as such, it would be reasonable for (2.13) to get their true quantum dynamics
completely wrong. It is remarkable, therefore, that semiclassical approaches work well
(at least qualitatively) in this limit, both in ordered and spin-liquid phases: see, for in-
stance, Refs. [88, 92, 93, 104, 109–112] on pyrochlore and kagome antiferromagnets and
Refs. 113–116 on Kitaev honeycomb systems. In ordered magnets, this is so because ev-
ery spin develops a nonzero expectation value in the ground state, proportional to the
order parameter, which is in turn an average over all spins in the system, and thus e�ec-
tively classical: spin dynamics is dominated by Larmor precession due to the e�ective
background �eld (2.12) of these classical spin components. �is is the basis of linear spin-
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Figure 2.6. Classical phase diagram of the xxz Hamiltonian (2.2). For −|�I | < �⊥ < |�I |/3,
the model displays a classical spin-ice (si) phase at low temperatures: ice-rule
obeying states maximally polarised along the Ising axes are stable equilibrium
states without any quantum dynamics between them. On the xy ferromagnetic
side, the csi phase transitions into an easy-plane ordered phase (af⊥); on the
antiferromagnetic side, several new spin-liquid phases appear (see also Fig. 2.3).
Figure taken from Ref. 88.

wave theory [117]: the full dynamical equation (2.14) can be linearised around the same
ordered state, giving rise to normal modes known asmagnons; their dispersion relation is
captured exactly by semiclassical simulations. Likewise, spin liquids in Heisenberg mod-
els are o�en amenable to a bosonic parton-mean-�eld construction (§1.2): these can be
extended straightforwardly to the large-( limit, which again reduces �uctuations around
the mean �eld, retaining the spin-liquid physics in the semiclassical case. In higher or-
ders of the 1/( expansion underlying semiclassics, however, spinon interactions can
drive ordering transitions in ( = ∞ spin-liquid phases [118]: applying semiclassics in
these situations may lead to qualitatively wrong predictions. In general, the renormalisa-
tion and broadening of spinon dispersions and other interaction e�ects tend to be more
signi�cant than in linear spin-wave theory.

2.3 Semiclassics for ring-ex�ange dynamics

People get a lot of confusion because they keep trying

to think of quantum mechanics as classical mechanics.

— Sidney Coleman

A crucial shortcoming of semiclassical simulations based on (2.13) is that they can-
not access the ring-exchange dynamics of perturbative quantum spin liquids, such as qsi.
�e spin-liquid physics of these systems is borne out of an extensive number of degen-
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erate ground states, coupled by dynamical terms that are dominated by ring exchange
in the limit of small transverse coupling; this degeneracy, however, relies on small lo-
cal Hilbert spaces. In the case of qsi, for instance, fI eigenstates with ∑

8 f
I
8
= 0 (i.e.,

2i2o states) are degenerate under the six-vertex Hamiltonian (1.1) because (fI
8
)2 = 1/4

in both Ising states. �is is no longer true if ( > 1/2, li�ing the degeneracy of the
classical-spin-ice ground-state manifold, which disrupts the qsi phase. In particular, the
lowest-energy basis states are csi states with spins maximally polarised along the Ising
axis [88, 119], as these minimise all terms in (1.1); accordingly, the qsi phase is replaced
by static, classical spin-ice con�gurations in the semiclassical phase diagram of (2.2), see
Fig. 2.6. Dynamics becomes restricted to small transverse �uctuations around these po-
larised states; ring-exchange processes only appear at orders O(() in pertubation theory,
making them completely irrelevant.

By contrast, the ring-exchange Hamiltonian (2.3) remains in a spin-liquid phase even
in the large-( limit [17]. �is is possible because the Hamiltonian consists only of f±

operators, therefore, its classical ground state maximises the transverse components of
spins. It follows that fI = 0 in equilibrium, which allows small �uctuations in both
fI and the transverse angle q : as these quantities are analogous to the la�ice electric
�eld and vector potential (2.4), normal modes of these �uctuations reproduce the photon
excitations of qsi [17].

2.3.1 Dynamical equations

�e time dependence of the expectation values 〈®f8〉 can be derived from Ehrenfest’s
theorem, as discussed in §2.2. Alternatively, we can start from a path-integral descrip-
tion, based on the action

S = ℏ(
∑
8

∫ )

0
dC

∫ 1

0
dB ®=8 · (mC ®=8) × (mB ®=8) −

∫ )

0
dC � [®=(C)], (2.15)

where the �rst term is the Berry phase for real-time evolution of spins [32],† and ®=8 is
a unit vector that speci�es the spin coherent state;‡ the formally identical Hamiltonian
� [®=] is understood to act on unit vectors ®= ≡ {®=8}, rather than quantum spins. Vary-

†®=(C, B) is smooth function in both variables such that ®=(C, 1) is the trajectory ®=(C) and ®=(C, 0) is a �xed
“pole;” the integral gives the solid angle enclosed by the closed trajectory ®=(C), so it does not depend on the
choice of this pole or the details of ®=(C, B) [32].

‡�is is the eigenstate of the spin operator ®= · ®f with the largest eigenvalue.
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ing (2.15) yields the least-action trajectories

ℏ( ®=8 × (mC ®=8) = m� [®=]
m®=8

=⇒ mC ®f8 = −1
ℏ
®f8 × m� [®f]

m®f8
, (2.16)

equivalent to Ehrenfest’s theorem. �e path-integral formalism, however, makes chang-
ing the parametrisation of the action, and hence the classical trajectories, straightfor-
ward, allowing us to rigorously relate our semiclassical simulation to other approaches.
In particular, in the Villain spin representation in terms of fI and the transverse angle
q [120], the large-( action corresponding to (2.3) is manifestly equivalent to a u(1) la�ice
gauge theory [17]; this implies that the semiclassical trajectories (2.16) are equivalent to
classical electromagnetism in the long-wavelength limit.†

For the ring-exchange Hamiltonian (2.3), the e�ective exchange �eld acting on each
spin is given by

−m� [®f]
m®f8

≡ ®ℎe�
8 = (Reℎ8, Imℎ8, 0); ℎ8 = 6

∑
f+8+1f

−
8+2f

+
8+3f

−
8+4f

+
8+5, (2.17)

where the summation is over the six plaque�es that 8 belongs to (Fig. 2.2) and 8+= denotes
the =th spin counted from 8 on each plaque�e (the direction around the plaque�e is
immaterial). Simulating the large-( dynamics of qsi now involves solving the di�erential
equation (2.17); however, with no quasiparticles and in�nitesimal zero point �uctuations,
that solution would be trivial at ) = 0, requiring simulations at �nite temperatures.

2.3.2 �ermodynamics

In the path-integral representation, the massive entanglement that de�nes quantum
spin liquids [7] appears as the interference of a continuum of equivalent trajectories, one
related to the other by gauge symmetry [32]. �e interference itself is a de�ning feature
of spin-1/2 qsls, since it accounts for di�erences between related Ising and quantum
spin liquids [95]. For large ( , however, quantum �uctuations become unimportant and
interference e�ects are only apparent at the lowest temperatures. �erefore, a large-(
qsl is generally indistinguishable from a classical spin liquid (csl) characterised by a
massive degeneracy of the least-action trajectories of the quantum path integral (2.15).

It is thus straightforward to obtain static correlation functions of the large-( qsl
by Monte-Carlo sampling the csl Boltzmann distribution given by 4−V� [®=] . Such sam-

†By contrast, the least-action trajectories of the large-( xxz Hamiltonian describe �uctuations around
the maximally polarised csi ground states. Dynamics between the csi states, equivalent to qsi physics,
comes from instanton events between these trajectories, which cannot be captured using semiclassical
simulations.
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pling can be done more e�ciently than quantum Monte Carlo and never su�ers from a
sign problem; furthermore, it naturally captures gapped excitations, which are hard to
treat in analytic large-( calculations [17, 97]. Finally, using the same Monte-Carlo con-
�gurations as initial conditions for time evolution is a natural prescription for �nding
dynamic correlators of the classical spin liquid: in the large-( path integral language,
this essentially samples least-action trajectories of a �nite-temperature (e.g., Keldysh)
path integral.

2.3.3 Implementation for qsi

To generate thermally distributed classical spin con�gurations, we use a Monte-Carlo
algorithm that samples fI and the phase of f+ (for its magnitude is �xed by fI) indepen-
dently – this mirrors the anisotropy of the Hamiltonian (2.3). Furthermore, we insist that
there be no spinons in the system, that is, ∑fI = 0 for all tetrahedra of the pyrochlore
la�ice. �is can be achieved by updating fI only in closed loops with alternating signs,
similar to typical low-temperature simulations of csi [70, 121]; as fI is now a continu-
ous variable, loops can always be updated by small amounts. For convenience, we only
perform updates around hexagons;† the proposed change is drawn from a Gaussian dis-
tribution whose variance is proportional to temperature (this ensures a good acceptance
rate at all temperatures); acceptance is decided using the Metropolis method.

On the other hand, there are no conservation laws to be obeyed by the phase q of
f+, so it can be updated independently for each spin. In particular, since the magnitude
of f+ is kept constant, q follows the von Mises distribution

5 (q8) ∝ 4V Re(f+8 ℎ∗8 ) = exp
[|f+8 | |ℎ8 | cos(q8 − argℎ8)

]
, (2.18)

where the e�ective exchange �eldℎ8 is given by (2.17). �is distribution can e�ciently be
sampled directly [122, 123], allowing q8 to be sampled without rejection. Furthermore,
to eliminate spurious correlations due to not sampling the u(1) gauge freedom, each
Monte-Carlo step includes rotating q for the four spins of each tetrahedron by an angle
j drawn from a uniform distribution between 0 and 2c .

†One can see that the hexagon updates lead to an ergodic Monte-Carlo protocol within each fI
magnetisation sector as follows. �e no-spinon constraint implies that fI is the sum of a pure la�ice curl
and a global magnetisation (Appendix a.2). �erefore, for any two valid con�gurations of fI with equal
overall magnetisation, there is an “electric vector potential” � on the dual pyrochlore la�ice such that
curl� = ΔfI . Changing fI around each hexagon by this � on the corresponding dual pyrochlore site
takes the system from one con�guration to the other. In our work, we focus on the entropically dominant
zero magnetisation sector only, as none of the properties we look at depend on changes in the macroscopic
magnetisation of the system. If needed, winding loop updates (cf. §3.1.2) to sample di�erent sectors could
easily be introduced in the algorithm to remove this limitation.
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Once initial spin con�gurations are sampled, they can be evolved in time using the
dynamical equations (2.17). We integrated these numerically using the gnu Scienti�c
Library implementation of the Prince–Dormand (8,9) ode solver with automatic step-
size control [124]. We obtain dynamical correlation functions of the semiclassical spin
liquid by averaging over several initial con�gurations (§2.3.2).

It is important to note that, in the semiclassical picture, quantum correlations and
uncertainties are irrelevant and therefore all quantities can be represented by pure num-
bers rather than quantum operators. �at is, given a con�guration of spins, the value of
any observable can be determined unambiguously and straightforwardly. For intricate
quantities, such as the magnetic �eld 1, this is a substantial improvement over standard
methods, e.g., quantum Monte Carlo. In particular, we follow the so�-spin prescription
to identify f± with 4±80 [15] and take the vector potential 0 to be the complex argument
of f+ = fG + 8f~ . Now, the magnetic �eld 1 follows as

1 = curl0 = arg(f+1f−2 f+3f−4 f+5f−6 ); (2.19)

the argument function is restricted to the interval [−c, c) for a unique1 with the smallest
possible modulus, consistent with Ref. 15. Furthermore, as1 is a la�ice vector �eld, it has
a sign ambiguity related to the orientation of the dual-diamond-la�ice link representing
the plaque�e (see also Ref. 95 and Appendix a.1): we �x this ambiguity by orienting all
links from “up” to “down” tetrahedra of the dual la�ice, which is achieved by the proper
choice of f1 on each plaque�e.

2.4 Results

If it’s stupid but it works, it isn’t stupid.

— Murphy’s laws of combat

In this section, I discuss the e�ectiveness of our semiclassical method applied to
quantum spin ice. We �rst obtained the dispersion relation of the emergent photons
from low-temperature dynamical simulations in §2.4.1: this compares excellently to the-
oretical results in the large-( limit [17], providing a useful benchmark on the technique.
To further demonstrate the capabilities of the technique, we also studied static prop-
erties of qsi using Monte-Carlo sampling on its own. In particular, we measured the
magnetostatic interaction between isolated visons, which can be inserted by hand in
the simulations (§2.4.2). We �nd that visons, while decon�ned, form a weak electrolyte:

nearby pairs of positively and negatively charged visons have a lower energy than iso-
lated ones, making their separation thermodynamically unfavourable. Finally, in §2.4.3,
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Figure 2.7. Dynamic structure factor (II ( ®@,l) along high-symmetry directions in the
semiclassical qsi model at ) = 10−4 6. Photons manifest as a sharp, gapless,
linearly dispersing branch of classical normal modes. �e frequency of these
modes matches large-( analytic predictions (green line) excellently [17]. �e
integrated structure factor of the modes (red dots) is independent of ®@, as
expected on grounds of equipartition. Figure taken from Ref. 2. Perceptionally
uniform colour map chosen following Ref. 125.

I discuss the interplay between visons and photon modes at high temperatures, as well
as the thermodynamic consequences of the strong vison–vison interaction.

2.4.1 Photons

In order to obtain clean photon modes, it is important to minimise their interac-
tion with one another and with other excitations. Spinons are excluded altogether by
the loop-update Monte-Carlo algorithm; visons and photon–photon interactions can be
eliminated by reducing the temperature. Importantly, as fI and q are continuous vari-
ables, Monte-Carlo simulations can be run at arbitrarily small temperatures without in-
creasing mixing times.

We generated 4096 stochastically independent Monte-Carlo con�gurations of 24 ×
24×24 cubic unit cells of the pyrochlore la�ice (221 184 spins) at temperature) = 10−4 6

and calculated the time evolution of each for 2048 time steps of size XC = (166)−1. �e
results were Fourier transformed using the fftw library [126] in time and space, sep-
arately for the four fcc subla�ices of the pyrochlore la�ice. Following Ref. [98], we
evaluated the correlator

(II ( ®@,l) =
∑
`

〈
fI` ( ®@,l)fI` (−®@,−l)

〉
(2.20)
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along high-symmetry directions, where the sum runs over the subla�ices; the results
are plo�ed in Fig. 2.7. A single set of sharp normal modes appear in the data;† their
frequencies match analytic results for the large-( photon dispersion perfectly [17] (green
line in Fig. 2.7), con�rming that the model simulated by our method is indeed equivalent
to large-( qsi.

We note that the integrated structure factor (II ( ®@) =
∫

dl (II ( ®@,l) is independent
of ®@, contrasting (II ( ®@) ∝ l ( ®@) in spin-1/2 qsi [95]. �is discrepancy is caused by the
di�erent realisation of photons in the two systems. In the quantum limit, zero-point
�uctuations of the photon modes with energy ℏl ( ®@)/2 give rise to dynamic correlators
even at zero temperature; in the large-( classical spin liquid, photons are classical normal
modes with energy determined by equipartition, leading to ®@-independent correlators.‡

2.4.2 Vison magnetostatics

U(1) visons in qsi are 2c-quantised sources of the emergent magnetic �eld 1. �eir
existence and quantisation is due to the 2c-ambiguity of the transverse phases q that are
promoted to the vector potential 0 in the gauge-theoretic description. For the same rea-
son, however, specifying vison numbers unambiguously is far from trivial. Typically, vi-
sons are understood through their far-�eld e�ects, where1 ∼ 1/'2 is small and thus well-
de�ned, and the total �ux across a large, closed surface gives a unique vison charge [7].
In principle, one can de�ne a u(1) vison charge operator

@ = div1/2c (2.21)

for each dual diamond site by giving 1 on each plaque�e a unique value (e.g., by restrict-
ing it to between −c and c ). However, since visons are dynamical, the system will not
normally be in an eigenstate of @, which makes pinpointing them complicated. A great
advantage of the semiclassical method is that observables like 1 and @ are pure numbers
rather than quantum operators: this means that the vison charge as de�ned above is
always an unambiguous integer for all dual diamond sites.

�e semiclassical simulation also allows us to introduce visons at will. We achieve
this through a “fundamental step” that consists of rotating the transverse components of
the six spins around a given plaque�e by c/4 in alternating directions. Doing so changes

†�e period of oscillations is not necessarily commensurate with the simulation time window. A�er a
discrete Fourier transform, this leads to the slight broadening of the dispersion seen in Fig. 2.7.

‡In terms of the large-( expansion, we have set the magnitude of our spins, ℏ( , to 1. �erefore, ℏ ∼ 1/(
and thus the energy of individual photons, ℏl ( ®@), also scales as 1/( . In our simulations, ( → ∞ and so
) � ℏl at any nonzero temperature. Photon populations are thus always large and can be thought of as
being in a coherent, classical state.
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Figure 2.8. (a) Energy per vison in a rock-salt arrangement of visons (inset), as a function
of linear system size !. In a Coulomb interacting system, this energy is linear
in 1/!, see (2.22); the data indeed follow this trend excellently. �e energy of
an isolated vison is given by extrapolating to ! = ∞ (red circle); the Coulomb
interaction strength can be extracted from the slope of the ��ed straight line.
(b) Energy of a pair of nearby positive and negative visons as a function of
separation. Energy estimates based on the full semiclassical theory match the
Coulomb law Y (A ) = 2` − U/A (solid line) well for all but nearest and second
neighbours (boxed). In particular, the energy cost of a nearest-neighbour
dipole is smaller than that of a single vison (dashed line).
Figures taken from Ref. 2.

1 on the chosen plaque�e by −3c/2 and by c/2 on its neighbours. Assuming that 1 was
small initially, one can regard Δ1 = −3c/2 as changing 1 by c/2, together with a 2c
phase slip that inserts a vison pair across the plaque�e. �at is, our “fundamental step”
inserts a pair of visons with a symmetric near-�eld pa�ern around them; repeating it
along a chain of sites amounts to moving the visons one apart from another, similar to
inserting of spinons in classical spin ice.

�e state generated by these local operations is, however, not the least energetic one,
for it does not capture the 1/'2 far �eld of visons and contains a prominent “Dirac string”
between them. While it may be possible to construct operators acting on all spins that
have a larger overlap with the “true vison-creation operator” [15], we adopted a simpler
and more straightforwardly reliable approach. We equilibrate the photons generated by
the “fundamental step” described above using the Monte-Carlo algorithm and gradually
reduce the e�ective temperature until the remaining photon population can be ignored,
leaving behind a two-vison metastable state. �e only issue with this method is vison
movement: visons in the semiclassical model are not inherently mobile [97] (there are no
explicit vison-hopping terms in the Hamiltonian), but a high-temperature photon cloud
can move them around. We �nd that starting the annealing procedure at a su�ciently
low temperature prevents such motion unless the visons are introduced within a distance
of about twice the cubic la�ice parameter.
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�e energy di�erence between the resulting con�guration and the ground state can
be regarded as the energy cost of two visons plus their Ewald-summed interaction en-
ergy. �e la�er, however, contains a surface term [127], which makes interpreting the
results complicated if the vison arrangement has a net dipole moment. To remedy this
problem, we used the rock-salt con�guration shown in Fig. 2.8(a). �is arrangement was
set up using the vison insertion protocol described above; photons were equilibrated for
16! Monte-Carlo steps† at ) = 6/256, where the simulation box consists of ! × ! × !
cubic unit cells; then cooled 32 times by a factor of two and equilibrated for 8! steps
each time. In the end, the temperature of the photon cloud reached 2−406 ≈ 9 × 10−136;
equilibration was monitored through the acceptance rate of Metropolis steps, which re-
mained consistently high throughout the process. �e so obtained metastable energies
are plo�ed in Fig. 2.8(a).

Modelling visons as Coulomb interacting charges, the energy of the rock salt con�g-
uration is

Y (!) = ` − "U
!00

(2.22)

per vison, where ` is the energy cost of an isolated vison, 00 is the cubic la�ice param-
eter, U is the Coulomb interaction strength, and " = 1.74756459. . . is the appropriate
Madelung constant. Fi�ing this form to the numerical results plo�ed in Fig. 2.8(a) yields

` = 7.872367608(68)6; U = 3.1416145(37)600. (2.23)

�e numerical results can be compared to an analytic estimate of the energy cost and
interaction strength of visons from a quadratic approximation to the energy of the mag-
netic �eld, −6 cos1 (Appendix a.2). �e quadratic estimate of `, 8.8586, is substantially
larger than the numerical result (2.23); by contrast, the interaction strength, U = c600,
matches excellently. �is is so because the vison energy cost includes that of its imme-
diate neighbourhood, where the quadratic approximation breaks down; on the contrary,
most of the interaction energy is due to the overlap of far �elds that are captured accu-
rately.

We �nally consider how accurately the interaction of nearby visons is described by
the asymptotic Coulomb law. Since these visons were unstable against the photon cool-
ing protocol, an alternative technique had to be used. Within quadratic approximation,
the 1-�eld con�guration that minimises the magnetic energy for a given arrangement of
visons can be found explicitly, as described in Appendix a.2: the sum of −6 cos1 for all

†A “Monte-Carlo step” in this work consists of the following: sampling the G~ phase angle q of each
spin; a Metropolis a�empt to change fI around each hexagonal plaque�e; and sampling the gauge freedom
of q on each tetrahedron. �ese elementary steps are described in more detail in §2.3.3.
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plaque�es provides a variational upper bound on the energy of the vison con�guration.
We benchmarked this estimate against the photon cooling technique at vison separations
where the la�er is applicable; because of the good agreement there, we decided to use
this method to estimate the energy of vison dipoles with separations smaller than 200.
�e results are plo�ed in Fig. 2.8(b) together with the Coulomb energy estimate 2`−U/A ,
where ` and U are taken from (2.23). �e la�er is a remarkably good approximation even
at third-neighbour distance; there is a discrepancy of about 0.56 for second neighbours
and about 26 for nearest neighbours.

Importantly, the energy of a nearest-neighbour dipole is smaller than that of a single
isolated vison, `. Visons in qsi thus form a weak electrolyte. While decon�ned, their dis-
sociation is so energetically unfavourable that most visons at low temperatures remain
associated with an oppositely charged one. �is behaviour is quite di�erent from that of
spinons in csi, whose energy cost is set independently by the dominant Ising exchange
interaction; their dissociation is energetically favourable even at nearest-neighbour dis-
tance in the presence of entropic and dipolar Coulomb interactions.

2.4.3 �ermodynamics of visons and photons

Gapped excitations can naturally be introduced in numerical simulations via ther-
mal �uctuations at �nite temperature, which creates an equilibrium population of such
excitations. �ermodynamic quantities like heat capacity or thermal conductivity are
promising signatures of gapped quasiparticles and qsl behaviour in general [83, 99,
128]. �erefore, we studied the interactions of visons and photonic modes in a �nite-
temperature ensemble. �is was greatly aided by the ability of our method to directly ac-
cess observables such as the emergent magnetic �eld and the vison charge operator (2.21).

Magnetic-�eld pin� points

We performed static Monte-Carlo simulations on 20 × 20 × 20 cubic unit cells of the
pyrochlore la�ice (128 000 spins) at 55 temperature points (distributed uniformly in 1/) )
between 0.46 and 6. For temperatures above 0.56, 131 072 stochastically independent
Monte-Carlo samples were generated; for those between 0.46 and 0.56, 262 144 samples
were used. We evaluated static correlation functions of the emergent magnetic �eld,
〈1 (−®@)1 ( ®@)〉, and plo�ed them in the (ℎℎ:) plane for three temperatures in Fig. 2.9; cor-
relators of the emergent electric �eld fI are also shown for comparison. At low temper-
atures, both correlators exhibit sharp pinch points at the Γ points in the pa�ern familiar
from classical spin ice [12, 60], cf. (1.27). �e electric-�eld pinch points remain sharp at
all temperatures as spinons are excluded by the Monte-Carlo algorithm. On the contrary,
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Figure 2.9. Static correlation functions 〈fI (−®@)fI ( ®@)〉 (a) and 〈1 (−®@)1 ( ®@)〉 (b–d) in the
semiclassical qsi model. Due to the no-spinon constraint enforced in our
Monte-Carlo algorithm, the former retains sharp pinch points at all temper-
atures. Unlike spin-1/2 qsi [19, 95], pinch points are not depleted near the
Γ points. At low temperatures, the emergent magnetic �eld shows identical
pinch points: these are blurred by thermally induced visons at higher temper-
atures, and at ) & 6, they are washed out altogether. Figure taken from Ref. 2.
Perceptionally uniform colour map chosen following Ref. 125.

the thermally introduced visons blur the 1-�eld pinch points at �nite temperatures in
much the same way spinons blur csi pinch points [66, 76]. �is picture is in some depar-
ture from spin-1/2 qsi in which pinch points are suppressed near the Γ points (§2.1.4)
and thus no sharp features appear [19, 95]. �is is due to the di�erent way in which
photons appear in the two systems. In the semiclassical case, they are classical normal
modes, hence their energy content is constant as per equipartition (cf. §2.4.1); in the spin-
1/2 case, low-temperature physics is dominated by quantum zero-point �uctuations of
photon modes which give rise to correlators proportional to the photon dispersionl ( ®@),
thus suppressing the pinch points.

Pinch-point blurring is a common experimental diagnostic of spinons in csi [66];
likewise, we were able to extract quantitative information about the visons from the
blurring of 1-�eld pinch points. We focus on the (00:) axis (green line in Fig. 2.9), where
the photon contribution to the correlator vanishes [12, 60], that is, the signal is entirely
due to visons. Cuts of the correlator along this axis are plo�ed in Fig. 2.10(a) for four
temperatures. �ese show an apparently Lorentzian peak at the (002) pinch point, indi-
cating a Debye plasma of visons. Unlike the csi case, however, our blurring pa�ern is not
explained by a Lorentzian peak in itself: in particular, the peak appears on top of a sub-
stantial constant background [Fig. 2.10(b)]. �is constant correlator can be ascribed to a
large population of nearest-neighbour vison dipoles that are independent of the Debye
plasma mentioned above (Appendix a.3). �is underlines the observation that visons in
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Figure 2.10. (a) Static correlation function of the emergent magnetic �eld, 〈1 (−®@)1 ( ®@)〉,
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to nearest-neighbour vison dipoles, improves the �t substantially (green
do�ed line). A further minor, but signi�cant, improvement can be achieved
by including a contribution for second-neighbour vison pairs, giving rise
to (2.24) (blue line).
Figures taken from Ref. 2.

qsi form a weak electrolyte, that is, they interact strongly enough that a large fraction
of their thermal population remains associated, as discussed in §2.4.2.

Furthermore, the Coulomb energy formula for vison pairs substantially overesti-
mates the energy cost of second-neighbour vison dipoles [Fig. 2.8(b)]. �erefore, we
anticipate an excess population of them compared to that predicted by the Debye plasma
approximation. While this e�ect is not qualitative, it does introduce a correction to the
1-�eld correlator that is proportional to sin2(@I/8) along the (00:) axis (Appendix a.3.2).
To take the e�ects of these closely associated dipoles into account, we ��ed the func-
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tional form

〈1 (−®@)1 ( ®@)〉 = �1 +�2 sin2(@I/8) + �

1 + [
8b cos(@I/8)

]2 (2.24)

to the data at all temperature points: b ∝ d−1/2
free is the Debye length of the plasma formed

by dissociated dipoles, where dfree is the density of dissociated visons;�1 is proportional
to the density of nearest-neighbour vison pairs, dnn.† Equation (2.24) �ts the data excel-
lently throughout the temperature range we studied; Fig. 2.10(b) demonstrates that all
three terms are necessary to achieve this, although very good agreement is reached even
without the �2 contribution.

Temperature dependence of vison density

Visons can also be counted explicitly in our Monte-Carlo simulations by evaluat-
ing (2.21) for a sampled spin con�guration on all dual diamond sites. Besides the num-
ber # of all visons, the number #nn of dual-diamond-la�ice links with two oppositely
charged visons on their ends was obtained; from these, the number of dissociated vi-
sons was estimated as #free = # − 2#nn. �e density of bound dipoles and free visons
is plo�ed as a function of inverse temperature in Fig. 2.11, together with the constant
background �1 of the 1-�eld correlator and the Debye length b , respectively: we expect
b ∝ d−1/2

free [64] and �1 ∝ dnn (Appendix a.3.2). �ese relations hold quite well through-
out the temperature range, which con�rms that magnetic-�eld pinch-point blurring is a
good measure of vison populations.

�e densities of both dissociated and bound visons follow an approximate Arrhenius
law at low temperatures with an apparent gap close to the bare vison energy (2.23) and
the nearest-neighbour dipole energy shown in Fig. 2.8(b), respectively. �ey, however,
saturate at ) ≈ 6, an order of magnitude below the zero-temperature energy cost of
visons; correspondingly, densities at ) . 6 are much larger than predicted by a simple
Boltzmann factor with quasi-equilibrium gaps (red lines in Fig. 2.11).

�ermodynamic e�ects of quasiparticle interactions

To identify the origin of this excess density of visons, we considered two di�erent
estimates of their energy cost in the thermal ensemble: the dependence of energy on
vison number, quanti�ed by d〈�〉/d# , and the slope of the Arrhenius plot log# versus
1/) . Both quantities were evaluated using data recorded at single temperature points,

†�e complicated form of the Lorentzian is to account for the periodicity of the data imposed by the
la�ice; �2 is related to the excess density of second-neighbour dipoles.
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Figure 2.11. Arrhenius plots of the density of dissociated visons dfree (top panel) and
nearest-neighbour vison dipoles dnn (bo�om panel), as well as the Debye
length b (top panel) and background correlator �1 (bo�om panel) extracted
from pinch point blurring data. �e logarithmic scales of the le� and right
axes are linked to one another by the theoretical relations b ∝ d

−1/2
free and

�1 ∝ dnn, with an arbitrary scaling o�set; the simulation data indeed follow
these relations, even below the limit of a single vison (pair) in the entire
system (red dashed lines). �e densities of both vison populations follow
an approximate Arrhenius relation with gaps similar to zero-temperature
ones; their values, however, are much larger than a simple Boltzmann factor
prediction (red solid lines). Figures taken from Ref. 2.

using the �uctuation–dissipation relations (Appendix a.4)

`� =
d〈�〉
d#

����
)

=
cov(�, # )

var#
, `Arrh. = −

d log#
dV

=
cov(�, # )

#
. (2.25)

�ese estimates are plo�ed in Fig. 2.12, together with `Arrh./`� = var# /# . At low
temperatures, the distribution of # is generated by a Poisson distribution of thermal
excitations which may well be a collective one made up of several visons: it follows (Ap-
pendix a.4) that var# /# gives the typical vison content of such a collective excitation.

At the lowest temperatures, var# /# tends to 2: this again demonstrates that the
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Figure 2.12. (a) E�ective energy cost `� = d〈�〉/d# (red) and e�ective Arrhenius gap
`Arrh. = −d log# /dV (blue) of visons as a function of temperature. �e la�er
is somewhat above the zero-temperature energy cost of nearest-neighbour
vison dipoles at low temperatures. At ) & 0.76, both gap estimates decline
steeply.
(b) Ratio of the gap estimates, `Arrh./`� (green stars), and speci�c heat (in
units of :B per spin) of the system (black squares) as a function of temperature.
�e former tends to 2 at low temperatures (green dashed line), as nearest-
neighbour vison pairs are the dominant low-temperature vison population; at
intermediate temperatures, larger coherent vison clusters raise it further. At
low temperatures, the speci�c heat tends to :B/2 (black dashed line) due to
equipartition of photon modes; it then increases due to photon interactions,
turning into a vison Scho�ky peak at ) ≈ 0.76; beyond that, the speci�c
heat drops below the photon equipartition limit as photons and visons break
down as useful quasiparticles.
Figures taken from Ref. 2.

dominant vison species at low temperatures are bound dipoles. At intermediate tempera-
tures, var# /# increases further, to about 2.5, indicating collective excitations consisting
of more than two visons. Salient examples of such clusters could be “polarons” consist-
ing of a free vison and nearest-neighbour dipoles. As the 1-�eld emanating from the
former is quite large in its immediate neighbourhood, the energy cost of appropriately
aligned dipoles decreases substantially, causing them to proliferate. In Appendix a.5, we
construct a phenomenological model based on this mechanism and demonstrate that it
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accounts for the qualitative features in Fig. 2.12. At even higher temperatures, var# /#
decreases as # approaches saturation.

We also note that the energy cost of visons in the thermal ensemble declines steeply
for ) & 0.76. �is is due to interactions between visons and photons arising from cor-
rections to the gauge theory beyond quadratic order. �e next order in the Villain ex-
pansion [17] consists of negative quartic terms, which, in the presence of a (thermal)
population of photons, renormalise vison energies and interactions down. At intermedi-
ate temperatures, this renormalisation reduces the gap of visons compared to the zero-
temperature value, resulting in larger thermal populations: this also explains the excess
vison density observed in Fig. 2.11. We discuss this mechanism in more detail in Ap-
pendix a.5.

As temperature is increased, the energy cost of visons drops substantially and their
density saturates. Eventually, at temperatures) � 6, the visons cease to be useful quasi-
particles as it is to be expected from the perspective of individual spins: the contribution
of each hexagonal plaque�e to the Hamiltonian (2.3) is O(6), therefore, all spin con�gu-
rations that satisfy the no-spinon constraint (which is still enforced by the Monte-Carlo
algorithm) become roughly equally likely, regardless of vison content. �e situation is
similar to the crossover of classical spin ice into a high-temperature paramagnetic phase
as spinons cease to be useful quasiparticles to describe the system. In our case, visons
and photons are washed out at high temperatures, giving rise to a classical spin-ice phase
with the spinon as its only excitation. Indeed, the heat capacity of the system, plo�ed in
Fig. 2.12, displays a Scho�ky peak at ) ≈ 0.76 above which it drops below the equipar-
tition heat capacity of photon modes, :B/2 per spin, and tends to zero as ) → ∞. �is
indicates that photons break down as quasiparticles together with the visons.

2.5 Outlook

To summarise, I developed a semiclassical numerical technique to simulate quan-
tum spin liquids whose physics is underpinned by perturbative ring-exchange processes.
�us far, these systems remained elusive to large-( approaches, as their native bilinear
exchange Hamiltonians order or form Ising spin liquids in this limit, devoid of qsl be-
haviour. Instead, our method uses e�ective ring-exchange Hamiltonians directly, which
remain in the qsl phase in the large-( limit, allowing direct access to a variety of observ-
ables not readily available to other simulation methods. Our results provide detailed
insight into the behaviour of quasiparticles in these quantum spin liquids, including
gapped excitations that are not yet amenable to other computational and analytic tech-
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niques.
I demonstrated the potential of our method on pyrochlore quantum spin ice, a paradig-

matic u(1) qsl [15]. We identi�ed a gapless, linearly dispersing branch of classical normal
modes in spin dynamics. At low temperatures, these photonic modes are rather sharp
and their dispersion exactly matches analytic results from large-( path integral calcula-
tions [17]. We also observed gapped, quantised vortices of the emergent magnetic �eld
with the phenomenology expected for the elusive u(1) vison quasiparticles of qsi. In a
showcase of the capabilities of our method, we were able to introduce these visons in a
controlled way in the system and study their interactions in vacuum (that is, in an ef-
fectively zero-temperature photon background). Furthermore, we studied the interplay
of photonic modes and visons in thermal equilibrium at �nite temperature and found a
clean signature of visons in the broadening of pinch points of relevant static correlators:
a detailed analysis of these signatures uncovered substantial vison–vison and vison–
photon interaction e�ects. While visons remain decon�ned, these interactions cause
them to associate in closely bound pairs, reminiscent of a weak electrolyte: this must
be taken into account in modelling and understanding their behaviour, in particular in
e�ective descriptions of vison dynamics [97, 129, 130].

One direct experimental signature that was identi�ed in our work is a vison Schot-
tky peak in the speci�c heat (Fig. 2.12). However, one must keep in mind that quantum
photon excitations also contribute a Debye term to the speci�c heat, which is absent in
semiclassical photonic normal modes. Hybridisation between photons and visons may
well merge the two contributions and alter the shape of the Scho�ky anomaly. Addition-
ally, the semiclassical numerical technique can naturally be applied to the dynamics of
a high-temperature ensemble that contains thermally generated visons. However, the
dynamics of semiclassical visons is far from trivial, since they are immobile at zero tem-
perature [97] and their motion at �nite temperature is due to being “tugged” by the
photon background. Further work is needed to gain be�er insight into this behaviour.

Our method may also be extended to include terms in the simulated Hamiltonian
that enable introducing static or dynamical spinons. Since spinons appear to have salient
experimental signatures in, for instance, magnetisation and neutron-sca�ering measure-
ments [98], a be�er understanding of spinon–vison interactions through our simulations
may provide experimentally accessible handles to study collective photon and vison be-
haviour. It is important to note, however, that spinons are not quantised in the semi-
classical se�ing (§2.3.3); therefore, understanding what their behaviour tells about the
original quantum problem requires some care.

Finally, the ability of our technique to naturally include quantised charges [namely,
u(1) visons] in an e�ectively classical system may have rami�cations for la�ice gauge
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theories in general. Vison excitations in our semiclassical model are quantised solitons,
similar to Dirac monopoles in quantum electrodynamics, and like those, they are likely
to be in a strong-coupling regime. �e reduction of vison energy by a thermally �uctu-
ating background may indeed be a semiclassical analogue of running couplings that are
brought about by virtual particle–antiparticle bubbles in qed. �is is a speculative yet
intriguing potential connection between qsi and the strong-coupling problem in qed,
which warrants further investigation in future work.



3

E�ective �eld theories for constrained

quantum systems

Some of the exciting phenomena uncovered in strongly correlated systems in recent

years – for instance, quantum topological order, deconfined quantum criticality,

and emergent gauge symmetries – appear in systems in which the Hilbert space

is e�ectively projected at low energies in a way that imposes local constraints

on the original degrees of freedom. Cases in point include spin liquids, valence-

bond systems, dimer models, and vertex models. Conventional field-theoretic

approaches to such systems depend on physical insight to obtain a gauge-symmetric

understanding of the constraint; they also lack generic quantitative predictive power

for the coe�icients of the terms that appear in their Lagrangians.

In this chapter, I devise a generalised route to obtain e�ective field theories for

such systems using a slave-boson description coupled to a large-S path-integral

formulation. I demonstrate the validity and capability of this approach by studying

quantum dimer models (qdms) and by comparing our results with the existing litera-

ture: the method overcomes systematic shortcomings of traditional field theories for

qdms and its results to leading order in the large-S expansion compare well with the

known height description of the square-la�ice qdm and the numerically estimated

speed of light of the photon excitations on the diamond la�ice. Finally, instanton

considerations allow us to infer properties of the finite-temperature behaviour in

two dimensions quantitatively.

61



62 E�ective �eld theories for constrained quantum systems

(a) (b) (c)

Figure 3.1. (a)Any ( = 0 state of a spin-1/2 la�ice model can be wri�en as a superposition
of product states of singlet dimers formed by arbitrary pairs of spins.
(b) In rvb states, dimers may only consist of nearest-neighbour sites.
(c) Due to the constraint that each la�ice site belong to precisely one dimer,
a valid dimer con�guration can only be changed into another by �ipping a
closed loop (purple) of alternating dimers and empty links. On the square
la�ice, such a move preserves the number of dimers, taken with alternating
signs, that intersect any horizontal or vertical line spanning the system: either
a single dimer is moved to an empty link at an even distance (blue line), or
two dimers at an odd distance are added/removed (gold line).

3.1 Classical dimer models

Now, since their natural form had been cut in two, each

one longed for its own other half, and so they would

throw their arms about each other, weaving themselves

together, wanting to grow together.

— Plato, Symposium

Resonating-valence-bond (rvb) states have �rst been proposed by Anderson to de-
scribe the ground states of frustrated antiferromagnets on the triangle la�ice [27, 28],
as well as the �uctuating non-magnetic parent state of unconventional superconduc-
tors [29, 30]. �eir construction begins with forming singlets (( = 0) out of nearby pairs
of spin-1/2 electrons, thereby reducing their antiferromagnetic interaction energies un-
der Heisenberg or Hubbard Hamiltonians. �ese singlets may form a regular pa�ern,
resulting in ordered valence-bond solid states; an rvb state, however, is a superposition
of all possible singlet coverings, which accounts for quantum �uctuations.

Allowing singlets formed out of any two spins [Fig. 3.1(a)], the set of singlet prod-
uct states is indeed an (over)complete basis of the ( = 0 sector of spin Hilbert space. In
many important cases, however, nearest-neighbour singlets provide an accurate descrip-
tion of the physics already. Such short-range rvb states [Fig. 3.1(b)] have been studied
extensively on their own right. �eir connection to the problem of dimer coverings in
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combinatorics and classical thermodynamics [9] allows us to gain insight into their ex-
otic properties, including topological order and fractionalised excitations, purely from
geometry, without detailed reference to their quantum dynamics [131]. �is section is
devoted to such classical dimer models (cdms).

�e constraint that each la�ice site belong to precisely one dimer has a profound
impact on the dynamics of dimer models, similar to the 2i2o constraint on six-vertex
models (§1.1.1). Dimers on the di�erent links of the la�ice are not independent degrees of
freedom, and as such, they cannot be introduced into, or taken out of, a (classical) dimer
con�guration without violating the constraint. In particular, a valid dimer con�guration
can only be brought into another by identifying loops of alternating dimers and empty
links, and �ipping them [Fig. 3.1(b,c)], similar to loop updates in vertex models (§1.1).
Given this correlated dynamics, it is not surprising that dimer coverings have topological
invariants, which cannot be changed through local moves of this type.

I shall �rst demonstrate how fractionalised excitations can be constructed on top of
the space of dimer con�gurations by breaking up single dimers. In the rest of the section,
I discuss the topological invariants arising on bipartite and non-bipartite la�ices, and
their e�ects on these excitations.

3.1.1 Fractionalised excitations

�e elementary spinful excitations of ordered (e.g., Néel) antiferromagnets are single-
site spin �ips: these may delocalise as spin waves, but they can always be described as
superpositions of spin �ips on single sites. By contrast, the simplest spin-1 excitation
of an rvb basis state is created by turning a singlet dimer into a triplet. In the dimer
language, this amounts to removing a dimer and replacing it with two spin-1/2monomers

[Fig. 3.2(a)]. Now, these monomers can be separated from one another by rearranging
the dimer covering between them [Fig. 3.2(b)]; in the spin language, the triplet dimer is
made long-ranged (but not the singlet ones).

If the dimer covering has some long-range order, the rearrangement necessary to
separate the monomers violates the same, leading to an energy cost proportional to their
distance [Fig. 3.2(c)]. In this case, the monomers are said to be con�ned: they are not true
elementary excitations of the system, since they always appear in closely bound pairs,
which can be coarse-grained into an ordinary spin �ip.

By contrast, in an rvb state that includes all dimer coverings on an equal footing,
the monomers can be separated without signi�cantly changing the arrangement of the
remaining dimers [Fig. 3.2(b)]. Indeed, the monomers could be recombined somewhere
else in the la�ice, leading to another valid dimer covering in the same rvb state. �ere-
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(a) (b) (c)

Figure 3.2. (a) Spin-1 excitations on top of an rvb state can be constructed by replacing a
singlet dimer with a triplet one (shown as two monomers).
(b) �e monomers can be separated by shi�ing other dimers around (purple).
Away from the monomers, the dimer con�guration remains consistent with
the rvb state: the monomers become decon�ned elementary excitations.
(c) In an ordered valence-bond-solid state, separating monomers breaks the
ordering, incurring an energy cost proportional to the separation. �ese
monomers remain con�ned.

fore, monomers in such a state are decon�ned and behave as elementary spin-1/2 exci-
tations of the system. As physical excitations always carry integer angular momentum,
the monomers (also called spinons, cf. §1.1.1 and §1.2) are also fractionalised.

3.1.2 Bipartite lattices: winding numbers, height mapping, Coulomb

phase

As a �rst example, consider the cdm on the 2d square la�ice and focus on the dimers
that intersect a horizontal (or vertical) line spanning the entire la�ice (dashed lines in
Fig. 3.1). Any closed loop on the la�ice will cross such a line an even number of times:
without loss of generality, let us consider a �ippable loop (i.e., one containing alternating
dimers and empty links) with two crossings. If the distance between these crossings is
even (odd), there must be an even (odd) number of links in between them, regardless of
the shape of the loop:

• in the �rst case, precisely one of the links that cross the line will have a dimer on
it, both before and a�er the �ip (blue dashed line in Fig. 3.1);

• in the second case, either both links were occupied and become empty upon �ip-
ping, or vice versa (gold dashed line).

In either case, the sum of dimer occupation numbers on all links that cross the line, added
with alternating signs, remains constant, making it a topological invariant.
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(a) (b)
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Figure 3.3. (a) Flux mapping on the square la�ice. Each dimer is assigned �ux I − 1 = 3
�owing from subla�ice � (black dots) to � (white dots); empty links carry �ux
1 from � to �. As a result, each la�ice site has zero net �ux.
(b) Height mapping on the square la�ice. Each plaque�e is given an integer
height that changes by I − 1 = 3 or 1 upon crossing a dimer or an empty link.
�e la�ice curl of this height �eld reproduces the �ux �eld.
(c) In a staggered ordered state, the height �eld increases by four every two
rows or columns, leading to the largest possible coarse-grained ∇ℎ.

In open boundary conditions, this invariant is trivial: no updates can ever change it,
so it remains zero for all lines. In periodic boundary conditions, however, one can also
�ip loops that wind around the entire la�ice: these cross each such line an odd number
of times, thus allowing the invariant to be changed by ±1. It is important to point out
that

(i) the invariant is still constant for local updates that do not wind around the periodic
boundary conditions;

(ii) winding updates change it by the same amount on each horizontal or vertical line
(up to signs that can be removed by de�ning the invariant properly). It follows
that there are only two independent topological invariants, one each for lines that
wind the la�ice horizontally or vertically.

Due to the relationship between these invariants and winding loops, the former are
usually called winding numbers and labelled,G ,,~ . �ey are integers (arbitrarily large
in the thermodynamic limit, otherwise limited by system size) and de�ne an extensive
number of topological sectors that are only connected to one another by loop updates that
wind around the periodic boundary conditions. �e fact that these sectors are labelled
by pairs of integers is a hallmark of u(1) topological order.

Two-dimensional bipartite la�ices (i.e., ones that can be divided into two subla�ices,
� and �, without any links within a subla�ice) also admit two convenient mappings of
the dimer coverings, which allow us to study them using �eld-theoretical concepts [132]:
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• Assign a �ux of 1, �owing from subla�ice � to �, to all empty links, and a �ux of
I − 1, �owing from � to �, to all dimers, where I is the coordination number of
the la�ice [Fig. 3.3(a)]. Since there are I − 1 empty links around each node, there
is no net �ux �owing into or out of them, making these �uxes a divergence-free
la�ice vector �eld (cf. §1.1.1).

• Assign a height ℎ to all plaque�es of the la�ice such that going around a node in
subla�ice � anticlockwise (or clockwise around one in subla�ice �), ℎ increases
by I−1 when crossing a dimer, and decreases by 1 otherwise [Fig. 3.3(b)]. �is can
be done self-consistently since there are I − 1 empty links and one dimer around
each node, leading to no change in ℎ upon fully encompassing a node.

�e two mappings are related to one another: ℎ can be thought of as a 2d vector potential
(equivalent to the I component of a true 3d vector potential), whose la�ice curl gives
the divergence-free �ux �eld.

Using the construction (1.4) introduced for the six-vertex model, the �ux �eld can be
coarse-grained into a continuum vector �eld ®�; the vanishing la�ice divergence of the
�uxes implies that ∇ · ®� = 0. �e arguments leading to (1.5) also apply, giving rise to the
coarse-grained entropy functional

( = −^
2

∫
d2A | ®� |2. (3.1)

�at is, dimer models on bipartite la�ices are Coulomb phases [14].
Monomers in the �ux language become sources and sinks of �ux: namely, the la�ice

divergence of the �ux �eld around a monomer on subla�ice� (�) is −I (+I); a�er coarse-
graining, this implies ∇ · ®� = ±I. �at is, analogous to spinons in the six-vertex model,
monomers become quantised charges in the Coulomb phase (3.1), with entropic Coulomb
interactions that scale as log' in 2d.

�e winding numbers,G and,~ give the net vertical and horizontal �uxes across
loops that wind around the la�ice: the divergence-free constraint implies that they only
depend on the winding topology of the loop around the la�ice, so they can be de�ned
straightforwardly for non-square la�ices. A�er coarse-graining, the same winding num-
bers give rise to a uniform background ®� �eld on the order of (,G ,,~)/!, where ! is the
linear size of the la�ice: in the thermodynamic limit, changing, by one is insigni�cant,
but a �nite winding number density can lead to observable physical di�erences, such as
a reduction in entropy.

�e discussion above extends straightforwardly to 3d la�ices: the �ux mapping and
its coarse-graining remains identical, leading to a 3d Coulomb phase (3.1), with 1/'
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(a) (b)

Figure 3.4. On a non-bipartite la�ice, �ipping a loop (purple) can change the number of
dimers that intersect a system-spanning line (dashed green line), or any linear
combination of the occupation numbers along it. �e parity of intersecting
dimers, however, is unchanged by local updates, providing two Z2 topological
invariants.

Coulomb interactions between monomers [12, 14]. �e height mapping is replaced by a
full 3d vector potential whose la�ice curl recovers the �ux mapping.

3.1.3 Non-bipartite lattices: Z2 topological order

�e �ux and height mappings introduced above require the la�ice to be bipartite
in order to orient links and choose the sense of rotation around sites, respectively. Ac-
cordingly, on a non-bipartite la�ice, no convention for link orientations results in a �ux
mapping that is either divergence-free around any given site, or would coarse-grain into
a smooth ®� �eld. Without the divergence-free condition, no long-ranged Coulombic
correlations arise: indeed, numerical studies show that dimer–dimer correlations decay
exponentially with a correlation length b on the order of the la�ice spacing for the cdm
on both the triangular [133] and fcc [14] la�ices. Accordingly, any entropic interaction
between monomers is short-range, too, decaying over the same length scale.

Since the winding numbers ,G,~ on bipartite la�ices can be thought of as the �ux
�eld linking the periodic boundary conditions, they cannot be consistently de�ned on
non-bipartite la�ices, either. Nevertheless, dimer coverings on these la�ices still have
topological invariants: since local loops (i.e., ones that do not wind around the periodic
boundary conditions) still intersect any system-spanning line an even number of times,
swapping dimers and empty links along them leaves the parity of dimers that intersect
the same line unchanged† (Fig. 3.4). It is, however, changed by loops that wind around
the system, consistently for all parallel lines: therefore, dimer coverings can be labelled

†�is is equally true on bipartite la�ices: there, the winding parities are the parities of the corresponding
winding numbers.
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using two winding parities, one each for lines that wind horizontally and vertically, anal-
ogous to the toric code (§1.1.3).

Such topologically protected parities are the hallmark of a Z2 topological order with
four (or 23 in 3 dimensions) distinct topological sectors. Unlike u(1) systems, where a
large winding number can be detected as a uniform background �ux, the short-ranged
correlations imply that di�erences in local observables between rvb states in these sec-
tors are O(4−!/b ), vanishing exponentially, rather than algebraically, as the system size
increases. Accordingly, the corresponding qdms have four nearly degenerate ground
states that cannot be distinguished by local measurements, and are thus robust to local
noise: such systems are useful for storing quantum information as topologically protected
qubits [21, 26].

3.2 Rokhsar–Kivelson (rk) model

�e formulation of a problem is o�en more essential

than its solution.

— Albert Einstein, �e Evolution of Physics

In order to endue an rvb model with quantum dynamics, it is natural to project
an underlying antiferromagnetic Heisenberg Hamiltonian onto the subspace of nearest-
neighbour dimer coverings [26, 89].† Similar to dimer moves in classical dimer mod-
els (Fig. 3.1), any o�diagonal matrix element of the resulting quantum dimer model (qdm)

must connect states in the dimer basis via loop updates. In the spin language, these up-
dates involve at least as many spin operators as the length of the loop, that is, they
only arise perturbatively from the two-spin Heisenberg interactions. �e perturbative
expansion is dominated by the shortest loops‡ along which a valid �ip is possible: these
consist of four links on the square, triangular, and cubic la�ices, and six links on the
honeycomb and diamond la�ices; the corresponding plaque�e-�ipping terms are fourth
and sixth order in the perturbation expansion, respectively.

�e same perturbative expansion also generates diagonal terms; to the lowest orders,
however, these are equal for all dimer coverings. �e �rst nontrivial contributions are

†�is projection is di�erent from the usual Schrie�er–Wol� prescription as all terms of the Hamiltonian
are of the same magnitude and dimer coverings (understood as spin states) are not orthogonal. Indeed, the
“small parameter” in the perturbative expansion is the overlap of dimer coverings. On the other hand, the
dimer states in the �nal rk Hamiltonian are treated as orthogonal [131]: the di�erence is corrected for in
the process of the expansion expansion [26, 89].

‡�ese loops are usually the plaque�es of the la�ice, except on the triangular la�ice, where the
elementary plaque�e has three links, so it cannot be �ipped. �ere, the rk model is de�ned in terms
of rhombuses made up of two neighbouring triangles [26, 134]. Nevertheless, these operations are still
referred to as plaque�e �ipping.
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due to processes that �ip a plaque�e back and forth, resulting in an energy o�set propor-
tional to the number of �ippable plaque�es in the covering. �ese processes are eighth
order in the perturbative expansion on the square [89] and triangular [26] la�ices; how-
ever, as the “small parameters” in the expansion are in fact order one, both diagonal and
o�diagonal terms are important to give a good account of rvb states, and their relative
strengths does not follow straightforwardly from the perturbation expansion. �is moti-
vates the Rokhsar–Kivelson (rk) model [89], where the coe�cients of plaque�e-�ipping
and counting terms, � and + , are free parameters:

� =
∑
?

[ − � (| 〉〈 | + | 〉〈 |) ++ (| 〉〈 | + | 〉〈 |) ] . (3.2)

| 〉 and | 〉† are shorthand for all pairs of dimer coverings that only di�er by having
two horizontal or two vertical dimers on plaque�e ? , respectively. Indeed, the �rst term
of (3.2) �ips the plaque�e ? , while the second results in a diagonal energy term if ? is
�ippable. Without loss of generality, � can be taken as positive [26, 89].

An important feature of the rk model (3.2) is the existence of the exactly solvable rk
point at + = � , where the Hamiltonian can be rewri�en as

� = �
∑
?

(| 〉 − | 〉) (〈 | − 〈 |), (3.3)

a sum of dyads with positive prefactor � . As (3.3) is manifestly positive semide�nite, a
state with zero energy would be its ground state. Now, an equal-amplitude superposition
of all dimer coverings,

|rvb〉 =
topo.
sector∑
2

|2〉, (3.4)

has an equal overlap with | 〉 and | 〉 in every term of (3.3), therefore,

(〈 | − 〈 |) |rvb〉 = 0 =⇒ � |rvb〉 = 0.

�at is, the rvb liquid state (3.4) is the ground state of (3.3). �e expectation value
of any observable that is diagonal in the dimer basis is the same for |rvb〉 as for the
classical dimer liquid discussed in §3.1; properties of excited states can also be inferred
from classical Langevin dynamics of the la�er [135]. On bipartite la�ices, the ground
state of (3.3) shows algebraic dimer correlations and a quadratically dispersing gapless
excitation spectrum [89, 135, 136]; on non-bipartite la�ices, dimer correlations are short-

†�is graphical representation is consistent with the square la�ice; equivalent terms can equally well
be wri�en down for any other la�ice, see for instance (2.7).
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range and excitations are gapped [136, 137]. �e |rvb〉 states also inherit the u(1) or
Z2 topological structure of the classical liquids; indeed, as all plaque�e-�ipping terms
in (3.2) are local, topological sectors remain disconnected, resulting in a zero-energy
ground state in each sector.

For+ > � , a similar restructuring of the Hamiltonian shows that it is positive de�nite
for states that have any overlap with any of the | 〉 or | 〉; by contrast, staggered states,
which have no �ippable plaque�es at all, will still have zero energy, and thus become the
ground state. On the other hand, as+ → −∞, �ippable plaque�es become energetically
favourable, leading to columnar ordered states that maximise their number (Fig. 3.5). For
intermediate values of + , several other ordered states may form with various pa�erns
of resonating plaque�es. While these depend on details of the la�ice, the fate of the rvb
liquid phase away from the rk point can be predicted from �eld-theoretic arguments
that only depend on dimensionality and bipartiteness, as discussed in the next section.

3.2.1 E�ective gauge theories

Classical dimer coverings on a 2d bipartite la�ice are captured by the height mapping,
which can be coarse-grained and used as the starting point of a quantum-�eld-theoretic
description. Analogous to Landau theory, an e�ective action, consisting of low-order
derivatives of ℎ, can be wri�en down [131, 138, 139]:

( [ℎ] =
∫

dg d2A

[
1
2
(mgℎ)2 + 2

2

2
(∇ℎ)2 +  

2

2
(∇2ℎ)2 − λ cos(2cℎ/I)

]
; (3.5)

ℎ2 terms are absent as the physics is invariant under shi�ing ℎ by a constant. Before
coarse-graining,ℎ is an integer, and its modulus with respect to the coordination number
I on each plaque�e is �xed for all dimer coverings: the last term in (3.5) enforces these
constraints a�er coarse-graining [131, 138]. �e action (3.5) almost always describes
ordered states:

• If 22 < 0, the action is minimised if ∇ℎ is as large as possible. In the �ne-grained
image, ∇ℎ is maximised by a staggered order [Fig. 3.3(c)]; therefore, this regime is
consistent with + > � .

• If 22 > 0, the action is the same as that of compact quantum electrodynamics (qed)
in 2d. In this case, the cosine term is a relevant perturbation to the non-compact
theory given by the �rst two terms of (3.5), leading to a proliferation of instantons
that gap out the photons, resulting in an ordered state [16] (see §3.4.3 for a detailed
discussion of this mechanism).
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(a) 2d bipartite
+/�1

staggered order

u(1) rvb liquid

other ordered phases?columnar order

(b) 3d bipartite
+/�1

staggered orderu(1) rvb liquidother orders?columnar order

(c) non-bipartite
+/�1

staggered orderZ2 rvb liquidother orders?columnar order

Figure 3.5. Generic phase diagram of the rk model on di�erent la�ices as a function of
the dimensionless parameter + /� [131]. Above the rk point, all models have a
staggered ground state with no �ippable plaque�es; for su�ciently negative
+ /� , columnar orders form with as many �ippable plaque�es as possible.
(a) On 2d bipartite la�ices, the u(1) rvb state (3.4) is restricted to the rk point.
At + /� . 1, instanton e�ects gap out the emergent photon, resulting in an
ordered phase [16].
(b) On 3d bipartite la�ices, instanton e�ects are irrelevant, so the U(1) liquid
phase remains stable for an extended range of + /� < 1, before giving way to
ordered states. �e ordered states are illustrated on a cubic la�ice in Fig. 3.10.
(c) �e Z2 rvb liquid state that forms at the rk point on non-bipartite la�ices
is gapped, so it is protected over a �nite range of + /� < 1.
In all cases, the presence of ordered phases other than the columnar one
depends on la�ice details; various resonating plaque�e phases are illustrated
in Figs. 3.8, 3.10, and 3.11.

• At 22 = 0, the free �eld theory consists of the (∇2ℎ)2 and (mgℎ)2 terms, for which
the cosine perturbation becomes irrelevant. �e excitations of this theory are gap-
less with a quadratic dispersion l =  :2 [89, 135, 136]; correlations in ℎ decay
algebraically, consistent with the rk point.

�ese observations support (3.5) with 22 ∝ (� − + ) as an e�ective �eld theory for the
rk model on bipartite 2d la�ices. It follows that the rvb liquid (3.4) is not part of a
wider phase but appears only at the rk point, giving rise to the generic phase diagram
in Fig. 3.5(a).

E�ective theories for 3d bipartite la�ices can be constructed using similar arguments
in terms of the coarse-grained �ux �eld ®� and a vector potential ®� such that ®� = ∇ × ®�.
Keeping the dominant terms, we obtain [12, 15, 140]

( [ ®�] =
∫

dg d3A

[
1
2
(mg ®�)2 + 2

2

2
®�2 +  

2

2
(∇ × ®�)2

]
, (3.6)
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where 22 ∝ (� − + ) again. �e �rst two terms describe Maxwellian electromagnetism
with linearly dispersing photon excitations. Unlike in 2d, the compact nature of the the-
ory [which would appear as additional cosine terms in the action (3.6)] is irrelevant [16],
therefore, this u(1) rvb phase survives for �nite range of + /� ≤ 1 [Fig. 3.5(b)]. At
the rk point, the second term in (3.6) vanishes, leading to quadratically dispersing pho-
tons [136].

Finally, on non-bipartite la�ices, the Z2 topological order observed in §3.1.3 suggests
that the excitations of the corresponding rk models can be described in terms of the
Z2 la�ice gauge theory discussed in §1.1.3; monomers play the role of gauge charges,
i.e., spinons. Indeed, the spectrum of the triangular la�ice model at the rk point is
gapped [136, 137]: this gap protects the topologically ordered rvb liquid state for a �nite
range of + /� ≤ 1 [Fig. 3.5(c)]. By construction, monomers in the rk model are non-
dynamical; the lowest-lying excitations [137] are visons, which live on the triangular
plaque�es of the la�ice; a variational wave function that contains a pair of them on
plaque�es � and � is given by [137, 141, 142]

|��〉 = (−1)#̂�� |rvb〉. (3.7)

Here, #̂�� is the operator that counts the number of dimers intersecting an arbitrary
path between the plaque�es � and �: the choice of path is immaterial as the parity

† of
this number is independent of it. Carrying a monomer around any loop that encloses a
single vison changes the occupation of precisely one link along this path, introducing a
factor of −1: that is, monomers and visons obey mutual semionic statistics, as expected
of the gapped excitations of a Z2 gauge theory (§1.1.3). Visons remain the lowest-lying
excitations of the triangular la�ice rk model away from the rk point as well; their con-
densation at + /� ≈ 0.8 causes an ordering transition out of the liquid phase [143].

†On a bipartite la�ice, the total �ux of ®� crossing such a path would be invariant, allowing any unit
complex number to be used in (3.7) instead of −1: this would result in continuous insertion of the u(1) �ux
dual to ®�.
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3.3 Field theories via so� constraints

A so� answer turneth away wrath: but grievous words

stir up anger.

— Proverbs 15:1

We represent quantum dimer models using a secondary Hilbert space in which we
assign a bosonic mode 1̂ℓ to each link ℓ of the la�ice [144]. We associate the number of
dimers on a link with the occupation number of the corresponding mode, thus embed-
ding the dimer Hilbert space in the larger Hilbert space of the bosons. �e constraint
that each site of the la�ice belong to precisely one dimer can be expressed in the boson
language as

ΠA ≡
∑
ℓ∈®A

1̂
†
ℓ
1̂
ℓ
− 1 = 0, (3.8)

where the sum runs over all links a�ached to the vertex at position ®A . �is constraint
implies that the bosons are hard-core: =̂ℓ ≡ 1̂†ℓ 1̂ℓ = 0, 1.

Any qdm Hamiltonian admits several such representations, as they only need to
agree for the small segment of the boson Hilbert space that obeys (3.8). In particular, the
simplest representation of the rk Hamiltonian (3.2) with plaque�es of four links† is

�� =
∑
?

[
−�

(
1̂†11̂
†
31̂21̂4 + H.c.

)
++

(
1̂†11̂11̂

†
31̂3 + 1̂†21̂21̂

†
41̂4

)]
, (3.9)

where the sum runs over the plaque�es ? and the indices 1, . . . , 4 refer to links around
the same plaque�e in order. We note that (3.9) is homogeneous in the operators 1̂: as a
result, it can be recast similarly to (3.3) at the rk point, allowing an exact rvb ground
state to be constructed for arbitrary ( (Appendix b.1).

3.3.1 Path integral formulation and large-( approximation

Using the (overcomplete) basis of bosonic coherent states,

|V〉 = exp(V1̂† − V1̂) |vac〉 = 4−|V |2/2
∞∑
==0

V=√
=!
|=〉1, (3.10)

†Hamiltonians for plaque�es of di�erent sizes can be constructed analogously, see §3.5.2.
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the partition function of the Hamiltonian (3.9) can be represented in terms of the coher-
ent state path integral

Z =
∫
D(V, V)4−S[V,V] ; S =

∫
dg

[∑
ℓ

VℓmgVℓ + �� [V, V]
]
, (3.11)

where the ladder operators 1̂†
ℓ
, 1̂ℓ are replaced by complex-valued functions Vℓ (g), Vℓ (g),

over which the path integral is performed [145]. In this formalism, the hard dimer
constraint (3.8) can be enforced exactly via additional path integrals over Lagrange-
multiplier �elds λA (g) for each la�ice site A that are coupled to the conserved ΠA . Per-
forming these integrals, however, gives rise to a range of additional interactions between
the variables V , rendering the problem intractable.

Instead, we replace (3.8) with a so� constraint by �xing the sum of |Vℓ |2, rather than
that of 1̂†

ℓ
1̂
ℓ
, on the links that surround each vertex. �is is an approximation because

the coherent states (3.10), represented by the variables Vℓ , have no well-de�ned boson
number; its quality, however, improves with increased boson number, as var =̂ℓ = 〈=̂ℓ〉 =
|Vℓ |2 in a coherent state, so relative number �uctuations decay as 1/√=ℓ . �erefore, the
so� constraint is physically equivalent to a large-( representation, in which the hard
constraint (3.8) is replaced by

ΠA ≡
∑
ℓ∈EA

1̂
†
ℓ
1̂
ℓ
− ( = 0 ⇐⇒

∑
ℓ∈EA
|Vℓ |2 = ( (3.12)

for some ( � 1, without changing the form of the Hamiltonian (3.9).

3.3.2 Gaussian approximation

In what follows, it is convenient to introduce the radial gauge

Vℓ =
√
dℓ 4

8Φℓ ≡
√
(

I
+ Xdℓ 48Φℓ (3.13)

for the bosonic �elds, where I is the coordination number of the la�ice. �e la�er form
is useful in a dimer-liquid phase, where the typical occupation number d of each link is
equal up to small �uctuations Xd . In this representation, the Berry phase ∑

ℓ VℓmgVℓ gives
rise to the term ∑

ℓ 8 Xdℓ mgΦℓ , as well as total-derivative terms that do not contribute to
the action. On bipartite la�ices, the canonically conjugate “number operator” Xd and
angular variable Φ are analogous to the electric �eld and magnetic vector potential of
a compact u(1) gauge theory, respectively (§1.1.2, §2.1.1): while coarse-graining the �ux
�eld into a divergence-free magnetic �eld, as done in §3.1, is convenient for building ad
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hoc �eld theories, it is more natural to consider monomers to be gauge charges that are
divergences of the electric �eld (§2.1.3).

�e Hamiltonian (3.9) and the so� constraint (3.12) can be rewri�en as

�� =
∑
?

[−2�√d1d2d3d4 cos(Φ1 + Φ3 − Φ2 − Φ4) ++ d1d3 ++ d2d4
]

(3.14)

0 =
∑
ℓ∈EA

Xdℓ . (3.15)

We shall de�ne q? ≡ Φ1 + Φ3 − Φ2 − Φ4. �e Hamiltonian (3.14) is highly nonlinear in
the parameters d and Φ; as a starting point, we shall expand it to quadratic order around
its minima. In the dimer-liquid phase, the energy is lowest at dℓ ≡ (/I, therefore, the
Gaussian approximation follows from taking Xd � (/I. Furthermore, for a given set of
d , (3.14) is minimised if q? = 2c= (= ∈ Z) for each plaque�e ? .

To expand in Xd , let us �rst rewrite cosq = 1− (1− cosq) and notice that the term in
square brackets contains only quadratic and higher-order contributions. �erefore, the
square root in the second term of

√
dddd cosq =

√
dddd − √dddd (1 − cosq) , (3.16)

needs to be expanded only to leading order in ( : √dddd ' ((/I)2. Upon expanding the
�rst term, as well as the potential terms of (3.14), one obtains both linear and quadratic
terms in Xd . �e former vanish upon summing over all plaque�es due to the dimer
constraint (3.15). �e constant and quadratic terms are given by

√
dddd ' (

2

I2 +
1
4
(Xd1Xd2 + Xd1Xd3 + Xd1Xd4 + Xd2Xd3 + Xd2Xd4 + Xd3Xd4); (3.17a)

− 1
8
(Xd2

1 + Xd2
2 + Xd2

3 + Xd2
4)

dd + dd ' 2(2

I2 + Xd1Xd3 + Xd2Xd4; (3.17b)

the constant terms do not a�ect the dynamics, so we can ignore them, except for semi-
classical phase diagrams (§3.4.4). To make further progress, the resulting quadratic,
translation-invariant Hamiltonian must be rewri�en in terms of Fourier modes: I demon-
strate this process in detail for the square la�ice in the next section.
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e2

e1

Figure 3.6. Square la�ice showing the choice of basis vectors 41,2. Figure taken from Ref. 1.

3.4 Square-lattice dimer model

Every vertex of the square la�ice (Fig. 3.6) is crystallographically equivalent; its links,
however, form two distinct subla�ices, one each for horizontal and vertical links. �ere-
fore, we shall label the link variables as Xd[ (®A + 4̂[/2) and Φ[ (®A + 4̂[/2), where [ = 1, 2
label the subla�ice of horizontal and vertical links, respectively, and ®A is the position of
a vertex; Xd and Φ are taken to live at the midpoints of the links. Now, introducing the
Fourier decomposition

Xd[ (®A + 4̂[/2) = 1√
#

∑
:

Xd[ (®:) exp
[
−8®: · (®A + 4̂[/2)

]
(3.18a)

Φ[ (®A + 4̂[/2) = 1√
#

∑
:

Φ[ (®:) exp
[
−8®: · (®A + 4̂[/2)

]
(3.18b)

allows us to write the constraint (3.15) as

∑
[

cos(®: · 4̂[/2) Xd[ (®:) = 0. (3.19)

It will be useful in the following to introduce the shorthand notation 2[ = cos(®: · 4̂[/2)
and B[ = sin(®: · 4̂[/2).

�e constraint clearly imposes a relation between the two �eld variables Xd1(®:) and
Xd2(®:). �e same conclusion can also be drawn about the �elds Φ[ once we notice that
the Hamiltonian depends only on the speci�c combination of them that appears in the
argument of the cosine term in (3.14):

q ( ®') = Φ1( ®' − 4̂2/2) − Φ2( ®' + 4̂1/2) + Φ1( ®' + 4̂2/2) − Φ2( ®' − 4̂1/2), (3.20)
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where ®' is the centre of a plaque�e.† �e Fourier transform of q is

q (®:) = 2
[
22Φ1(®:) − 21Φ2(®:)

]
. (3.21)

Indeed, the constraints on Xd[ and on Φ[ are two sides of the same coin – conjugate
variables come in pairs, so their numbers have to be the same. In our case, this is a con-
sequence of how the rk Hamiltonian is designed: the plaque�e-�ipping term preserves
the number of dimers at each vertex and, conversely, if one imposes a hard dimer con-
straint, any kinetic contribution in the Hamiltonian is projected onto a combination of
loop updates, the simplest example of which is the plaque�e-�ipping term.

We can now rewrite the quadratic terms in (3.17) in terms of the Fourier modes (3.18)
to obtain

∑
:

{
− �2122

[
Xd1(®:)Xd2(−®:) + Xd2(®:)Xd1(−®:)

]

+ [(2+ − � )22
2 + (� −+ )

]
Xd1(®:)Xd1(−®:)

+ [(2+ − � )22
1 + (� −+ )

]
Xd2(®:)Xd2(−®:)

}
; (3.22)

together with the Berry phase and q-dependent terms, we end up with the action

S =
∫

dg
{∑
:,`

8 Xd` (®:, g) mgΦ` (−®:, g) +
∑
:,`,a

D`a (®:)
2

Xd` (®:, g)Xda (−®:, g)

+
∑
'

�(2

8
[
1 − cosq ( ®', g)]}; (3.23)

D = 2

(
� −+ + (2+ − � )22

2 −�2122

−�2122 � −+ + (2+ − � )22
1

)
. (3.24)

3.4.1 Resolving the constraint

�e action (3.23) is expressed in terms of the original degrees of freedom Xd . �ese
are, however, not the physical degrees of freedom, as their possible values are limited by
the constraint (3.19). It is possible to explicitly resolve the constraint by introducing a
�eld ℎ(®:) conjugate to the physically relevant angular variable, q (®:); that is, we require

ℎ(®:)mgq (−®:) =
∑
[

Xd[ (®:)mgΦ[ (−®:). (3.25)

†As q is the la�ice curl of the “vector potential” Φ (§1.1.2), it can be regarded as the magnetic �eld in
the compact u(1) gauge theory, dual to the electric �eld Xd .
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Substituting (3.21) yields

Xd1(®:) = 222ℎ(®:), Xd2(®:) = −221ℎ(®:). (3.26)

It is straightforward to verify that the �eld ℎ(®:) automatically resolves the constraint:

∑
[

2[Xd[ = 2(2122 − 2221)ℎ(®:) = 0.

Once again, this result should not come as a surprise. It is a re�ection, at a �eld-theoretic
level, of the fact that the plaque�e terms in the Hamiltonian respect the dimer constraint
and so, if the �eld theory is built from plaque�e kinetic terms only, the constraint is
implied. In real space, the �eld ℎ lives in the centres of plaque�es and is related to Xd as

Xd1(®A + 4̂1/2) = ℎ
[®A + (4̂1 + 4̂2)/2

] + ℎ [®A + (4̂1 − 4̂2)/2
]
;

−Xd2(®A + 4̂2/2) = ℎ
[®A + (4̂2 + 4̂1)/2

] + ℎ [®A + (4̂2 − 4̂1)/2
]
. (3.27)

�is is equivalent to the standard height mapping up to a factor of I and changing the
signs of ℎ in a chequerboard pa�ern [1]. �is shows that our construction is able to
automatically recover e�ective representations like the height mapping.

We are now in a position to write the full large-( action for the system, including
both the Berry phase and Hamiltonian contributions, in terms of the physical degrees
of freedom ℎ(®:) and q (®:) only. Adding more complicated ring-exchange terms to the
rk Hamiltonian does not invalidate this conclusion, as the phase in each ring-exchange
term can be wri�en as a sum of qs over single plaque�es. Substituting the expressions
of Xd[ (®:) in terms of ℎ(®:) and ignoring trivial constants, we obtain the action

S =
∫

dg
∑
'

{
8ℎ( ®', g)mgq ( ®', g) + �(

2

8
[
1 − cosq ( ®', g)]}

+
∫

dg
∑
:

D0(®:)
2

ℎ(®:, g) ℎ(−®:, g) (3.28)

D0 = 8
[(2+ − � ) (24

1 + 24
2) + (� −+ ) (22

1 + 22
2) + 2�22

12
2
2
]
. (3.29)

3.4.2 Photons

Ignoring for the time being the contribution to the action due to instantons between
di�erent minima of the cosine term, we can expand (3.28) about one given minimum
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Figure 3.7. Photon dispersion relation of the large-( qdm on the square la�ice. �e
spectrum is gapless at the" = (c, c) point for all values of+ /� ; its dispersion
is quadratic at the rk point and linear away from it. Another minimum forms
at the - = (c, 0) points for lower + , which drives an ordering transition at
+ = 0. Figure taken from Ref. 1.

(say, q ≡ 0) and integrate over q to arrive at

S =
1
2

∫
dg

∑
:

[
8
�(2 mgℎ(®:, g)mgℎ(−®:, g) + D0(®:)ℎ(®:, g)ℎ(−®:, g)

]
. (3.30)

�e elementary excitations of this action are wavelike �uctuations of the �eld ℎ with
dispersion

l2 = �(2 [(2+ − � ) (24
1 + 24

2) + (� −+ ) (22
1 + 22

2) + 2�22
12

2
2
]
; (3.31)

since these �uctuations are borne out of the degrees of freedom of a u(1) gauge theory, it
is natural to regard them as emergent photons. �e dispersion (3.31) is plo�ed in Fig. 3.7
along high-symmetry directions in the Brillouin zone. It vanishes at (c, c) for all values
of � and + . An instability develops for + > � , as l2 becomes negative near this point,
leading to staggered ordering (not shown). Secondary minima appear at (c, 0) and re-
lated points in the Brillouin zone as + is lowered: these drive the system through an
instability for + < 0, which leads to (plaque�e) dimer ordering.

A long-wavelength e�ective theory can be derived from (3.30) by expanding it around
the gapless point (c, c):

D0 [(c + @G , c + @~)] ' 2(� −+ ) (@2
G + @2

~) +
7+ − 4�

6
(@4
G + @4

~) + �@2
G@

2
~
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∴ S ' 1
2

∫
dgd2A

{
8
�(2 (mgℎ̃)2 + 2(� −+ ) (∇ℎ̃)2 + 7+ − 4�

6
ℎ̃

(
m4
G + m4

~

)
ℎ̃ + �ℎ̃ m2

G m
2
~ℎ̃

}
,

(3.32)

where ℎ̃ di�ers from ℎ by adding (c, c) to the wave vector: as discussed at (3.27), this
recovers the standard height mapping of the square-la�ice dimer model.

At the rk point, the (∇ℎ̃)2 term vanishes, and the quartic derivative terms simplify to
� (∇2ℎ̃)2/2, yielding the long-wavelength dispersion l = :2/(2<) with< = 2/(�(). We
note that for ( = 1 (and � = + = 1),< = 9/c [131, 146] can be obtained from the exact
ground-state wave function (3.4). Our estimate, based on the lowest order of a large-(
expansion, is thus within 40% accuracy; such a discrepancy at quadratic order in 1/(
expansion is consistent, for instance, with similar calculations for quantum spin ice [17].
�is can be improved by going to higher orders, and – more importantly with respect to
earlier work on �eld theories for quantum dimer models – our approach is not limited
to the �ne-tuned rk point.

3.4.3 Instantons

We will now incorporate the e�ects of instanton events that change the �eld q ( ®', g)
by 2c . �ese, as we shall demonstrate, always generate a mass for the photons for+ < � ,
as it generally happens in 2d compact electrodynamics [16]. To this end, we are going
to integrate out q , taking into account the fact that the action is periodic in it.

First, we proceed by the standard Villain approach [147] and replace

1 − cosq → 1
2

[
q − 2c

∑
9

@ 9\ (g − g 9 )
]2
, (3.33)

where the @ 9 = @( ®' 9 , g 9 ) are integers representing instanton events, and \ (g) is the Heav-
iside step function. By integrating over q and ℎ, we obtain the action

S =
(2c)2

2
∑
9,:

@( ®' 9 , g 9 )�@@ ( ®' 9 − ®': ;g 9 − g:)@( ®': , g:) (3.34)

�@@ (®:,l) =
[
l2/" + (d2:

2 + d4:
4)]−1

,

where" = �(2/8 and the symbolic terms d2:
2 and d4:

4 represent the second and fourth
derivative terms in the action: D0(:) ' d2:

2+d4:
4+O(:6). Equation (3.34) is the action

of a Coulomb gas of charges @ = ±1,±2, . . . ; the fugacity of charges @ is � = exp(−@2S0),
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where S0 is the contribution to the action from a single instanton of charge @ = 1:

S0 =
1

4c

∫
dl d2:

l2/" + (d2:2 + d4:4) ≈
c(

8

√
�

2d4
ln(d4/d2) =⇒ � = (d2/d4)@2c(/8.

(3.35)
Since � is a rapidly decaying function of the instanton charge, we can restrict our con-
sideration to a gas of charges @ = ±1. Following Polyakov [16], we approximate the
partition function of the Coulomb gas (3.34) as that of a sine-Gordon model with ac-
tion (3.32), augmented by the term

XS = −2`�
∫

dg
∑
'

cos(2cℎ), (3.36)

where `dg is the pre-exponential part of the instanton measure (Appendix b.2); near the
rk point, 2` = �(3/2√c/2. �e presence of this term makes the excitations massive:

l2 = 22:2 +<2, <2 = 8c2"`� . (3.37)

As we see from (3.35), this mass vanishes at the rk point.

At �nite temperatures, instantons interact logarithmically:

� = −2c) 2

d2

∑
9<:

@ 9@: ln

(
| ®' 9 − ®': |

A0

)
, (3.38)

where A 2
0 = d4/d2. �e corresponding contribution to the free energy density,

X� ∝ @2�@

∫
d2A

A3@
, (3@ = 2c@2) /d2) (3.39)

diverges at low temperatures, where 31 ≤ 2: above the critical temperature

)2 = d2/c, (3.40)

the cosine term in the free energy functional of static �uctuations,

� =
∫

d2A
[d2

2
(∇ℎ)2 + d4

2
(∇2ℎ)2 − 2`� cos(2cℎ)

]
, (3.41)

is irrelevant. Above )2 , therefore, we have a critical phase; below it, the correlation
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Figure 3.8. Phase diagram of the square la�ice quantum dimer model at ( = ∞ (this work)

and ( = 1 [138, 149–156]. Figure taken from Ref. 1.

length of the ℎ �eld is �nite:

b ∼ A0(`�/)2)−1/(2−31) . (3.42)

�e divergence of b at)2 corresponds to the melting of the instanton-generated valence
bond crystal via a Berezinskii–Kosterlitz–�ouless transition [148].

3.4.4 Large-( phase diagram

In the ( →∞ limit, zero-point �uctuations of any so� modes are negligible, so d and
Φ can be treated as commuting, classical variables: the ground state energy of the system
is therefore given by classical minimisation of the Hamiltonian (3.14). Since √dddd ≥ 0
always, the Φ in such an optimal state satisfy cos(Φ1−Φ2+Φ3−Φ4) = 1 for all plaque�es,
which is achieved, for instance, by se�ing Φ ≡ 0.

Finding the optimal values of d in full generality is more di�cult. However, one
can always compare the ground state energies of phases suggested in the literature, or
develop a variational ansatz that captures several such phases. In the case of the square
la�ice, we considered states in which d is constant within each set of bonds populated in
the four columnar ordered states. Such an ansatz can describe columnar and plaque�e
ordered states as well as the rvb liquid.

Comparing the ground-state energies of these phases and staggered order yields the
( → ∞ phase diagram shown in Fig. 3.8. As expected, the ground state is staggered
for + > � and columnar at + → −∞. At intermediate + /� , we see a plaque�e ordered
phase as well as an extended u(1) rvb liquid, with phase boundaries corresponding to
the instabilities shown in Fig. 3.7. �e la�er is unstable at �nite ( due to instanton
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e�ects, as discussed above. �e fate of the plaque�e phase is less clear: since it is or-
dered, instantons are unlikely to substantially a�ect its stability, so the evolution of the
columnar–plaque�e phase boundary is determined by la�ice e�ects. It may well be pos-
sible that the plaque�e order survives at ( > 1 and has a proximity e�ect near the rk
point even at ( = 1. �is could explain why numerical simulations of the square-la�ice
dimer model struggle to establish its true ground state in this regime [138, 149–156].

3.5 Other lattices

Beyond the square-la�ice dimer model, our approach can straightforwardly be ap-
plied to rk Hamiltonians on other bipartite la�ices, both in two and three dimensions.
In this section, I demonstrate this on qdms on the cubic, honeycomb, and diamond lat-
tices. Finally, I discuss the applicability of the semiclassical approach to Z2 liquids on
the non-bipartite triangular la�ice.

3.5.1 Cubic lattice

�e rk Hamiltonian on the cubic la�ice can be thought of as the sum of square-
la�ice dimer models (3.9) in the three sets of {100} crystallographic planes, linked by
the shared large-( constraint (3.12). Similar to the square-la�ice case, we introduce the
radial gauge (3.13), se�ing I = 6, and expand the resulting Hamiltonian (3.14) in Xd . A�er
introducing the Fourier modes (3.18), the large-( constraint can be wri�en as

∑
[

2[Xd[ (®:) = 0, [2[ = cos(®: · 4̂[)/2)] (3.43)

while the action becomes

S =
∫

dg
{∑
:,`

8 Xd` (®:, g) mgΦ` (−®:, g) +
∑
:,`,a

D`a (®:)
2

Xd` (®:, g)Xda (−®:, g)

+
∑
',`

�(2

18
[
1 − cosq` ( ®', g)

]}
(3.44)

to quadratic order in Xd , where

D = 2
©­­«
(2+ − � ) (22

2 + 22
3) −�2122 −�2123

−�2122 (2+ − � ) (22
1 + 22

3) −�2223

−�2123 −�2223 (2+ − � ) (22
1 + 22

2)

ª®®®¬
+ 4(+ − � )1, (3.45)



84 E�ective �eld theories for constrained quantum systems

and q` labels the arguments of the cosine terms for plaque�es normal to the 4̂` direction:
unlike the case of the square la�ice, these sets of plaque�es are crystallographically
inequivalent.

We could now rewrite the action in terms of the physical degrees of freedom only,
that is, replace the three Xd �elds with two “height �elds” that impose the constraint (3.43)
automatically.† However, doing so is much more algebraically tedious than for the
square la�ice, as there is no geometrically well-motivated choice of the �elds. In fact,
the Xd and q are electric and magnetic �elds in a la�ice u(1) gauge theory (§1.1.2, §2.1.1),
which are most naturally expressed in terms of a redundant vector �eld obeying diver-
gence-free constraints.

Photons

�erefore, we derive the dispersion of photons in the u(1) gauge theory using the
action (3.44) in terms of the Xd and Φ �elds. In the �rst approximation, we again neglect
instantons in the �eldsq and expand them to quadratic order around the minimumq ≡ 0:

�(2

18
∑
',`

[
1 − cosq` ( ®', g)

]
' �(2

36
∑
',`

q` ( ®', g)2, (3.46)

which allows us to write the last term of (3.44) in terms of Fourier modes. Similar to (3.21),
we have q` (®:) = 2Y`aλ2λΦa (®:) ≡ Z`aΦa (®:). Z is a nonzero, traceless, antisymmetric
matrix; it has a zero eigenvalue, Z`a2a = 0, which will be useful to project out the
unphysical mode that does not obey the constraint (3.43). �e action (3.46) can now be
wri�en as

�(2

36
∑
`

q` (®:)q` (−®:) = − �(
2

36
∑
`a

[Z2(®:)]`aΦ` (®:)Φa (−®:) ≡
∑
`a

M`a

2
Φ` (®:)Φa (−®:);

(3.47)
a�er integrating the �elds Φ out from (3.44), we get

S =
1
2

∫
dg

∑
:,`,a

[
M−1

`a mgXd` (®:) mgXda (−®:) + D`a Xd` (®:) Xda (−®:)
]
. (3.48)

�e photon dispersion is given by the eigenvalues ofMD = −2�(2Z2D/9, a�er project-
ing out the unphysical modes that do not satisfy the constraint ∑

` 2`Xd` = 0. Formally,
this could be done by adding an in�nite Lagrange multiplier, but there is no need to do

†�e corresponding reduction in degrees of freedom for the q �elds comes from the fact that, as la�ice
curls of Φ, their la�ice divergence must be zero for each cube of the la�ice. In Fourier space, this implies∑
` 2`q` (®:) = 0.
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Figure 3.9. Photon dispersion relation of the large-( qdm on the cubic la�ice. �e spec-
trum is gapless at the ' = (c, c, c) point; its dispersion is quadratic at the
rk point and linear away from it. �e spectrum has two non-degenerate
branches away from the rk point. �e lower branch develops minima at the
- = (c, 0, 0) points for lower values of+ , which drives an ordering transition
at + = 0. Figure taken from Ref. 1.

so because the only unphysical mode is a zero mode ofZ, and hence ofZ2D.† �e two
nonvanishing eigenvalues are

l2 =
4�(2

9

{
�
[
2(22

1 + 22
2 + 22

3) − (24
1 + 24

2 + 24
3)

]
+ 2+

[
24

1 + 24
2 + 24

3 − (22
1 + 22

2 + 22
3) + 22

12
2
2 + 22

12
2
3 + 22

22
2
3
]

± 2|� −+ |
√
24

12
4
2 + 24

12
4
3 + 24

22
4
3 − 22

12
2
22

2
3 (22

1 + 22
2 + 22

3)
}
, (3.49)

which are plo�ed for three values of+ /� in Fig. 3.9. It is interesting to note thatl2 | �=+ ∝
(22

1 + 22
2 + 22

3)2: the two bands are degenerate at the rk point, with quadratic dispersion
around the gapless point (c, c, c). Expanding near this point for + ≠ � , we �nd

l2 ' 2(2

9
� (� −+ ):2, (3.50)

where ®: is the (small) vector distance from (c, c, c): the speed of light is 2 =
√

2� (� −+ ) (/3.

†In fact, the matrixM−1 in (3.48) diverges because of the same zero mode. Formally, a small λ2`2a
component should be added toM to make it invertible, and the unphysical mode would be projected out
by taking λ→ 0. However, as the photon spectrum is given by that of the well-behaved matrixMD, we
achieve the same results by simply dropping its zero eigenvalue.
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Figure 3.10. ( → ∞ phase diagram of the cubic la�ice quantum dimer model. To my
knowledge, there are no conclusive studies of the ( = 1 qdm on the cubic
la�ice, to which one could compare the large-( results of this work. Figure
taken from Ref. 1.

Instantons

�e instanton contributions are calculated similarly to the square la�ice case, by per-
forming the Villain transformation (3.33) on q` in (3.44) and integrating out the smooth
�elds Φ`, Xd` . �e result is a 3d Coulomb gas action for the integer charges @` ,

S =
(2c)2

2
∑
l,:

∑
`,a

@` (−l,−:)
[
18l2

�(2 M−1 + D
]−1

`a

@a (l,:), (3.51)

with the standard unscreened long-range Coulomb interaction. �e constraint (3.43) on
the �elds q` , however, implies the equivalent constraint

21@1 + 22@2 + 23@3 = 0 (3.52)

on the instanton con�gurations @` (l,:) allowed in the low-energy sector.† In 3 + 1
dimensions, such instantons are irrelevant [16] and can safely be neglected.

Large-( phase diagram

Using the method described in §3.4.4, we can obtain the ground state of the qdm
Hamiltonian (3.9) in the limit ( → ∞ (Fig. 3.10). Similar to the square-la�ice case, we
observe an extended u(1) rvb liquid phase: in three dimensions, this phase is expected
to survive at ( = 1. For + > � , the photon modes become unstable at the (c, c, c) point,
leading to staggered order. Likewise, the instability of the (c, 0, 0) points for+ < 0 drives
a transition into an rvb solid phase with isolated, resonating cubes. For + < −�/4, this
phase gives way to columnar order.

†Instantons that do not obey this constraint also exist and give rise to pairs of Dirac-quantised magnetic
monopoles, analogous to visons in quantum spin ice [15]. �ese monopoles are gapped quasiparicles and
only renormalise the low-energy theory through ring-exchange processes that obey the constraint (3.52).
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3.5.2 Honeycomb and diamond lattices

�e calculations for these la�ices are straightforward generalisations of the previous
two cases with some minor di�erences:

• �e smallest plaque�es on which ring-exchange terms can be de�ned consist of
six links: therefore, the Hamiltonian (3.9) is replaced by

�� =
∑
7

[
−�

(
1̂†11̂
†
31̂
†
51̂21̂41̂6 + H.c.

)
++

(
1̂†11̂11̂

†
31̂31̂

†
51̂5 + 1̂†21̂21̂

†
41̂41̂

†
61̂6

)]
.

(3.53)
In the radial gauge (3.13), (3.53) can still be expanded to quadratic order in Xd much
the same way as for the square la�ice.

• �ere are two inequivalent la�ice sites in each unit cell (marked black and white
in Fig. 3.11) that give rise rise to two distinct large-( constraints (3.12). In the
honeycomb la�ice, there are three links per unit cell, leaving one physical degree
of freedom, which allows us to de�ne a height mapping analogous to (3.26). In the
diamond la�ice, there are four links, and hence two physical degrees of freedom,
per unit cell: this and the complicated structure of the la�ice requires us to resolve
the constraint implicitly (§3.5.1).

�e algebra required to obtain the photon spectrum in both cases is rather tedious and
is presented in Ref. 1 in full detail. �e spectra are shown along high-symmetry direc-
tion for several values of + /� in Fig. 3.11. �ey are both gapless at the Γ point, with
the expected quadratic and linear dispersions at and away from the rk point, respec-
tively. In particular, the speed of light in the diamond la�ice qdm is 2 = (2

√
� (� −+ )/6,

compared to the quantum Monte Carlo result 2 ≈
√

0.8� (� −+ ) for ( = 1 [158, 159].
We expect higher-order corrections in the 1/( expansion to substantially reduce this
discrepancy [17].

Phase diagrams of the ( → ∞ models were obtained as a function of + /� by com-
paring the classical ground-state energies of several ordered and resonating phases sug-
gested in the literature (Refs. [157, 160] for the honeycomb la�ice, Refs. [19, 158, 159]
for the diamond la�ice). �e results are shown in Fig. 3.11, together with the corre-
sponding ( = 1 phase diagrams [157, 158]. In both cases, the liquid phase remains stable
beyond the transition point to a plaque�e or columnar ordered phase, indicating a �rst-
order transition. For the diamond la�ice, no resonating solid phase is identi�ed in either
limit: both phase diagrams consist of staggered ordered, u(1) liquid and ordered ' [159]
phases. �e u(1) rvb liquid phase is destroyed by instantons on the 2d honeycomb lat-
tice for �nite ( (§3.4.3), but survives on the 3d diamond la�ice. Nevertheless, it becomes
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Figure 3.11. Le�: Large-( photon dispersion relation and phase diagram of the honeycomb-
la�ice qdm. �e spectrum is gapless at the Γ point in the Brillouin zone.
Another minimum develops for small+ at the points; however, a �rst-order
plaque�e ordering transition occurs before this minimum would become
unstable. �e ( = 1 phase diagram is taken from Ref. 157.
Top right: Unit cell of the diamond la�ice. �e two interpenetrating fcc
subla�ices are shown as solid and open dots, respectively. A hexagonal
plaque�e is shown shaded by way of example.
Right: Large-( photon dispersion relation and phase diagram of the diamond-
la�ice qdm. �e spectrum is gapless at the Γ point in the Brillouin zone
and has two non-degenerate branches away from the rk point. Another
minimum develops for small + near the  points; however, a �rst-order
columnar ordering transition occurs before this minimum would become
unstable at + /� = E∗ ≈ −0.694. �e ( = 1 phase diagram is taken from
Ref. 158.
Figures taken from Ref. 1.
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e1
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e3

Figure 3.12. Projecting a cubic la�ice down a 〈111〉 axis onto a triangular la�ice. �e
�gure shows a single layer of cubes: two vertices in each cube are projected
onto one another (circled black dots), which originally belonged to di�erent
subla�ices of the bipartite cubic la�ice (black and white dots). �e 〈100〉 unit
vectors of the cubic la�ice are projected onto the linearly dependent la�ice
vectors 4̂1,2,3 of the triangular la�ice. Figure taken from Ref. 1.

far narrower at ( = 1 than at ( →∞, consistent with the intuition that so� dimers (and
spins) favour �uctuating phases (§2.2).

3.5.3 Outlook: non-bipartite lattices

Our method has only been applied to bipartite la�ices in the discussion above. �is
is a natural choice, since the dimer density operator d and the conjugate angular vari-
able Φ introduced in the radial gauge (3.13) can straightforwardly be interpreted as a
compact u(1) electric �eld and magnetic vector potential, respectively [15]; furthermore,
the focus of Z2 gauge theories on parities, rather than the dimer numbers themselves,
stands at odds with our approach that is underpinned by coherent states with a large
dimer number variance. Nevertheless, the procedure outlined in §3.3 can be performed
on non-bipartite la�ices, leading to large-( descriptions of rk models on the same.

A particularly interesting case is that of the triangular la�ice, which can be derived
from the cubic la�ice by projecting it down a 〈111〉 axis (Fig. 3.12). �e triangular-la�ice
rkmodel can be derived from the cubic one using the same projection, so long as all links
projected onto one another are in the same bosonic coherent state 1. �e derivation of
the cubic-la�ice dispersion relation (3.49) carries over unchanged, a�er identifying the
components :1,2,3 of the wave vector with the linearly dependent ®: · 4̂1,2,3: the triangular-
la�ice dispersion relation is a 2d cut of the cubic one in the plane :1 + :2 + :3 = 0.
Since the gapless point of the la�er, (c, c, c), is not in this plane, the resulting “photon”
dispersion relation is gapped from+ /� = −1/2 to above 1 [Fig. 3.13(a)]; nevertheless, we
still expect a �rst-order transition into a staggered ordered phase at the rk point.
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Figure 3.13. (a) Semiclassical “photon” dispersion relation in the ( → ∞ triangular-
la�ice rk model. It becomes gapless at the Γ point in the Brillouin zone at
+ /� = −1/2, but remains gapped above that up to the rk point.
(b) Energy of the lowest “non-vison-like” [137] excitation in the ( = 1
triangular-la�ice rk model, obtained from Green’s function Monte Carlo on
a 432-site cluster [143]. It is also gapped at the rk point, but develops so�
modes at the - and" points around + /� = 0.8. Figure taken from Ref. 143.

Visons can also be captured using the semiclassical description. In the path-integral
formalism, the vison creation operator (3.7) turns into

(−1)#̂�� = exp
(
8c

�∑
8=�

=̂8

)
−→ exp

(
8c

�∑
8=�

d8

)
=

�∏
8=�

48cd8 ; (3.54)

since the angular variable Φ8 is canonically conjugate to d8 , the e�ect of this operator
is to change Φ along a path between plaque�es � and � by c .† As a result, the circu-
lation of Φ‡ along any loop that encloses a single vison changes by c , recovering the
semionic mutual statistics with monomers (§3.2.1). �e phenomenology of these semi-
classical visons is similar to those in large-( quantum spin ice (§2.3.3): their energy is
on the order of Hamiltonian terms, O(�(2), parametrically larger than that of the pho-
tons, O(�(); therefore, in a semiclassical numerical simulation, photons would appear
as normal modes, while visons remain quasiparticles with a �nite energy.

�is situation is qualitatively di�erent from the ( = 1 qdm, where visons are the
lowest-energy excitations [137], whose condensation around+ /� = 0.8 drives the transi-
tion into a resonating-plaque�e phase called

√
12×√12 order [134, 142, 143, 161]. Indeed,

so� modes for ( = 1 are seen to form at the - and " points of the Brillouin zone [143]

†�e same conclusion is also reached by observing that the coherent states |V〉 and | −V〉 di�er precisely
by the sign of odd parity Fock states, cf. (3.10).

‡�at is, the sum of Φ along an even-length loop with alternating signs. As the la�ice is non-bipartite,
a given Φ may appear with di�erent signs in di�erent loops. However, as −c and c are the same phase, the
c-shi� that de�nes the vison is independent of such choices.
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[Fig. 3.13(b)], which are consistent with
√

12 × √12 order; by contrast, the instability at
the Γ point in semiclassics appears to herald a columnar order. Since visons are large
perturbations of the semiclassical rvb liquid state around which the expansion (3.13) is
performed, it is di�cult to tell whether precursors to their ( = 1 behaviour exist in the
( → ∞ limit: this question may be studied more easily using numerical simulations
along the lines of §2.3. Even so, the dynamics of large-( visons would be due to instan-
ton e�ects in the Φ �eld [97]: these are not captured by the same simulations, and are
generally suppressed exponentially in ( . �ese probably put a detailed reconstruction
of the ( = 1 physics out of the reach of the semiclassical approach.

Nevertheless, the construction of “photons” on the triangular la�ice can be used to
propose variational “photon” states in the ( = 1 rk model. Comparing the properties
of these states to the variational vison states (3.7) could shed light on the relationship
between u(1) and Z2 rvb liquids and, particularly, on the mechanism by which the u(1)
gauge theory breaks down into a Z2 one [162]. Owing to the simple structure of ground
states at the rk point, these studies may be tractable analytically, or done exactly using
classical Monte-Carlo techniques [60, 135], o�ering, in principle, more rigorous results
than usually possible for spin-liquid systems.





4
Neural-network wave functions and

the sign problem

Over the last decade, machine learning has had a profound impact on nearly all

aspects of life as well as the physical sciences [163], mostly owing to the ability

of neural networks to discover pa�erns in complex, data with very high dimen-

sionality [164]. The same properties mark neural networks out as general-purpose

wave-function ansätze, with potential to overcome the limitations of existing ap-

proaches, such as (path-integral) quantum Monte Carlo or tensor networks. In

this chapter, I discuss neural quantum states (nqs), their relationship with the

Monte-Carlo sign problem, and our work [3] on solving the nqs sign problem for

unfrustrated antiferromagnets and alleviating it for frustrated ones.

4.1 Introduction to quantum Monte Carlo

God does not play dice with the universe.

— Albert Einstein

�e central problem of simulating quantum mechanics numerically is dealing with
the enormous amount of information contained in the quantum wave function. For in-
stance, simulating the time evolution of a system of # classical particles requires solving
O(# ) coupled ordinary di�erential equations (odes) (cf. §2.2); by contrast, the same task
for a system of # spin-1/2 degrees of freedom leads to 2# odes, while the energy lev-
els of the same system follow from diagonalising a 2# × 2# matrix (from here on, we
focus on this la�er task). �e exponentially growing computational complexity means
that not even moderately large quantum systems can be simulated exactly on a classi-
cal computer [165]. Accessing larger system sizes requires approximations along the
following strategies:

93
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• Wave functions are represented using an ansatz whose observable expectation
values can be evaluated exactly with modest computational e�ort. �e variational
energy of such a parametrised wave function can be minimised explicitly, leading
quickly to the best possible approximation of the ground state with that ansatz.
�e most successful examples of this approach are tensor networks [166], for which
variational energies and other local observables can be evaluated e�ciently by
repeated contractions of small (relative to the Hilbert space dimension) tensors.
Being variational, the accuracy of these methods is limited by the ability of the
ansatz to represent physically relevant wave functions; indeed, representing an
arbitrary wave function requires exponentially many parameters, leading to no
improvement over exact diagonalisation.

• A subset of the Hilbert space is used to estimate operator expectation values. Since
this subset is selected by importance-sampling Monte-Carlo algorithms, these ap-
proaches are generally called quantum Monte Carlo (qmc). A great multitude of
qmc techniques has been developed [38], di�ering in what is sampled by the Monte-
Carlo algorithm, as well as in ma�ers of implementation. Here, I review variational

Monte Carlo, which forms the basis of our work with neural-network wave func-
tions, and path-integral Monte Carlo to demonstrate the origins of the Monte-Carlo

sign problem.

4.1.1 Variational Monte Carlo (vmc)

No great discovery was ever made without a bold guess.

— Sir Isaac Newton

Consider a Hilbert space with a complete, orthonormal basis (the computational ba-

sis). For spin systems, the typical computational basis consists of the joint eigenstates of
all fI operators; for ( = 1/2, these can be labelled with a bit string of + and − signs. �e
wave function is now a function that maps these bit strings to complex numbers; a wave-
function ansatz is a family of such functions parametrised by some other parameters \ :

|Ψ\ 〉 =
∑
2

Ψ(2 ;\ ) |2〉, (4.1)

where 2 runs over the fI basis states. Importantly, the number of parameters is much
smaller than the Hilbert space dimension, so not all possible wave functions can be rep-
resented exactly: the accuracy of the converged ground state depends strongly on the
variational ansatz.
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Variational Monte-Carlo approaches aim to approximate the ground state of a Hamil-
tonian � by an appropriate choice of the parameters \ . As a proxy for the true ground
state, we minimise the variational energy

� (\ ) = 〈Ψ\ |� |Ψ\ 〉〈Ψ\ |Ψ\ 〉
, (4.2)

which has a global minimum at the ground state. Since we only assume basic continuity
properties about Ψ(2 ;\ ), this minimisation can only be done gradually.† �ere are two
common strategies for doing so:

Sto�astic gradient descent (sgd)

Monte-Carlo sampling is used to estimate the derivatives of the energy (4.2) with
respect to the parameters \ and the parameters are moved along the direction of steepest
descent: \8 ↦→ \8 − [m\8� (\ ), where [ is the learning rate. �is approach is popular for
machine-learning tasks because it can handle millions of parameters e�ciently; however,
it is ill-suited to optimising variational wave functions [167, 168].

Sto�astic recon�guration (sr)

A strategy that greatly improves the convergence of variational wave functions com-
pared to sgd is approximating their imaginary-time evolution rather than directly min-
imising the variational energy [38, 168]. Namely, given a set of parameters \ , we want
to �nd \ ′ = \ + X\ such that |Ψ\ ′〉 have a high overlap with 4−[� |Ψ\ 〉 ≈ (1 − [� ) |Ψ\ 〉 for
a su�ciently small [. �e ground state has a higher overlap with the la�er than with
|Ψ\ 〉, so iterating this procedure will converge to the ground state.

To �rst order in [, the optimal X\ is given by (Appendix c.1)

∑
9

Re cov($ 9 ,$:)︸            ︷︷            ︸
(: 9

X\ 9 = −[ Re cov(�loc,$:)︸              ︷︷              ︸
m\:

� (\ )

. (4.3)

Here, $ 9 (2) =
〈
2
��m\ 9Ψ〉 /〈2 |Ψ〉 = m\ 9 log〈2 |Ψ〉; �loc(2) = 〈2 |� |Ψ〉

/〈2 |Ψ〉 is a local
estimate of the variational energy in the sense that

• its average weighted according to the quantum probability distribution ? (2) =��〈2 |Ψ〉��2/〈Ψ|Ψ〉 is the variational energy (4.2);

• in an exact eigenstate, it is equal to the corresponding energy eigenvalue for all 2 .
†For certain ansätze (e.g., tensor networks), very e�cient algorithms can be designed by exploiting

their structure, which bypass Monte-Carlo sampling altogether.
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�e covariances in (4.3) are evaluated with respect to the quantum probability distri-
bution ? (2), so they can readily be estimated with importance-sampling Monte-Carlo
techniques, such as the Metropolis–Hastings algorithm.

Equation (4.3) di�ers from the gradient-descent prescription, X\ = −[m\:� (\ ), by in-
troducing the covariance matrix ( . �is matrix depends entirely on the parametrisation
of the wave function rather than its energy under the Hamiltonian, so it can be thought
of as a metric tensor on the parametrised Hilbert space [38]. �erefore, stochastic re-
con�guration is analogous to the natural gradient approaches used to stabilise gradient
descent in other machine learning contexts [167].

Common ansätze for variational Monte Carlo

As discussed already, the success of vmc (and any variational principle) depends
crucially on the ability of the chosen variational ansatz to capture physically relevant
quantum states. In this section, I review some conventional ways of constructing ansätze
for electronic and spin systems on la�ices.

�e most common starting point for systems of interacting electrons (e.g., Hubbard
models) is amean-�eld wave function, that is, the ground state of a non-interacting Hamil-
tonian, composed of tight-binding hopping and pairing† terms, the values of which
are treated as variational parameters. For a regular la�ice, the ground state can be
wri�en down explicitly in reciprocal space by solving single-body problems with small
Hilbert spaces at each wave vector. Interactions can be accounted for more easily in the
occupation-number basis in real space, where the mean-�eld wave function is given by a
single Slater determinant, analogous to continuum Hartree–Fock theory. Evaluating this
Slater determinant directly is computationally expensive; however, derivatives with re-
spect to the entries [used to evaluate$ (2)] and ratios of mostly identical Slater determi-
nants [used in the Metropolis condition and to evaluate �loc(2)] can be computed more
e�ciently by exploiting linear-algebra identities, making vmc with mean-�eld ansätze
viable [38].

We can use the same mean-�eld wave functions to model antiferromagnets‡ by ob-
serving that a half-�lled Hubbard model in the limit of in�nitely strong repulsive in-
teractions reduces to the Heisenberg model [32] (see §1.2 for a more detailed account
of this connection). �e in�nitely strong interactions force each site to host precisely

†Pairing terms break the fermion-number conservation of realistic interacting Hamiltonians. �is can
be recti�ed by projecting the mean-�eld wave function onto basis states with a �xed electron number: in
vmc, this amounts to sampling those states only.

‡Ferromagnetic Hamiltonians have no sign problem, so they are usually studied using path-integral
Monte Carlo and other unbiased approaches.
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one particle, which cannot be achieved directly with mean-�eld wave functions: this
can be corrected for by projecting out all basis states with unoccupied or doubly occu-
pied sites; this Gutzwiller projection (Fig. 1.4) can easily be implemented in vmc by not
sampling these basis states. Gutzwiller-projected mean-�eld states are very well suited
to quantum-spin-liquid states as the fermionic hopping and pairing terms (1.20) do not
break su(2) spin-rotation symmetry; ordered states can be modelled by coupling the
mean �eld Hamiltonian to an external magnetic �eld, used as a variational parameter.†

Converged mean-�eld wave functions provide signi�cant insight into the physics of
the ground state: a nonzero pairing term might indicate superconductivity or Z2 topo-
logical order [7, 36, 169, 170]; ordering transitions may be detected through symmetry-
breaking mean-�eld terms [171]; and for spin systems, ansätze with di�erent spin quan-
tum numbers can be constructed, giving direct access to spin gaps [172–175]. On the
other hand, electronic mean-�eld states do not capture electron–electron correlations
and thus result in poor approximations of the ground state. �e Gutzwiller projection
yields nontrivial correlations, making them more applicable to spin liquids; however,
they are still not �exible enough to represent the true ground states.

�e performance of mean-�eld ansätze can systematically be improved using many-

body correlators: these are operators that are diagonal in the computational basis, so they
can be applied to a variational wave function by multiplying wave-function amplitudes
with the corresponding matrix elements. For spin systems, the simplest choice is the
Jastrow wave function

|Jastrow〉 = exp
(∑
8 9

�8 9 f̂
I
8 f̂

I
9

)
|mf〉 =

∑
2
|2〉〈2 |mf〉 exp

(∑
8 9

�8 9f
I
8 f

I
9

)
, (4.4)

where the �8 9 are variational parameters. �ese wave functions capture many-body cor-
relation e�ects more accurately and provide signi�cantly be�er variational energies.

One can also construct a wave-function ansatz directly in terms of the computational
basis states, without reference to a mean-�eld wave function. A simple but remarkably
successful approach is due to Huse and Elser [176], who found that wave functions of
the form

|he〉 =
∑
2

exp
(∑
8 9

�8 9f
I
8 f

I
9 +

∑
8

ℎ8f
I
8

)
|2〉, (4.5)

a�ain low variational energies for Heisenberg antiferromagnets on both the square and
the triangular la�ice. Here, the �8 9 and ℎ8 are complex variational parameters. For � = 0,
the ansatz describes product states without any entanglement; the bilinear terms intro-

†�e coupling term to an external �eld, h · S, is a fermion bilinear, so the mean-�eld ground state
remains a Slater determinant.
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duce long-range two-spin correlations in a multiplicatively extensive way. Importantly,
Eq. (4.5) can naturally represent the Marshall sign rule [177] for unfrustrated antifer-
romagnets exactly (§4.1.4). �e Huse–Elser construction can naturally be extended to
allow for correlations between clusters of more than two spins, giving rise to entangled

plaque�e states [178, 179].

4.1.2 Path-integral Monte Carlo (pimc)

At the heart of quantum mechanics is a rule that some-

times governs politicians or ceos – as long as no one is

watching, anything goes.

— Lawrence M. Krauss

To design a quantum-Monte-Carlo algorithm that does not rely on carefully designed
wave-function ansätze, we turn our a�ention to simulating the quantum partition func-
tionZ = tr 4−V� , from which all physical observables (such as correlation functions) can
be obtained at temperature) = V−1. By breaking the exponential into many in�nitesimal
imaginary-time steps,Z can be represented as

Z = tr
[(
4−Y�

)=]
≈ tr [(1 − Y� )=] =

∑
21,...,2=

〈21 |1 − Y� |22〉 · · · 〈2= |1 − Y� |21〉, (4.6)

where Y → 0 and = → ∞ such that V = =Y. Likewise, the expectation value of any
operator � that is diagonal† in the computational basis, � =

∑
2 �(2) |2〉〈2 |, is

〈�〉 = 1
Z tr

(
�4−V�

)
=

1
Z

∑
21,...,2=

�(21)〈21 |1 − Y� |22〉 · · · 〈2= |1 − Y� |21〉. (4.7)

Now, if we sample ensembles of 21, . . . ,2= using the product of matrix elements in (4.6)
(normalised by their sum Z) as a probability distribution, the expectation value 〈�〉 is
given by the Monte-Carlo average of�(21). Since 21, . . . ,2= can be regarded as samples
of the imaginary-time path-integral representation of Z [which is in fact a continuum
limit of (4.6)], this method is known as path-integral Monte Carlo. It is an unbiased

method in that it does not depend on ansätze external to the problem and is able to
recover the exact behaviour of the system, limited only by the statistical noise of Monte-
Carlo sampling.

In the simplest implementation of the algorithm, the imaginary-time span V is di-
vided into a large but �nite number of steps, and the �nite list of 21, . . . ,2= is sampled

†Of course, it is possible to write down similar expressions for non-diagonal operators as well; we
focus on the diagonal case only for simplicity.
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using a standard importance-sampling technique. However, to minimise the error intro-
duced by changing 4−Y� to 1−Y� , Y has to remain small, which leads to an impractically
large number = of steps for low-temperature simulations. �is has substantial memory
cost; furthermore, most samples 2 8 will be identical to their neighbours and introducing
an o�-diagonal matrix element† of 1 − Y� becomes so unlikely that simple Metropolis–
Hastings sampling eventually fails.

�ese problems can be solved by only keeping track of the imaginary times at which
o�-diagonal matrix elements are introduced [180, 181]. Between these events, only the
diagonal matrix elements of the Hamiltonian act, so the time evolution (4.6) can easily
be re-exponentiated, eliminating the discretisation error. Furthermore, new o�-diagonal
matrix elements‡ can be introduced at any imaginary time according to a continuous
probability distribution with a �nite integrated probability, and so importance sampling
remains viable.

As explained above, pimc samples can be used to evaluate correlation functions with-
out reference to explicit wave functions; by doing so at di�erent imaginary times, the
energy of the ground state (and sometimes even of excited states [98, 137, 182]) can
be extracted. Furthermore, as the method is inherently �nite-temperature (although
ground-state properties can be approximated by taking V → ∞), it gives access to ther-
mal properties like the heat capacity: this is particularly di�cult for variational methods
that focus on the ground state only.

4.1.3 �e sign problem in pimc

Distinguishing the signal from the noise requires both

scienti�c knowledge and self-knowledge: the serenity

to accept the things we cannot predict, the courage to

predict the things we can, and the wisdom to know the

di�erence.

— Nate Silver, �e Signal and the Noise

�e key shortcoming of path-integral Monte Carlo (and the reason one can still write
a chapter in a doctoral thesis about new numerical methods for quantum mechanics) is
that the probability distribution in (4.7) is only well-de�ned for a special class of Hamilto-
nians. In particular, consider a Hamiltonian where some o�-diagonal matrix elements§

†�ese are O(Y) compared to the diagonal matrix elements that are close to 1.
‡Or rather, pairs of them, since the cyclicity of the trace (4.6) requires that any changes to the spin

con�guration 21 be undone before reaching 21 at the other end.
§�ere is no such limitation for diagonal matrix elements (except that they be real as � is Hermitian),

because the corresponding matrix element of 1 − Y� will be positive in any case.
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in the computational basis are positive or have an imaginary part: the corresponding ma-
trix elements in 1 − Y� are not positive, and so the products of matrix elements in (4.6)
cannot be guaranteed to be all positive, either. If such is the case, the “probability dis-
tribution” pimc tries to sample is not a well-de�ned probability distribution, so direct
sampling fails. �is is called the Monte-Carlo sign problem.

A straightforward way around the sign problem is sampling a well-de�ned probabil-
ity distribution proportional to the moduli of the matrix-element products, adding their
phases by hand. �is turns (4.7) into

〈�〉 =
∑

21,...,2= �(21)〈21 |1 − Y� |22〉 · · · 〈2= |1 − Y� |21〉∑
21,...,2= 〈21 |1 − Y� |22〉 · · · 〈2= |1 − Y� |21〉

=

∑
21,...,2= �(21)( ({2 })

��〈21 |1 − Y� |22〉 · · · 〈2= |1 − Y� |21〉
��∑

21,...,2= ( ({2 })
��〈21 |1 − Y� |22〉 · · · 〈2= |1 − Y� |21〉

�� =
〈�(〉′
〈(〉′ , (4.8)

where ( ({2 }) is the sign of 〈21 |1−Y� |22〉 · · · 〈2= |1−Y� |21〉 and the primed expectation
values are with respect to the probability distribution introduced above. 〈(〉′ is called the
average sign, and its modulus indicates the “badness” of the sign problem. If |〈(〉′| = 1,
all terms in the path integral have the same sign, so there is no sign problem; if it is
much smaller than one, terms with positive and negative signs have an approximately
equal weight in the probability distribution, leading to large cancellations in both the
numerator and denominator of (4.8). Producing an accurate Monte-Carlo average in the
la�er case requires a huge number samples, and below a critical average sign, the signal
will be lost in �oating-point arithmetic errors.

Unfortunately, for any Hamiltonian with a sign problem, the average sign decays ex-
ponentially in both the system size and the inverse temperature V [183]: pimc can only
be used on these systems for very small system sizes at relatively high temperatures. Fur-
thermore, analogous sign problems appear in a variety of other quantum-Monte-Carlo
methods, such as Green’s function Monte Carlo and stochastic series expansion [38, 184].
Indeed, �nding the ground state of an arbitrary sign-problematic Hamiltonian by any

method is np-complete, that is, solving it e�ciently (in polynomial time) would solve a
host of other computationally hard problems, such as prime factorisation [185].

Many important problems in physics are free of the sign problem, including systems
of bosons and of ferromagnetically interacting spins. Fermion systems, on the contrary,
usually have a sign problem. Due to the exchange antisymmetry of fermion wave func-
tions, the sign of matrix elements in such Hamiltonians depends on the labelling of basis
states: apart from special cases, there is no consistent labelling that makes all of them
negative. For this problem, many approaches have been proposed to alleviate and cure
the sign problem, see, for instance, Refs. [38, 186–189].
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�e Marshall transformation

In the rest of this chapter, I am going to focus on the sign problem in antiferromag-
netic Heisenberg models

� =
∑
8 9

�8 9 ®f8 · ®f 9 =
∑
8 9

�8 9

[
fI8 f

I
9 + 1

2 (f+8 f−9 + f−8 f+9 )
]
, (4.9)

where some of the �8 9 are positive: the �f+8 f
−
9 terms produce positive o�-diagonal matrix

elements in the fI computational basis whenever � > 0.
In general, these matrix elements give rise to a serious sign problem that renders

pimc inapplicable. An exception is the case of antiferromagnets on bipartite la�ices:
consider a la�ice where the sites can be divided into two disjoint subsets, � and �, such
that �8 9 ≥ 0 if 8 and 9 belong to di�erent subsets and �8 9 ≤ 0 if they belong to the same
one. Now, let us rotate all spins in subset � by c around the fI axis:

fI → fI ; fG → −fG ; f~ → −f~ ; f± → −f±. (4.10)

Since this is done to precisely one of the spins involved in each antiferromagnetic term
of (4.9), all positive o�-diagonal matrix elements �f+8 f

−
9 turn into −�f+8 f−9 , removing

the sign problem.† �is is known as the Marshall transformation [177]; it re�ects the
lack of competing interactions in bipartite la�ice antiferromagnets and their resulting
ability to form simple ordered phases. By contrast, frustrated antiferromagnets live on
non-bipartite la�ices, and thus do not admit similar sign rules that would remove their
sign problem.

4.1.4 �e sign problem in variational approa�es

�e sign problem, as introduced in the previous section, is a property of the Hamilto-
nian, without any obvious consequences for ground-state wave functions or variational
approximations thereof. However, the sign structures of a Hamiltonian matrix and its
ground state are related by a corollary of the Perron–Frobenius theorem [190, 191]:

Every real symmetric matrix with non-positive o�-diagonal elements has an

eigenvector corresponding to its lowest eigenvalue with only nonnegative entries.

An intuitive way of thinking about this result is that imaginary-time evolution under
a sign-problem-free Hamiltonian causes only constructive interference, which results

†In fact, the original Hamiltonian had no sign problem in the sense of (4.8), either. Any string of
o�-diagonal matrix elements in the path integral has to take the con�guration 21 back into itself: on a
bipartite la�ice, this is only possible with an even number of antiferromagnetic matrix elements.
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in a wave function with all positive entries in the limit of large imaginary time. For a
sign-problematic Hamiltonian, by contrast, the same evolution gives rise to destructive
interferences and a ground state with a nontrivial sign structure. For some variational
ansätze, these interferences might also lead to large cancellations in evaluating the wave
function Ψ(2 ;\ ), to a similar detrimental e�ect as a small average sign in (4.8). For in-
stance, this is a nontrivial concern for tensor network approaches to sign-problematic
Hamiltonians, requiring sophisticated strategies for contracting the tensor networks to
avoid cancellations [192]. �e sign problem also a�ects variational optimisation pro-
tocols: stochastic recon�guration was found less vulnerable to it than plain gradient
descent [168].

�e success of mean-�eld wave functions for fermionic and antiferromagnetic sys-
tems stems in part from how they automatically impose a physically reasonable sign
structure for all values of their variational parameters (namely, the terms of the mean-
�eld Hamiltonian). �is allows them to converge reliably to low-energy variational
states, and to provide a good basis for Jastrow factors (4.4) that usually only change the
wave-function amplitudes. Mean-�eld wave functions are also common starting points
for �xed-node di�usion Monte Carlo (dmc), in which wave-function amplitudes are rep-
resented in an unbiased way, but the sign structure is provided as an ansatz to work
around the sign problem [189, 193–195].

For antiferromagnets on bipartite la�ices, the Marshall transformation (4.10) elimi-
nates the sign problem of the Hamiltonian and thus makes all entries of the ground-state
eigenvector positive. It follows that 〈2 |∏8∈� fI8 |gs〉 is positive for all computational ba-
sis states 2 (the fI

8
are the rotation operators that implement the Marshall transforma-

tion). �erefore, each wave-function entry 〈2 |gs〉 is positive (negative) if there is an
even (odd) number of down spins in subla�ice �: this is known as the Marshall sign

rule (msr) [177]. Let me note that this sign rule is easily implemented in the Huse–Elser
ansatz (4.5) by se�ing

Imℎ8 =

{
c/2 8 ∈ subla�ice �
0 8 ∈ subla�ice �;

Im �8 9 = 0. (4.11)

Finally, the converse of the Perron–Frobenius theorem is not true: Hamiltonians
with a mild sign problem can well have ground states with all positive entries [196, 197].
In practice, this is related to the presence of ordered phases in the phase diagram of
frustrated antiferromagnets: as long as a Hamiltonian remains in the same phase as a
trivial unfrustrated point, its ground-state sign structure remains similar to the sign rule
for the la�er, allowing variational ansätze to capture it (see §4.2.3 and Ref. 198). �is also
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helps explain the success of the Huse–Elser ansatz for the triangular la�ice Heisenberg
antiferromagnet [176], which, while frustrated, shows a classical 120◦ order.

4.2 Neural quantum states (nqs)

Although I do not suppose that either of us knows any-

thing really beautiful and good, I am be�er o� than he

is – for he knows nothing, and thinks that he knows. I

neither know nor think that I know.

— Socrates, as quoted in Plato’s Apology

Deep neural networks have been the workhorse of the machine learning and ar-
ti�cial intelligence revolution of the last decade [164, 199]. Even though they have
been invented long ago [200], the recent increase in available computational power
and training data brought out their advantage over other machine learning techniques,
�rst on the task of image classi�cation [201]. Since then, sophisticated neural-network-
based machine-learning approaches solved seemingly insurmountable computational
challenges, such as defeating the best human players in chess and go, or recognising
hundreds of millions of faces. �is success derives from the ability of deep neural net-
works to represent arbitrarily complex functions accurately [202] and to “learn” them
from a su�ciently large amount of data.

Variational ansätze for vmc must be �exible enough to represent and readily con-
verge to the complex pa�ern of probability amplitudes that arise in the ground states of
challenging systems, such as quantum spin liquids. �is task is similar to that of unsu-
pervised learning, where neural networks are used to represent and sample probability
distributions consistent with training data (e.g., given many pictures of humans, the
neural network is to produce realistic pictures of humans that are di�erent from those
it was trained on). �e success of neural networks on these tasks is a clear indication
that they are able to represent highly nontrivial probability distributions on very high-
dimensional spaces; therefore, it is natural to expect that they are able to represent and
learn many-body wave functions equally well.

Neural networks (speci�cally, restricted Boltzmann machines) were �rst proposed as
wave-function ansätze for vmc in 2017 [203]. Since then, a great multitude of neural
quantum state (nqs) architectures have been proposed, utilising, among others, deep
feed-forward neural networks [198, 204–209], recurrent neural networks [210–212], and
Gaussian processes [213]. �ese have been deployed with promising results to chal-
lenging problems in electronic quantum chemistry [206–208, 214] and quantum spin liq-
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uids [175, 204, 205, 215–217]; the ability of neural networks to represent arbitrary func-
tion without constraints like the entanglement limitations of tensor networks [166, 218]
makes this approach desirable for higher-dimensional, critical, and topologically ordered
systems [219, 220].

�e key di�erence between representing probability distributions for unsupervised
learning and wave functions for vmc is that the la�er consists of probability amplitudes,

with nontrivial signs or complex phases. �ese phases are precisely the origin of the
Monte-Carlo sign problem, suggesting that neural quantum states may be susceptible to
it. Indeed, representing highly nontrivial sign structures in, for instance, quantum-spin-
liquid states has proven to be a serious challenge for nqs approaches [198, 205].

In the rest of this section, I shall review the �rst and still most popular nqs ansatz,
restricted Boltzmann machines; nqs architectures based on deep neural networks; and
the manifestations of the sign problem in nqs.

4.2.1 Restricted Boltzmann ma�ines (rbm)

Restricted Boltzmann machines have �rst appeared in machine-learning literature as
a physically motivated and �exible ansatz to model probability distributions [221]. �ey
are de�ned as Ising models on a system of “visible spins” E8 (the degrees of freedom
to be modelled) and “hidden spins” ℎ 9 : to make the resulting probability distribution
tractable, we do not allow interactions between two visible or two hidden spins (hence
“restricted”). �e rbm probability distribution is the marginal probability of visible spins
traced over the hidden spins:

? (v) ∝
∑
h

exp
(
08E8 + 1 9ℎ 9 +F8 9E8ℎ 9

) ∝ 408E8 ∏
9

cosh
(
1 9 +F8 9E8

)
. (4.12)

Here, summation over the indices 8 and 9 is implied, F8 9 is the reduced interaction
strength between the spins E8 and ℎ 9 , and 08 and 1 9 are “external �elds” coupled to the
same.† In the second equality, we explicitly sum over each ℎ 9 = ±1, made possible by
the lack of interaction between hidden spins. It can be shown that an rbm with su�-
ciently many hidden spins can represent any probability distribution with arbitrary ac-
curacy [222]. Furthermore, the distribution (4.12) can be sampled e�ciently using Gibbs

sampling [223]:

1. Given a visible spin con�guration v, sample a hidden spin con�guration h from

†In machine-learning parlance, theF are called “weights,” the 0 and 1, “biases.”
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the conditional distribution

? (h|v) ∝ exp
(
1 9ℎ 9 +F8 9E8ℎ 9

)
=

∏
9

exp
(
1 9ℎ 9 +F8 9E8ℎ 9

)
. (4.13)

As there are no interactions between hidden spins, this distribution factorises, so
each ℎ 9 is trivial to sample.

2. Using this hidden spin con�guration, sample a new visible spin con�guration v′.
Again, the conditional distribution ? (v′|h) factorises and can easily be sampled.

�is sampling procedure has be�er mixing properties than simple Metropolis–Hastings
sampling of the overall probability distribution (4.12). Nevertheless, with the advent of
recurrent neural networks [224], which do not rely on Markov-chain Monte Carlo at all
and return completely uncorrelated samples, rbms have lost traction for cu�ing-edge
machine-learning applications. Owing to their simple and interpretable structure, how-
ever, they remained popular in theoretical studies and as ingredients of more complex
architectures [225].

Restricted Boltzmann machines have �rst been proposed as a wave-function ansatz
by Ref. 203, and have since remained the most popular nqs architecture [220]. In this
case, the probability amplitude is represented by the rbm form (4.12); to allow for non-
positive amplitudes, the weights w and biases a, b are allowed to be complex. In fact,
the summation over hidden units is merely symbolic: since the probability distribution
? (2) is the modulus squared of the rbm output, there is no consistent notion of the joint
probability distribution ? (v, h), so Gibbs sampling becomes impossible. In practice, this
is not a problem, as similar basis states tend to have amplitudes of the same order of
magnitude, so Metropolis–Hastings sampling remains viable.

4.2.2 Deep (convolutional) nqs

�e visual representation of an rbm suggests an analogy to single-layer (shallow)
neural networks [Fig. 4.1(a)]. It is, therefore, a natural idea to enhance their expressive
power by turning to feed-forward deep neural networks. �ese are compositions of alter-
nating linear maps and nonlinear activation functions:

5 (x) = f (W=f (W=−1f (· · ·f (W1x + b1) · · · ) + b=−1) + b=), (4.14)

where the weights W8 are matrices, the input x and biases b8 are vectors, and the non-
linear function f (·) is understood to act elementwise. Such neural networks are o�en
represented as a graph, where nodes, arranged in layers, stand for applications of the
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Figure 4.1. Common neural quantum state ansätze.
(a)A restricted Boltzmann machine consists of a number of “hidden spins” cou-
pled to the physical (“visible”) spins via Ising interactions: the wave function
amplitude is given by the probability distribution of this Ising model, (4.12). It
can be regarded as a single-layer feed-forward neural network.
(b) A fully connected deep feed-forward neural network consists of layers of
hidden units, connected by unrestricted linear maps and nonlinear activation
functions. To account for the multiplicatve nature of the wave function, the
output of the last layer is taken to represent the logarithm of 〈2 |Ψ〉.
(c) A convolutional neural network is a feed-forward network in which hid-
den units in each layer are arranged as replicas of the geometry of the input,
and the linear map connecting the layers is a convolution with some kernel
F (®A ′ − ®A ), resulting in a translation-invariant output. O�en, the range of the
kernels is restricted to enforce locality.

activation function and the biases b, while edges represent the weights W [Fig. 4.1(b)].
Common activation functions include sigmoid functions [e.g., f (G) = tanhG] and recti-
�ed linear units [Relu: f (G) = max(G, 0)].

An important feature of feed-forward neural networks is that derivatives of 5 with
respect to the weights, biases, and inputs (all necessary for gradient descent optimisa-
tion) can be computed e�ciently by iterating the chain rule. Consider a single layer of
the network that maps its input z to the output y = f (Wz + b): given the derivatives
m5 /m~ 9 , we have

m5

mI8
=

∑
9

,8 9f
′(~ 9 ) m5

m~ 9
;

m5

m,8 9

= I8f
′(~ 9 ) m5

m~ 9
;

m5

m1 9
= f′(~ 9 ) m5

m~ 9
. (4.15)

Using (4.15), the derivatives of 5 can be obtained working from the last layer backwards;
therefore, this protocol is called back-propagation [226].

In general, a neural network can allow an arbitrary pa�ern of weights: these are
called fully connected networks. However, these make no use of symmetries and other
features of the problem at hand. A very important symmetry of both quantum la�ice
problems and many machine-learning tasks (e.g., image recognition) is translation in-
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variance: a straightforward way of making use of this symmetry is arranging the layers
beyond the input as replicas of the input geometry† and requiring that the weights and
biases be translation invariant.‡ Furthermore, weights can be constrained to be short-
range (that is, each input would only a�ect nearby sites in the output): this enforces lo-
cality, another meaningful constraint in both machine-learning and quantum-mechanics
contexts. Such architectures are called convolutional neural networks [Fig. 4.1(c)]: they
have been extremely popular and successful in machine-learning tasks such as image
recognition [164, 201]. �e constraints of translation invariance and locality substan-
tially reduce the number of variational parameters, making deeper and more expressive
networks viable; furthermore, they help guide the optimisation of the network, stopping
it from ge�ing stuck at poor representations of the data that do not obey translation in-
variance [227].

Now, one can use any deep neural network architecture as a wave-function ansatz
Ψ(2 ;W, b), using some convenient representation of the spins 2 as the input x in (4.14).
Since translation invariance is a crucial property of ordered la�ice Hamiltonians and
their ground states, I shall focus on convolutional networks here. Finally, it is important
that neural networks of the form (4.14) are additively extensive, that is, the output of a
juxtaposition two networks, not coupled by any of the weights, would be the sum of
the outputs of the individual networks. �is is at odds with many-body wave function
amplitudes and multivariate probability distributions, that are usually multiplicatively

extensive. �e standard solution for this problem is having the neural network represent
the logarithm of the wave function Ψ(2) [205, 228], which has the added bene�t that
back-propagation immediately produces the logarithmic derivatives$ 9 used in stochas-
tic recon�guration (4.3) [228]. In this formulation, rbm states are indeed single-layer
neural networks with an activation function f (G) = log coshG , followed by summing all
outputs.

†In machine-learning applications, pooling layers are also common: these reduce the size of the input
image and thus force extracting relevant larger-scale features. For wave functions, maintaining exact
translation invariance is desirable, so I shall not consider these.

‡�at is, biases must be the same for all outputs in the same replica, and weights may only depend on
the displacement between the input and the output site, not the sites themselves. In other words, the input
is convolved with some kernelF (®A ′ − ®A ), hence the name “convolutional.”
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4.2.3 �e sign problem in nqs

�e thing that hath been, it is that which shall be; and

that which is done is that which shall be done: and there

is no new thing under the sun.

— Ecclesiastes 1:9

�ere is no a priori reason why nqs ansätze should su�er from the sign problem:
neural networks are able to represent arbitrary functions [202, 222], including ones with
positive and negative values, and stochastic recon�guration is able to guide other ansätze
(e.g., Jastrow–mean-�eld wave functions) to ground states with nontrivial signs [168]. In
practice, however, neural-network wave functions have o�en struggled to a�ain state-of-
the-art variational energies for sign-problematic Hamiltonians. �is appears less point-
edly in rbms and other shallow, fully connected architectures, which are able to reach low
variational energies even for Hamiltonians with severe sign problems [198, 204, 209, 217,
220, 229, 230], especially in cases where the sign problem can be cured by a Marshall-
type sign rule [203]. By contrast, deeper networks and convolutional architectures of
any depth quite o�en fail for antiferromagnetic or fermionic systems [205]: a�empting
to learn such states generates unphysically rough amplitude pro�les, resulting in poor
convergence or even complete breakdown of the protocol.

�e most systematic computational approach to date to understand the origins of
this manifestation of the sign problem has been o�ered by Ref. 198. In this work, the
ground states of small (up to 36 spins) antiferromagnetic spin Hamiltonians on several
di�erent la�ices were obtained by exact diagonalisation; various neural networks were
then trained separately on the amplitudes and signs of a small subset of the entries in
a supervised learning scenario (that is, the mismatch between network outputs and the
exact wave function was minimised), and their ability to predict amplitudes or signs not
used in the training was assessed. Since vmc algorithms rely on reconstructing operator
expectation values from a very small sample of the Hilbert space, this generalisation

ability is a useful proxy of how well the neural network performs as a wave-function
ansatz in such applications. For every nqs architecture, sign structures proved harder
to generalise than wave-function amplitudes. Furthermore, the quality of generalisation
declined sharply upon entering spin-liquid phases: this re�ects that the sign structures
of spin liquids are much more complex than those of ordered magnets, so they are harder
to reconstruct without additional physical insight.

As of now, there is no fully satisfactory solution of the nqs sign problem, especially
for deep convolutional networks. For Heisenberg antiferromagnets on bipartite la�ices,
the Marshall sign rule can be used to explicitly cure the sign problem [203]. Surprisingly,
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the same sign rule also stabilises vmc with deep networks for the square-la�ice �1–�2
Heisenberg antiferromagnet in its spin-liquid phase, and allows it to a�ain state-of-the-
art variational energies [205].

4.3 Alleviating the sign problem in nqs

Everyone shall be remembered, but each became great

in proportion to his expectation. One became great by

expecting the possible, another by expecting the eternal,

but he who expected the impossible became greater than

all.

— Søren Kierkegaard, Fear and trembling

�e results of Ref. 198 suggest that the key limitation of nqs ansätze when it comes
to approximating ground states of frustrated magnets is the ability of standard neural
networks to represent the sign structure of the same states in a way that generalises
reliably to basis states that were not used in the vmc protocol. �erefore, I focused on
developing new nqs architectures speci�cally for sign structures in order to overcome
the sign problem. I split the ansatz for logΨ(2) into two real-valued neural networks
that encode the amplitude and phase of the wave function, respectively:

log〈2 |Ψ〉 = �(2) + 8Φ(2). (4.16)

Standard deep, convolutional neural networks are able to represent the logarithmic am-
plitudes � accurately [205, 210]: this is to be expected, as the squares of these ampli-
tudes give a probability distribution, which are captured excellently by deep neural net-
works (§4.2).

4.3.1 Representing the sign structure

As discussed in §4.2.2, the typical output of a neural network is the sum of a number
of outputs in the last layer (in convolutional networks, there is at least as many of these as
la�ice sites). When it comes to Φ, each of these entries would correspond to a rotation
on an Argand diagram of the wave function entry 〈2 |Ψ〉 (Fig. 4.2, le�): orchestrating
these rotations to always yield an integer multiple of c is challenging in all cases but the
trivial Φ ≡ 0. �is gives an intuitive picture of why out-of-the-box neural networks fail
when it comes to representing nontrivial sign structures.
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Figure 4.2. Le�. In a typical deep network, the output is the sum of entries in the last
layer: when representing phases, each of these entries (indicated by the angles
between the grey lines) acts as an elemental rotation on an Argand diagram.
Mid-right. Single-layer convolutional network used in our work to represent
the phase Φ of the wave function. �e spins 2 are mapped through convolu-
tional kernels spanning the entire la�ice (with periodic boundary conditions).
Each entry in the images is then taken as the argument of a unit complex
number; Φ is the argument of their sum. Figure taken from Ref. 3.

Remaining at the mental image of the Argand diagram, a more natural way of com-
bining phases is adding them as phasors, that is, complex numbers which carry the
phases as their arguments (Fig. 4.2, right). �is way, the overall phase Φ is more of
an average than a sum of the individual phases, that is, if each underlying phase is able
to converge approximately to the true phase, Φ will be a closer approximation of the
same. It also respects the invariance of phases under adding multiples of 2c , a key math-
ematical property of phases that is completely ignored by typical neural networks.

�e simplest full network that demonstrates this idea consists of a single convolu-
tional layer, the outputs of which are summed as phasors (Fig. 4.2):

Φ(2) = arg
[∑
=,®A

exp
(
81= +

∑
®A ′
8F=,®A−®A ′f

I
®A ′
)]
. (4.17)

where ®A, ®A ′, and = label la�ice sites and convolutional replicas, respectively; F=,®A and
1= are real-valued weights and uniform biases of the convolutional �lters. �e inner
parenthesis convolves the spin con�guration 2 with the weights F ; the imaginary ex-
ponentials of these convolutions are the phasors (of unit length) which are summed to
obtain the �nal phase Φ. To allow for the greatest possible �exibility, the kernelsF span
the entire la�ice in periodic boundary conditions.

4.3.2 Optimisation protocol

Even with adequate representational power, neural-network wave functions may
struggle to converge to an antiferromagnetic ground state in vmc. Deep neural net-
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works are typically initialised critically, that is, the typical magnitude of entries remains
the same in each layer [231, 232]. It follows that the network outputs are typically small;
since they represent the logarithms of the wave-function entries 〈2 |Ψ〉, the la�er will
all be approximately 1. �e state where all amplitudes are exactly equal is a classical
product state in which all spins point along the +fG direction; clearly, any state close to
this one will have pronounced ferromagnetic correlations. Turning such a state into one
with antiferromagnetic correlations is a highly unstable procedure, o�en leading to an
unphysically rough amplitude pro�le: once this happens, Monte-Carlo sampling will ei-
ther get stuck on a single 2 or return extremely noisy data for stochastic recon�guration,
either of which makes further convergence impossible.

Separating the wave function ansatz into amplitudes and phases helps solve this prob-
lem too. �e energy due to an antiferromagnetic matrix element +�f+8 f−9 is minimised
if the phases of the wave function entries coupled by it di�er by c , regardless of their
magnitudes: therefore, it is reasonable to expect that the optimal antiferromagnetic sign
structure depends weakly on the amplitude pro�le.† One can, therefore, obtain a sign
structure with broadly antiferromagnetic correlations by optimising Φ(2) only with a
�xed dummy amplitude pro�le �(2); the easiest is to set � ≡ 0, which makes all ampli-
tudes equal. �is sign structure is then used as a starting point for optimising both� and
Φ together in standard stochastic recon�guration, without risking severe instabilities in
the former.

4.4 Numerical experiments

It doesn’t ma�er how beautiful your theory is – if it

doesn’t agree with experiment, it’s wrong.

— Richard Feynman

In this section, I demonstrate the e�ectiveness of the approach outlined in the pre-
vious section on the frustrated �1–�2 Heisenberg antiferromagnet (hafm) on the square
la�ice:

� = �1
∑
〈8 9〉
®f8 · ®f 9 + �2

∑
〈〈8 9〉〉
®f8 · ®f 9 , (4.18)

where �1, �2 ≥ 0 and 〈8 9〉 and 〈〈8 9〉〉 refer to nearest and second-neighbour sites, respec-
tively. �is Hamiltonian is, in general, frustrated because of the triangles of antifer-
romagnetic interactions spanned by two nearest-neighbour and one second-neighbour
bonds. However, it has two limits in which the frustration disappears (Fig 4.3):

†In unfrustrated antiferromagnets, all interactions can be optimised in this sense simultaneously,
meaning that the Marshall sign rule is optimal for any set of variational amplitudes [177].
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(a) J1

J2

(b) J1 (c)

J2

Figure 4.3. (a)�e �1–�2 model on the square la�ice is frustrated for general �1, �2 > 0.
(b) In the nearest-neighbour-only case, the square la�ice is bipartite and splits
into two chequerboard subla�ices (red and blue dots), allowing us to de�ne
a Marshall sign rule using one of them. �e ground state has a Néel order,
where spin correlations follow a similar chequerboard pa�ern.
(c) If �1 = 0, the square la�ice decouples into the previous two chequerboard
subla�ices; �2 acts as a nearest-neighbour coupling in the resulting two square
la�ices (maroon and dark blue edges). A Marshall sign rule can be de�ned
on both of them, which readily combine into a stripy pa�ern along either
columns (shown here) or rows.

• If �2 = 0, there are only nearest-neighbour interactions: these are not frustrated as
the square la�ice is bipartite. �e subla�ices � and � in the Marshall transforma-
tion (4.10) follow a chequerboard pa�ern [Fig. 4.3(b)]. �e corresponding ground
state is Néel ordered, that is, positive and negative spin correlations also form a
chequerboard pa�ern.

• If �1 = 0, the la�ice decouples into two chequerboard subla�ices, each of which
becomes a square la�ice with diagonal axes and “nearest-neighbour” interactions
[Fig. 4.3(c)]. A Marshall sign rule using alternating rows or columns can cure the
sign problem of each half. Accordingly, the ground state shows stripy order with
positive and negative spin correlations alternating in rows or columns.

Both unfrustrated points give rise to an ordered phase for �nite values of �2/�1. Between
these, one or more phases without long-range order emerge at �2/�1 ≈ 0.5; determining
their precise nature has been a long-standing challenge [174, 175, 196, 197, 233–237].
Recent high-quality evidence [174, 175] suggests a phase diagram consisting of Néel or-
dered, gapless spin-liquid, valence-bond solid, and stripy ordered phases (Fig. 4.4). �is
complex phase diagram, featuring both simple ordered and highly nontrivial �uctuat-
ing phases, has made the �1–�2 model a popular benchmark for new numerical tech-
niques [205, 215–217]

We tested our protocol at the unfrustrated point �2 = 0 and inside the gapless spin-
liquid phase at �2/�1 = 0.5. We considered a 10 × 10 la�ice with periodic boundary
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�2/�10.49 0.54 0.61

Néel ordered

Dirac spin liquid valence bond solid

stripy ordered

Figure 4.4. Phase diagram of the �1–�2 model (4.18) in the regime �1, �2 > 0, based on
Ref. 175. Solid and dashed lines denote �rst and second order phase transitions,
respectively. �e red dot marks �2/�1 = 0.5.

conditions: this system size is substantially larger than what is tractable using exact
diagonalisation, but we could compare our results to energy estimates obtained using a
variety of state-of-the-art methods [205, 215, 216, 236, 238]. We set �1 = 1 without loss
of generality.

4.4.1 Details of implementation

�e nqs ansätze were implemented and the vmc optimisation was performed using
NetKet [228], a recently published machine learning library customised for quantum
many-body problems. It provides an easy-to-use implementation of Hamiltonians and
other operators, as well as stochastic recon�guration. I extended the library with several
ingredients for the ansatz proposed in §4.3.1, e.g., the phasor sum “activation layer,” a
split amplitude–phase network architecture, and several activation layers.

Neural network ar�itectures

�e amplitude structure�(2) was represented using a six-layer convolutional neural
network in all numerical experiments. �e layers consist of 8, 7, 6, 5, 4, and 3 10×10la�ice
replicas, respectively. �ese are connected by convolutional �lters with real-valued ker-
nels spanning 4 × 4 sites in periodic boundary conditions. �e Relu activation function
f (G) = max(G, 0) was used in all layers except the last one. �ere, the wave-function
amplitude was taken to be the modulus of the product of all entries in the last convolu-
tional layer: this was achieved using a �nal activation function f6(G) = ln |G |, followed
by summing all entries. All convolutional layers before the last one are initialised with
Gaussian distributed random numbers of zero mean and standard deviation chosen so
as to preserve the typical magnitude of backpropagated derivatives [232]. �e last set of
kernels are initialised with a uniform bias of 1.0 and Gaussian distributed kernel entries
with standard deviation 2 × 10−4. �is results in amplitudes uniformly close to 1 upon
initialisation.
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We employed 24 la�ice replicas in the phasor sum ansatz (4.17) (cf. Fig. 4.2). Similarly
good results are achieved using fewer replicas, but the wider network allows for faster
and more reliable convergence. �e convolutional �lters are initialised with Gaussian
distributed random numbers of standard deviation 0.043.

Optimisation protocol

We optimised each wave function ansatz via stochastic recon�guration (sr) in two
stages. First, the phases are optimised with a uniform amplitude distribution (i.e., se�ing
� ≡ 0): 10 000 such sr steps with learning rate [ = 0.01 were followed by 10 000 steps
with [ = 0.05. Next, both � and Φ were optimised starting from the phase distribution
achieved in the �rst stage: for this, we used 5 000 steps with [ = 0.001, 5 000 steps
with [ = 0.01, and, �nally, 50 000 steps with [ = 0.05. �e learning rate was increased
during the optimisation because the imaginary-time evolution emulated by sr results in
in�nitesimal temperature (and thus energy) reduction close to the ground state. In both
stages, the Monte-Carlo averages in (4.3) were evaluated using 5 000 samples obtained
via the Metropolis–Hastings algorithm as implemented by NetKet [228]. To enforce
u(1)† spin-rotation symmetry around the (I axis, only basis states with ∑

fI = 0 were
sampled.

We found that the �rst stage quickly a�ains an approximately constant minimum
of variational energy in both the unfrustrated and the spin liquid case. However, any
residual optimisation speeds up the next stage signi�cantly, which is desirable as a single,
simple neural network can be evaluated an order of magnitude faster than the full ansatz.
Likewise, while the second stage reaches a nearly converged variational energy in about
20 000 steps, it is reduced slightly throughout the rest of the procedure, too.

4.4.2 Learning the Marshall sign rule at �2 = 0

In the unfrustrated limit �2 = 0, the sign problem is cured by the Marshall trans-
formation (4.10); it follows that the corresponding Marshall sign rule (msr) a�ains the
lowest possible variational energy for any given amplitude pro�le �(2), including the
uniform one used in the �rst stage. �erefore, the phase network Φ(2) is expected to
approximate

ΦMSR( ⃗⃗f⃗) ≡ c
∑
8∈�

1 − fI
8

2
(mod 2c) (4.19)

by the end of the �rst stage of the optimisation protocol of §4.3.2. Fig. 4.5 shows that this
is indeed the case: Φ is equal to ΦMSR up to an irrelevant constant and small �uctuations.

†Enforcing the full su(2) spin rotation symmetry group is by and large still an open challenge [239].
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�2 = 0 �2/�1 = 0.5
our work −0.671275(5) −0.494757(12)
gwf [236] −0.66935(1) −0.49439(1)

gwf + rbm [216] −0.67111(2) −0.49575(3)
cnn [205] −0.67135(1) −0.49516(1)

best [178, 236] −0.671549(4) −0.49755(1)
Table 4.1. Variational energies (in units of �1 per spin) a�ained in this work compared to

other state-of-the-art energies on the same system. Our approach consistently
outperforms plain Gutzwiller-projected mean-�eld wave functions (gwf) [236]
and achieves similar accuracy to the rbm-enhanced gwf of Ref. 216 and the
convolutional networks of Ref. 205 (cnn). �e “best” energy is obtained using
numerically exact stochastic series expansion for �2 = 0 [178] and Lanczos-
corrected gwf for �2/�1 = 0.5 [236]. Table taken from Ref. 3.

�e distribution of Φ − ΦMSR becomes even sharper in the second stage of the optimi-
sation, indicating a continuing improvement of the phase ansatz as the amplitudes are
optimised.

Variational energies

We then optimised the amplitudes and phases of the nqs ansatz simultaneously.
�e evolution of variational energy throughout the procedure is shown by the blue
curve in Fig. 4.6. In the end, we achieved a variational energy of −0.671275 per spin,
2.7 × 10−4 higher than the numerically exact energy given by stochastic series expan-
sion [178]. �is energy is only slightly above the one a�ained by the convolutional
network of Ref. 205, even though the la�er has substantially more variational parame-
ters (7676 compared to our 5145) and its sign problem is cured by imposing the exact
msr (§4.2.3). Our method also outperforms Gutzwiller-projected fermionic mean-�eld
wave functions [236], as well as ansätze using rbms as a Jastrow-type many-body cor-
relator on top of the same [216]: once the Marshall sign rule is learned accurately by
our architecture, the �exibility of deep networks in describing complex probability dis-
tributions is favourable over the highly constrained mean-�eld ansatz. Our variational
energies, together with relevant benchmarks, are summarised in Table 4.1.

Symmetry eigenvalues and other observables

To further assess the quality of our variational wave function, we evaluated the ex-
pectation value of the total spin operator 〈 ®(2〉 and the parity operator P =

∏
fG , as

well as the statistical weight of the �ve irreducible representations (irreps) of the point
group �4 of the square la�ice in the wave function. Since ®(2, P, and the point-group
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Figure 4.5. Cumulative distribution function of Marshall-adjusted phases Φ − ΦMSR for
the unfrustrated case �2 = 0, learned before (red) and a�er (blue) optimising
the amplitudes, and for the �nal state in the frustrated case �2/�1 = 0.5 (green).
All distributions are very sharply peaked, indicating that Φ is a good approxi-
mation of the msr (4.19). �e standard deviations of the distributions are, in
order, 3.3 × 10−3, 4.0 × 10−4, and 2.8 × 10−3. Figure taken from Ref. 3.
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Figure 4.6. Convergence of the optimisation scheme of §4.4.1 with various neural-network
ansätze (§4.4.1, §4.4.3) for the nearest-neighbour square-la�ice hafm. �e
shaded areas show the full spread of energy estimates used by the sr algorithm,
the thicker lines show 100-step moving averages. �e background shading
indicates the learning rate [ (white: 0.001, yellow: 0.01, purple: 0.05). �e
phasor sum ansatz (4.17) (blue curve) converges reliably to energies close to the
true ground state; other ansätze (red and green curves; see §4.4.3 for details),
both shallow and deep, fail to reach either a consistent variational energy,
or one close to the ground state. Energies are compared to the numerically
exact ground-state energy obtained by sign-problem-free stochastic series
expansion [178]. For reference, variational energies are also shown for the
convolutional network of Ref. 205 (cnn), plain [236], and rbm-improved [216]
Gutzwiller-projected mean-�eld wave functions (gwf). Figure taken from
Ref. 3.
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�2 = 0 �2/�1 = 0.5
Parity 〈P〉 0.998373(29) 0.990426(69)
Weight of irrep G1 0.998645(18) 0.989363(51)

�2 0.000142(6) 0.000928(15)
�1 0.000283(8) 0.003335(29)
�2 0.000167(6) 0.001169(17)
� 0.000763(14) 0.005205(36)

Total spin 〈 ®(2〉 0.065(21) 0.581(43)
Stripy o.p. (2(c, 0) 0.00498(5) 0.00521(7)
Néel o.p. (2(c, c) 0.1571(2) 0.0633(2)

Table 4.2. Average parity 〈P〉, total spin 〈 ®(2〉, and antiferromagnetic order parameters of,
and statistical weight of irreps of the point group �4 in, the fully converged
nqs wave functions in the unfrustrated limit �2 = 0 and for �2/�1 = 0.5. Both
wave functions are predominantly parity even and transform according to the
trivial representation �1 (bold); the weights of states with odd parity and/or
di�erent spatial symmetry are around 0.001 and 0.01 in the two cases. �e
converged 〈 ®(2〉 is similarly larger in the frustrated case, consistent with its
worse energy convergence. Table taken from Ref. 3.

symmetry operators all commute with the Hamiltonian (4.18), the true ground state is
an eigenstate of the former two, and transforms according to precisely one irrep of the
la�er; furthermore, ground states of hafms are normally singlets (®(2 = 0) and thus have
even parity:† deviations from these expectations can be used as a quantitative test of the
converged wave functions.

�ese results are shown in Table 4.2; computational details are given in Appendix c.2.
We achieve similar �gures of 〈 ®(2〉 to those of Ref. 205, which, together with the very low
weight of odd-parity states, suggests a small admixture of states with high spin quantum
numbers.‡ We also evaluated the antiferromagnetic order parameter

(2( ®@) = 1
# (# + 2)

∑
8, 9

〈®f8 · ®f 9 〉48 ®@·(®A8−®A 9 ) (4.20)

for ®@ = (c, 0) and (c, c), which correspond to stripy and Néel orders, respectively: these
results are consistent with those plo�ed in Ref. 205.

Interpreting the phase ansatz

�e simplicity of the phase representation (4.17) allows us to interpret its behaviour
directly by studying the kernel entriesF=,®A . �ese are plo�ed for all 24 kernels in Fig. 4.7.

†Simultaneous eigenstates of ®(2 and (I = 0 are eigenstates of P as well; even and odd spin quantum
numbers B correspond to P = +1 and −1, respectively.

‡〈 ®(2〉 ≈ 0.06 could be consistent with a 97:3 mixture of singlet and triplet states; however, this would
yield an average parity 〈P〉 = 0.94. We cannot rule out a large B = 2 admixture on these grounds, but it is
more natural to assume contributions with a range of higher spin quantum numbers.



118 Neural-network wave functions and the sign problem

←− x −→

y

0

π

w
x,

y
m

od
π

←− x −→

y

0

π

w
x+

1,
y
−w

x,
y

m
od

π

←− x −→

y

0

π

w
x,

y+
1
−w

x,
y

m
od

π

Figure 4.7. Weights F=,®A of all convolutional kernels = converged for �2 = 0 (top three
rows), and the di�erencesF=,®A+Ĝ −F=,®A andF=,®A+~̂ −F=,®A (middle and bo�om
three rows, respectively). All kernels but one show a clear chequerboard
pa�ern, which results in Δq ≈ c upon exchanging a neighbouring up and
down spin, consistent with the Marshall sign rule. In the only exception
(��h kernel of the third row), a “topological fault” spanning three columns
appears, causing some Δq to wind from 0 to 2c : these have li�le e�ect on
the overall ΔΦ and might persist due to a topologically invariant winding
number. Figure taken from Ref. 3. Perceptionally uniform colour maps chosen
following Ref. 125.
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Almost all kernels display a distinct chequerboard pa�ern, with neighbouring entries
di�ering by c/2 mod c ; this is visually consistent with the chequerboard pa�ern of the
Marshall sign rule in Fig. 4.3(b). To show that they are indeed equivalent, note that the
msr ensures that two basis states related by swapping nearest-neighbour up and down
spins appear in the ground-state wave function with phases that di�er by ΔΦ = c . In our
ansatz (4.17), this ΔΦ is an average of the changes Δq of individual phasors in the sense
that if all Δq are the same, ΔΦ will also be equal to them. Now, for swapping a pair of
horizontal neighbour up and down spins, Δq = 2(F®A+Ĝ −F®A ), where Ĝ is the horizontal
la�ice vector and ®A ranges over the entire kernel:† in our chequerboard pa�ern, these are
almost all close to c mod 2c (middle third of Fig. 4.7), soΔΦ ≈ c to a good approximation.
�e same goes for vertical nearest neighbours as well (bo�om third of Fig. 4.7).

In fact, �uctuations around the ideal Δq = c tend to be self-averaging: as the kernel
spans the entire la�ice, Δq must sum to 0 mod 2c around closed loops, so entries with
Δq & c must be compensated by ones with Δq . c , which cancel out their e�ects on
ΔΦ. �at is, the perfect chequerboard pa�ern sits at the bo�om of a wide, shallow basin
in parameter space, making it easy to �nd for optimisation algorithms [164, 240].

�e only surprising feature in Fig. 4.7 is a kernel that develops a three column wide
“topological fault” in which the Marshall-adjusted convolutional weights wind around
the vertical direction. �is results in a number of Δq far from the desired c . �e large
number of kernels, however, allows these to be corrected through slight deviations of
the other kernels from the exact msr. �e additional kernels also play a key role in elimi-
nating such detrimental structures: unwinding a “topological fault” requires large-scale
changes in the individual phasors, which substantially increase the variational energy,
unless corrected for by the other kernels. Indeed, our a�empts to use a single convo-
lutional kernel in (4.17) were plagued by robust “topological faults” spanning the entire
kernel, leading to convergence far above the ground state energy.

4.4.3 Comparison of sign-structure ansätze

To demonstrate the advantage of our phase-structure ansatz over other convolutional
networks, we considered two alternative architectures:

1. 24 convolutional �lters spanning the entire la�ice, followed by a Relu activation
layer and summation

2. �e architecture used for the amplitudes, except for the last layer, where the ln |G |
activation is also replaced with Relu.

†�e factor of two appears because up and down spins are represented by ±1 rather than ±1/2.
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Figure 4.8. Cumulative distribution function of the Marshall-adjusted phases Φ − ΦMSR
learned by the three phase structure ansätze in the �rst optimisation stage
in the unfrustrated case �2 = 0. �e phasor-sum ansatz (4.17) develops a very
narrow distribution, which reproduces the msr to a good approximation; the
other ansätze show an approximately uniform distribution, i.e., a complete
failure to learn the sign rule. Figure taken from Ref. 3.

Amplitudes were encoded using the same ansatz as described in §4.4.1. �e performance
of these architectures under the protocol of §4.4.1 is shown by the green and red curves in
Figs. 4.6 and 4.9, respectively. In the �rst stage, neither of them reaches the optimal vari-
ational energy found with the phasor-sum ansatz, indicating a failure to learn the msr
in the unfrustrated case. Subsequently, the amplitude network also fails to approach the
ground state, even though it is capable of representing it closely (§4.4.2). We also point
out that, as the Monte-Carlo sampling is restarted a�er changing the learning rate [, the
estimates of the variational energy change substantially, which leads to discontinuities
in Fig. 4.6. �is indicates that the amplitude structure had developed several unphysi-
cally strong peaks, which make subsequent Monte-Carlo sampling unable to recover the
correct wave function (cf. §4.2.3 and §4.3.2).

In the unfrustrated case, we also probe the phase structures learned by the various
ansätze by comparing them to the exact Marshall sign rule directly. �e distribution of
the di�erences Φ − ΦMSR is shown in Fig. 4.8: while the phasor-sum architecture learns
the msr to a high accuracy (up to an irrelevant overall phase), the alternatives produce
essentially random phases.

4.4.4 Inside the spin-liquid phase

At �2/�1 = 0.5, the model is inside a fully frustrated spin-liquid phase [175]. �e wave-
function ansatz and optimisation protocol described in §4.4.1 still a�ains state-of-the-art
variational energies, namely, −0.494757 per spin, 2.8×10−3 higher than the best energies
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Figure 4.9. Convergence of the optimisation scheme of §4.4.1 with various neural network
ansätze (§4.4.1, §4.4.3) for the square-la�ice �1–�2 hafm at �2/�1 = 0.5, inside
the spin-liquid phase. �e phasor-sum ansatz (4.17) (blue curves: 100-step mov-
ing averages for four runs; blue shading: full spread of energy estimates for
the best run) outperforms the alternative phase architectures (red and green
curves) again. �e background shading indicates the learning rate [ (white:
0.001, yellow: 0.01, purple: 0.05). Energies are compared to the best varia-
tional energy in the literature, obtained using Lanczos-corrected Gutzwiller-
projected mean-�eld wave functions [236]. For reference, variational energies
from Refs. [205, 216, 236] (cf. Fig. 4.6), as well as from dmrg [237] are also
shown. Figure taken from Ref. 3.

obtained by Lanczos-iterating a Gutzwiller-projected mean-�eld wave function [236].
Again, our result compares favourably with the best nqs-based variational energy in
the literature [216], where the corresponding error is 1.8 × 10−3. Notably, the typical
scale of energy discrepancies in all approaches is an order of magnitude higher than in
the unfrustrated case. Our variational energy and relevant benchmarks are summarised
again in Table 4.1.

Surprisingly, however, we �nd that the converged phase structure Φ(2) in the frus-
trated case recovers the msr to a high accuracy; no bimodality consistent with having
both positive and negative amplitudes can be seen (Fig. 4.5). �is is at odds with the fact
that the frustrated Hamiltonian (4.18) remains sign-problematic even a�er the Marshall
transformation (4.10), so its average sign should fall below one [185]. However, the msr
is expected to remain a relatively good approximation† of the exact ground-state sign
structure (Appendix c.3), which explains the low variational energy a�ained with this
incorrect sign structure, as well as the stabilising e�ect of the msr on the out-of-the-box
convolutional network of Ref. 205.

As in the unfrustrated case, we evaluated the total spin 〈 ®(2〉, the mean parity 〈P〉,

†For smaller values of �2/�1, the msr holds exactly [196, 197] (cf. §4.1.4), but the transition out of the
Néel phase leads to a qualitative change in sign structure [198].
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Néel and stripy antiferromagnetic order parameters, and the statistical weights of the
�ve irreps of the �4 point group (Table 4.2). We note that all discrepancies from the
true ground state (®(2 = 0; P = +1; transforms according to a single irrep of �4) are an
order of magnitude higher compared to �2 = 0: this is consistent with the worse energy
convergence and sign structure discrepancies of the former. Our �gure of 〈 ®(2〉 is again
similar to that achieved in Ref. 205: this hints that the deep convolutional networks used
in that work stuck to the msr they were preconditioned with.

We studied the representation of the msr a�ained in the spin-liquid case by plot-
ting the entries F=,®A of all 24 kernels in Fig. 4.10. �is representation is obviously more
complex than the one in Fig. 4.7, with many “topological faults” and some kernels that
show no discernible pa�ern. Many kernels, however, retain the chequerboard pa�ern
consistent with msr, and the Δq upon exchanging nearest-neighbour spins vertically are
clearly dominated by values close to c . Both of these are consistent with the fact that the
kernels represent the msr rather than the true frustrated sign structure; furthermore, as
the la�er is also close to the msr (Appendix c.3), the emergence of such kernels would
not be surprising in a more accurate representation of the ground state, either. We also
observe several columns of the stripy pa�ern consistent with the msr of the �1 = 0 limit
[Fig. 4.3(c)]. �ese result in Δq ≈ 0 for horizontal nearest-neighbour exchanges, leading
to a much more varied pa�ern in these di�erences. It is surprising that this more diverse
structure has no apparent e�ect on the overall sign structure learned by the network.

Furthermore, the striking di�erence between Δq along the horizontal and the verti-
cal directions is not warranted either by any fundamental property of the ansatz, or by
the converged wave function that obeys all point-group symmetries to a high accuracy
(Table 4.2). Nevertheless, it might hint at spontaneous point-group symmetry breaking
at higher variational energies that ultimately leads to learning an incorrect sign struc-
ture.

4.5 Outlook

It was rather too late in the day to set about being

simple-minded and ignorant.

— Jane Austen, Emma

In summary, we developed a robust and e�cient protocol for �nding low-energy
variational states with a nontrivial sign structure using convolutional neural quantum
states without any prior knowledge on the sign problem of the Hamiltonian. We used
an ansatz with two neural networks that represent amplitudes and phases separately
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Figure 4.10. Weights F=,®A of all convolutional kernels = converged for �2/�1 = 0.5 (top
three rows) and the di�erencesF=,®A+Ĝ −F=,®A andF=,®A+~̂ −F=,®A (middle and
bo�om three rows, respectively). �e kernels are altogether much less regular
than in the unfrustrated case, several of them completely scrambled andmany
showing various winding pa�erns. Nonetheless, the chequerboard pa�ern
corresponding to the msr is still common. In addition, a stripy pa�ern
with successive rows di�ering by c/2 appears, leading to Δq ≈ 0 upon
exchanging nearest-neighbour up and down spins horizontally but Δq ≈ c
vertically, apparently breaking rotational symmetry. Figure taken from Ref. 3.
Perceptionally uniform colour maps chosen following Ref. 125.
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and optimised it in two stages, �rst generating an approximate phase structure from
which the entire wave function can readily converge without encountering severe in-
stabilities. We demonstrated our approach by a�empting to learn the ground states
of the square-la�ice spin-1/2 �1–�2 hafm both at the unfrustrated point �2 = 0 and at
�2/�1 = 0.5, inside the fully frustrated spin-liquid phase. In both cases, we reached varia-
tional energies comparable to the best nqs energies reported in the literature [205, 216];
the di�erence might be a�ributed to the smaller number of variational parameters in
our ansatz. Importantly, we used a fully convolutional architecture: this automatically
imposes translation invariance, a useful inductive bias that speeds up convergence to a
robust representation [227] and allows for resolving the lowest-energy states in di�erent
symmetry sectors [175, 209, 217]. Furthermore, the convolutional structure reduces the
number of variational parameters from the O(# 2) typical for rbms and other fully con-
nected architectures [217, 241] to O(# ), which keeps vmc algorithms viable for larger
system sizes.

At �2 = 0, our phase-structure ansatz (4.17) learns the Marshall sign rule with bet-
ter generalisation properties than other convolutional networks, both deep and shallow,
which is crucial for �nding ground states reliably [198]. In the spin-liquid phase, how-
ever, the same approach fails to �nd the true ground-state sign structure, homing in in-
stead on the same msr. �e existence of low-lying variational states with “simple” sign
structures deep within frustrated phases parallels the poor generalisation of the corre-
sponding ground states in supervised-learning scenarios [198], hinting at a possible bias
of nqs ansätze towards “simple” states and the corresponding ubiquity of this “residual
sign problem”. While variational wave functions with sign structures that approximate
the true ground state can improve the performance of algorithms like reptation Monte
Carlo [242], they fall short of the ultimate goal of using nqs as accurate ground-state
representations directly.

Going further from here raises important philosophical questions. Neural quantum
states promise, in principle, a way of solving challenging quantum many-body problems
with minimal input of physical insight, much like path-integral Monte Carlo. However,
once out-of-the-box machine learning approaches do not deliver on this promise, we face
some murky questions: What is the least amount of physical insight that allows nqs to

work? What de�neswhat the least amount is? What counts as physical insight? Di�erent
answers and a�itudes to these questions can lead to drastically di�erent strategies to
overcome the sign problem and other limitations of nqs.

In this section, I discuss possible origins of the sign problem in out-of-the-box nqs
approaches in terms of their functional form in the computational basis, without mak-
ing reference to, e.g., fermionic mean-�eld wave functions. �is allows me to suggest
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improvements exploiting “mathematical insights” on the structure of typical wave func-
tions: these improvements are largely based on mathematical features of tensor-network
states and the Huse–Elser ansatz. Besides remaining closer to the original premise of
nqs, such ansätze are more likely to perform well on generic systems, where physical
insight on par with hafms (§1.2, §4.1.1) is unavailable. I also review two alternative
strategies emerging in the latest literature: (i) employing sophisticated state-of-the-art
neural network architectures; (ii) using neural networks to make mean-�eld ansätze
more �exible.

4.5.1 Understanding the origin of the nqs sign problem

Never trust an experimental result until it has been

con�rmed by theory.

— Arthur Stanley Eddington

�us far, I have referred to two di�erent issues as the nqs sign problem: (i) the in-
ability of any nqs ansatz to capture frustrated sign structures; (ii) the di�culties of (es-
pecially deep) neural networks to converge to ground states even with simple sign rules.
I now discuss these “strong” and “weak” sign problems separately.

�e strong sign problem: representing sign structures in frustrated phases

Ground states are the g → ∞ limit of the imaginary-time evolution 4−g� |Ψ0〉. �is
evolution, just like in real time, can be visualised as interferences between the computa-
tional basis states that make up the wave function. For sign-problem-free Hamiltonians,
these interferences are always constructive (§4.1.4), leading to a wave function with only
positive entries. Likewise, if the sign problem can be cured by a Marshall-type sign rule,
no destructive interference arises as long as |Ψ0〉 obeys the same rule. In these simple
cases, homing in on the appropriate sign rule allows for focusing on optimising the am-
plitude pro�le, which is in turn not hampered by large cancellations.

�e situation is more di�cult for generic sign-problematic Hamiltonians (e.g., for
fermionic or frustrated magnetic systems). �ere, no single sign structure is able to re-
move all destructive interferences from the imaginary-time evolution, which, even start-
ing from a |Ψ0〉 with the sign structure of the true ground state, may undergo temporary
changes in signs. Mathematically speaking, tuning across Ψ(2) = 0 plays no special role
in imaginary-time evolution under a generic Hamiltonian.

By contrast, typical nqs ansätze represent the wave function as the exponential of
the (complex) neural network output (§4.2). As a result, the sign (or complex phase) of
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the wave function is given by the imaginary part of the neural-network output: positive
and negative amplitudes correspond to an imaginary part of 0 or c mod 2c , respectively.
Changing the wave function Ψ(2) from a small positive to a small negative value in
the process of vmc optimisation now requires changing the imaginary part of logΨ(2)
by c : this is unlikely to be achieved by a continuous tuning of parameters, hampering
the ability of the nqs ansatz to follow the exact imaginary-time evolution towards the
ground state.

In general, it seems unlikely that ansätze that disregard the close connection between
the evolution of amplitudes and sign structures in frustrated systems would succeed in
representing their ground states. �is explains the key observations of Ref. 198:

• in ordered phases, the sign structures are su�ciently close to a Marshall-type sign
rule that even a shallow neural network can learn them reliably from relatively
li�le training data;

• in spin-liquid phases, the sign structure is a fantastically complicated object with-
out the context of the corresponding amplitudes; accordingly, a lot of training data
is necessary to reconstruct it.

In recent literature, translation invariant ansätze have been implemented by adding
wave-function estimates (rather than their logarithms) for translated copies of the sys-
tem [175, 217]. �ese appear to outperform several of the nqs approaches described so
far and can also represent and learn excited states in di�erent wave-number sectors as

Ψ®: (2) =
∑
®A
Ψ′(T®A2)48®: ·®A , (4.21)

where Ψ′ is a non-translation-invariant wave function and T®A stands for translation by
the la�ice vector ®A .† Such an ansatz makes crossing Ψ(2) = 0 simple, as it only relies
on cancellations between a small number of Ψ′ outputs. �e success of these ansätze is
thus promising for the above interpretation of the strong sign problem.

�e weak sign problem: representing simple sign rules with deep networks

�is problem is harder to pinpoint, for it is much less universal. Several shallow and
a few deep ansätze have achieved good variational energies for hafms on the bipartite
square and honeycomb la�ices, without explicitly using the Marshall sign rule. Further-
more, in the supervised-learning protocol of Ref. 198, sign structures in ordered phases

†Very recently, such constructions have been generalised to space-group symmetries and other non-
Abelian groups using group convolutional networks [243, 244].
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were learnt accurately by a range of shallow and deep, fully connected and convolutional
architectures.†

�e cleanest examples of the “weak sign problem” are seen in vmc using fully con-
volutional deep neural networks [3, 205]. I believe these originate from a combination
of two factors:

(i) Deep neural networks have an inductive bias for “simple” functions that only
change signi�cantly upon large-scale changes of the input [164, 245–247]. �is is
desirable for machine-learning applications like image recognition: the classi�ca-
tion of an image should not normally depend on changing a single pixel. However,
the same bias is detrimental for learning a nontrivial quantum phase structure.

(ii) �e ansatz would typically be initialised with a ferromagnetic sign structure (§4.3.2).
Approaching the antiferromagnetic ground state would require se�ing a large
number of phases Φ(2) from 0 to c mod 2c , which may prove di�cult for ansätze
as �exible as deep neural networks, even if these 2 follow a regular pa�ern.

Shallow, fully connected networks may in fact be more successful because Marshall-type
sign rules are simple functions of linear combinations of the fI

8
, to which they have a

much stronger bias than deep networks. A case in point is rbms: since

cosh(G + 8c) = − coshG = 48c coshG, (4.22a)

cosh(G ± 8c/2) = ±8 sinhG = 4±8c/2 sinhG, (4.22b)

a single hidden spin coupled to the visible ones analogously to the Huse–Elser construc-
tion (4.11) is able to recover the msr. It is clear, however, that the same rigidity of rbms
is detrimental when it comes to solving the strong sign problem.

In fact, our phase ansatz (4.17) can be thought of as a way to make the same Huse–
Elser phase prescription translation-invariant by adding a number of such phases, which
all generate the same msr, as phasors. However, the same may also cap the representa-
tional power of (4.17) at that of the Huse–Elser ansatz. Interestingly, making the under-
lying network deeper in our ansatz leads to similar instabilities to those seen in §4.4.3: as
the phase of each phasor is now the output of a deep neural network, they may exhibit
the problematic bias for “simple” functions described above.

†�ese architectures are di�erent from the ones normally used in vmc in that they represent the
probability that sgn[Ψ(2)] be ±1. �is representation helps avoid the second issue discussed in this section,
but it does not translate naturally to any quantity in vmc. However, the continuous tuning of the sign is
reminiscent of the ansätze discussed in the previous section.
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4.5.2 Strategies to solve the sign problem

As discussed above, the (strong) sign problem is a consequence of variational ansätze
treating Ψ = 0 as special, which hampers their ability to change sign continuously during
imaginary-time evolution under a sign-problematic Hamiltonian. �is special treatment
is explicit in our ansatz (4.16), as the output of the phase network (4.17) must change by
c to change the sign of the wave function; nevertheless, other ansätze that represent the
wave function as the exponential of a neural network su�er from the same problem, as
the network output still has to jump by 8c .

�e key to solving this problem appears to be designing neural-network ansätze that
allow switching between positive and negative outputs easily. One may go about doing
so in a variety of ways:

• �e most straightforward way around the sign problem would be taking a deep
neural network to represent the wave function directly. Typical neural networks
are, however, additively extensive, unlike wave functions and probability distri-
butions, which are multiplicative (§4.2.2). In practical terms, the dynamic range
of wave-function amplitudes (i.e., the ratio of the largest and smallest amplitudes)
grows exponentially with system size.† I found that neural networks with stan-
dard (e.g., Relu) activation layers fail to represent this dynamic range, even with
6–10 convolutional layers:‡ vmc optimisation converged to networks whose out-
puts appeared to span 3–5 decades, compared to the 15–20 decades achieved with
the exponentiated network of §4.4.1. Accordingly, the optimisation was extremely
noisy and converged to energies far above the ground state.

• �is issue, together with the sign problem, is avoided by tensor networks as their
outputs are linear combinations of products of terms associated with each la�ice
site. To achieve the same e�ect in neural networks, note that a tree tensor network

(ttn) can be thought of a feed-forward neural network in which activation layers
are replaced by pairwise-product pooling. �is can be generalised to polynomial

neural networks (pnns), where activation layers multiply entries or raise them to
integer powers. Such networks have been among the �rst proposed in the litera-
ture [200]; they remove the stringent entanglement limitations of ttns [166] and,
in line with my expectations, improve the available dynamical range over Relu

†�is problem is partially mitigated by importance-sampling Monte Carlo, which disregards the lowest
amplitudes. However, there are many more low-amplitude basis states than high-amplitude ones, so a very
broad dynamic range is still necessary to capture the wave function.

‡�is issue is reminiscent of the well-known di�culty of representing multiplication using neural
networks in a way that extrapolates well to either larger or smaller inputs than those used in training [248].
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activations. However, I found that optimising deep pnns is highly unstable, which
may limit their usefulness or require more sophisticated network design.

• In systems like the square-la�ice �1–�2 model, spin-liquid and other exotic phases
are borne out of a competition between incompatible ordered phases that can all
be captured in terms of Marshall sign rules (cf. Fig. 4.10). A randomly initialised
deep network is not expected to recover any of these rules due to their preference
for “simple” functions [246], requiring explicit biasing towards them to stabilise
vmc optimisation [205]. I am currently designing an ansatz with several compo-
nents that are biased according to all the competing sign rules in such a way that
their relative importance in di�erent parts of the Hilbert space can be learned
without developing frequent sign changes in the neural-network outputs. Prelim-
inary results on the square la�ice are promising; �nding ways to generalise this
idea to geometrically frustrated (e.g., triangular or kagome) la�ices is, however, a
challenging open question.

• �e success of the plain Huse–Elser ansatz (4.5) on unfrustrated systems suggests
that the “coarse structure” of amplitudes (that is, an envelope that captures most
of the dynamical range of the wave function) can be captured using a very simple
exponentiated component. �is motivates a neural network architecture of the
form

Ψ(2) = 4 5 (2)6(2), (4.23)

where 5 is responsible for representing the “coarse structure,” while 6 represents
the sign structure as well as the “�ne structure” of amplitudes that is due to inter-
ference e�ects. �e la�er is analogous to the “so� sign” learned in the supervised
protocol of Ref. 198: I believe that performance of this protocol is hampered in
frustrated phases by states whose amplitudes is reduced from its envelope value
by destructive interferences, naturally captured by 6(2) ≈ 0.

• Recent literature [243] suggests that the stability of vmc for a generic network ar-
chitecture is improved greatly by pretraining the phase structure, similar to §4.3.2.
Namely, one starts by training the phase content Ψ/|Ψ| of an otherwise arbitrary
architecture Ψ(2), which allows the phases to develop antiferromagnetic char-
acter without disturbing the amplitudes |Ψ|. Using this protocol on a deep con-
volutional ansatz similar to (4.21) yielded state-of-the-art energies for spin-liquid
models on both square and triangular la�ices. It will be interesting to see how this
approach performs on more challenging systems and whether it can be extended
to the real-valued ansätze described above.
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4.5.3 Recurrent neural-network states

Another natural strategy, exploiting recent advances in machine learning, is to use
more complex and sophisticated neural-network architectures as nqs ansätze. Cases
in point are recurrent neural networks (rnn), which represent multivariate probability
distributions ? (f1, . . . , f=) as the chain of conditional probabilities

? (f1, . . . , f=) = ? (f1)? (f2 |f1) · · · ? (f= |f1, . . . , f=−1), (4.24)

and sample each conditional distribution by iterating the same neural network and us-
ing the output of the 8th iteration to inform the next one about f1, . . . , f8 [224, 226]. As
each conditional distribution is straightforward to sample, rnns are able to generate
perfectly uncorrelated samples of the overall distribution ? (2). �is is a major improve-
ment over Markov-chain Monte Carlo, especially if ? (2) has several high-probability re-
gions, separated by prohibitively low probabilities, as is o�en the case for ordered phases
that spontaneously break symmetries [210]. �e chain structure (4.24) of rnns makes
them particularly well-suited to one-dimensional and time-series problems [211, 224],
but adaptations using 2d convolutional networks have been devised for image recogni-
tion [210, 249].

Rnns can be used as e�cient nqs ansätze [210–212], provided ? (2) represents the
quantum probability distribution

��〈2 |Ψ〉��2/〈Ψ|Ψ〉; that is, a normalised rnn ansatz would
take the form

Ψ(2) =
√
?RNN(2) 48Φ(2) . (4.25)

Direct sampling of the underlying probability distribution ?RNN speeds up vmc optimi-
sation, allowing extremely deep networks to be used [210]. As long as the Hamiltonian
has no sign problem, the expressive power of these networks leads to highly accurate
energy estimates even for large systems [210, 212].

However, the necessary separation of amplitudes and phases in (4.25) brings back
the “strong sign problem” of §4.5.1, limiting the usefulness of rnn wave functions for
frustrated systems. Indeed, the rnn ansatz used by Ref. 211 a�ains substantially less
accurate variational energies in the frustrated phase of the 1d �1–�2 model, and even
at the unfrustrated point �2 = 0, imposing the corresponding msr leads to signi�cant
improvements.
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4.5.4 Combining nqs and mean-�eld wave functions

Fermionic mean-�eld wave functions have been highly successful in modelling the
ground states of both interacting fermion systems and (a�er Gutzwiller projection) an-
tiferromagnets (§4.1.1), including tackling much of the sign problem. It is, therefore,
natural to try and enhance the representational power of these states by introducing
neural networks. �is can be done in a number of di�erent ways:

• Multiply the mean-�eld wave function with a “neural-network Jastrow factor”
[cf. (4.4)]. �is is computationally simple for shallow-network ansätze, such as
rbms [216] or Gaussian processes [213], and leads to signi�cant improvements in
variational energies. However, owing to the “strong sign problem” of the nqs fac-
tors, they tend not to improve the sign structure of the mean-�eld ansatz, limiting
these approaches to the accuracy of �xed-node dmc.

• �e “single-particle orbitals” that enter the mean-�eld Slater determinant can be
made dependent on the positions of the other particles:

Ψback�ow(®A1, . . . , ®A=) =

��������
k1(®A1; ®A2, . . . , ®A=) · · · k= (®A1; ®A2, . . . , ®A=)

...
. . .

...

k1(®A=; ®A1, . . . , ®A=−1) · · · k= (®A=; ®A1, . . . , ®A=−1)

��������
. (4.26)

If the orbitals k8 are invariant under permutations of its variables a�er the semi-
colon, Ψback�ow remains a valid, antisymmetric, fermionic wave function. �is
back�ow approach dates back to Feynman [250]; neural networks can be used
as additive [251] or multiplicative [208] corrections to the single-particle orbitals.
Recently, several sophisticated deep-network ansätze based on (4.26) have been
designed and used to obtain molecular ground-state energies to within chemical
accuracy [207, 208].

For antiferromagnetic systems, a particularly promising approach was proposed in
Ref. 175, which combined pair-product states† with an rbm many-body correlator:

|Ψ′〉 =
∏
:

cosh
(
1: +

∑
8

F8:f̂
I
8

)
× %̂Gutzw.

(∑
8, 9

58 92
†
8↑2
†
9↓
)#site/2 |vac〉, (4.27)

where the F and the 1 are the weights and biases of the rbm, %̂Gutzw. is the Gutzwiller
projection operator, 58 9 are variational parameters of the pair-product state, 2†

8 ��
creates

†�ese are analogous to the ground states of bcs mean-�eld Hamiltonians with hopping and pairing
terms [38].
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an up- or down-spin fermion on site 8 , #site is the number of la�ice sites, and |vac〉 is the
fermionic vacuum state. �e rbm sign problem is resolved by making |Ψ′〉 translation in-
variant using (4.21), cf. §4.5.1. �e resulting wave function achieves excellent variational
energies in the spin-liquid phase of the square-la�ice �1–�2 model, both for the ground
state and excited states.

One may wonder, however, how much these approaches make good on the original
promise of nqs, the ability to obtain accurate ground states without much physical in-
sight. Exchange antisymmetry is a key property of fermion wave functions: using Slater
determinants to enforce it is not very di�erent from using convolutional networks for
translation-invariant problems.† By contrast, fermionic mean-�eld wave functions are
relevant for spin systems due to the connection between Heisenberg and Hubbard mod-
els (§1.2, §4.1.1): as such, they are far from unbiased even for Heisenberg models, and
may do rather poorly for anisotropic systems (e.g., quantum spin ice), for which similar
parton constructions are not readily available.

†�ey are, however, not indispensable. Other approaches, closer in vein to Laughlin wave functions,
can also be used to enforce antisymmetry, with similarly accurate results [206].



5
Monopoles and antiferromagnetic do-

main control in spin-ice iridates

In spite of extensive experimental and theoretical work on spin ices, a reliable

indicator of the density of their emergent monopoles is yet to be found. In this

chapter, I discuss magnetisation and magnetoresistance experiments on the spin-ice

material Ho2Ir2O7, together with our theoretical interpretation of them, supported

by Monte-Carlo simulations. Our results show that the magnetoresistance of

Ho2Ir2O7 is highly sensitive to the density of monopoles and could be used to

quantitatively measure it in experiments, providing a new, powerful tool to study

spin-ice systems.

Furthermore, for certain orientations, external magnetic fields couple strongly to

the antiferromagnetically ordered iridium ions via the large holmium moments.

The result is the ability to manipulate antiferromagnetic domains with magnetic

fields, which is evidenced by a strong hysteresis that appears simultaneously in

both the magnetisation and the magnetoresistance response. The precise control

of antiferromagnetic domain walls is a key goal for the design of next-generation

spintronic devices [252]. Our results show a way forward to how this target may be

achieved using externally applied magnetic fields and the peculiar interplay between

frustrated localised moments and itinerant antiferromagnetism in rare-earth oxide

materials.
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Figure 5.1. (a) Schematic phase diagram of the extended Hubbard model (5.1). In 53
materials, both the interaction strength* and the spin-orbit coupling λ are
large, leading to chiral Mo� insulators [253].
(b) Iridium 53 energy levels in an octahedral cef environment [254]. In the
Ir4+ ion, �ve 3-electrons �ll all four � = 3/2 and one � = 1/2 orbitals: the la�er
becomes an e�ective spin-1/2 degree of freedom with strong spin–orbital
correlations.

5.1 Introduction: magnetism in iridium compunds

�ere’s no limit to how complicated things can get, on

account of one thing always leading to another.

— E. B. White

Iridium and other 53 elements play a prominent role in many recent developments
of strongly correlated electron physics. �ey have a much stronger spin–orbit coupling
(soc) than light 33 elements: this is a key ingredient for engineering topologically non-
trivial band structures in heavy ?-electron materials [255]. In the more tightly localised
3-orbitals, these e�ects compete with those due to electron–electron interactions, cap-
tured by the extended Hubbard model

� =
∑
8 9,UV

f=↑,↓

(C
8 9,UV

2
†
8Uf
2
9Vf
+ H.c.) + λ

∑
8

®!8 · ®(8 +*
∑
8U

=8U↑=8U↓; (5.1)

in 53 systems, both * and λ are comparable to C , leading to a variety of spin–orbit cou-
pled Mo�-insulator phases [253] [Fig. 5.1(a)]. Finally, correlations between spin and
orbital quantum numbers due to soc, together with the strong orbital anisotropy of 3-
electron hopping, result in highly anisotropic spin interactions, allowing exotic spin-
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Figure 5.2. Le�: resistivity as a function of temperature in several rare-earth pyrochlore
iridates. All but Pr2Ir2O7 show a metal–insulator transition between 30 k
and 150 k. For Nd, Sm, and Eu, there is a sudden upturn in resistivity at the
transition, while Gd, Tb, Ho, and Dy only show a modest shoulder.
Right: metal–insulator transition point as a function of rare-earth ionic ra-
dius. �e sudden reduction of )MI suggests a quantum (semi)metal–insulator
transition.
Figures taken from Ref. 258.

liquid phases to be realised. For example, Ir4+ and Ru3+ cations become e�ective spin-
1/2 degrees of freedom in an octahedral cef environment, with fG,~,I spin components
correlated with the 3~I,GI,G~ orbitals, respectively [Fig. 5.1(b)]. �e same octahedral envi-
ronments also result in highly anisotropic couplings between the e�ective spins, leading
to Kitaev-type physics in U-RuCl3 and (Li,Na)2IrO3 [256, 257].

5.1.1 Pyro�lore iridates

�is chapter focuses on rare-earth iridates of empirical formula '2Ir2O7, where ' is
a 3+ rare earth cation. Apart from La2Ir2O7, these all form a pyrochlore la�ice with '3+

ions on the � sites and Ir4+ ions on the � sites (Fig. 1.5) [41]. �e la�er have octahedral
oxygen coordination similar to that in (Li,Na)2IrO3 [Fig. 1.6(e)]; accordingly, the crystal-
�eld and spin–orbit spli�ings give rise to an e�ective spin-1/2 moment [Fig. 5.1(b)].
Unlike the rare-earth f-moments, these e�ective spins remain approximately isotropic.
Accordingly, the exchange interactions between nearest neighbours are dominated by
isotropic Heisenberg exchange; as the iridium d-orbitals are much less strongly localised
than rare-earth f-orbitals, these exchange couplings are much stronger (on the order of
500 k). �e pure Heisenberg antiferromagnet on the pyrochlore la�ice is a spin liquid [92,
259, 260]; however, an additional direct Dzyaloshinskii–Moriya interaction brings about
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an ordering transition within the ground-state manifold, where the iridium moments as-
sume an all-in-all-out (aiao) antiferromagnetic order [261]. As a result, all rare-earth iri-
dates apart from Pr2Ir2O7 undergo an aiao ordering transition at 30–150 k (Fig. 5.2) [258].

Compared to the strongly insulating titanates, pyrochlore iridates have fairly low re-
sistivity at high temperatures, mostly due to iridium conduction electrons. �e magnetic
ordering transition, however, induces a metal–insulator transition, too [258, 262, 263];
the corresponding upturn in resistivity is rather pronounced for the lighter rare-earth
elements Nd, Sm, and Eu,† but much less so for Gd, Tb, Dy, and Ho (Fig. 5.2) [258].
�eir low-temperature electronic structure is an exciting playground for topological
and strongly correlated electronic physics: the band structure exhibits a large number of
Weyl nodes [264], with corresponding Fermi arcs forming on grain boundaries, as well as
domain walls [265]. Recently, Nd2Ir2O7 has also been argued to show non-Fermi-liquid
behaviour [266].

5.1.2 Fragmented spin ice in Ho2Ir2O7

In our work, we studied the low-temperature magnetism of the pyrochlore iridate
Ho2Ir2O7. Due to the similar size of Ti4+ and Ir4+ ions, the exchange pathways and lo-
cal crystal �elds acting on the Ho3+ ions are similar to those in Ho2Ti2O7; accordingly,
interactions between the la�er are described well by the titanate dipolar-spin-ice Hamil-
tonian (1.29). In addition, the oxygen ions mediate an exchange coupling between the
holmium and iridium ions, of a similar strength as the spin-ice couplings [69]. However,
the temperatures where either of these interactions is relevant (below 10 k) are far below
the metal–insulator transition point (around 150 k): at these temperatures, the iridium
moments form perfect aiao domains with sparse domain walls and negligibly few ther-
mal defects. By symmetry, the exchange couplings due to this iridium con�guration
would drive the holmium moments to a similar aiao order [Fig. 5.3(b)]. �erefore, the
holmium spins can be modelled as a classical spin ice with an additional e�ective �eld,
pointing along the local 〈111〉 axis, due to the iridium environment [69]:

� =
�

3
∑
〈8 9〉

f8f 9 + �ℓ3 ∑
8 9

f8f 9

[
4̂8 · 4̂ 9
A 3
8 9

− 3(4̂8 · ®A8 9 ) (4̂ 9 · ®A8 9 )
A 5
8 9

]
± ℎloc

∑
8

f8 . (5.2)

�e terms in (5.2) correspond to holmium–holmium nearest-neighbour and dipolar inter-
actions and holmium–iridium coupling, respectively; the sign of the last term depends
on which of the two possible aiao domains are realised by the iridium spins.

†Even in these cases, the metal–insulator transition can be suppressed by substituting iridium on a
small fraction of the rare-earth sites, indicating the proximity of the insulating phase to a metallic one [262].
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Figure 5.3. (b) Arrangement of Ho3+ (red) and Ir4+ (blue) ions in Ho2Ir2O7. Each holmium
ion is surrounded by a hexagon of six iridium nearest neighbours. When the
iridium la�ice orders magnetically in the aiao phase, as shown by the blue
la�ice, an e�ective �eld along the local 〈111〉 directions is felt by the holmium
moments in the centre, as shown in (a).
(c) Phase diagram of the nearest-neighbour spin-ice iridate model (�e� = −�/3).
At small ℎloc, the two-in-two-out (2i2o) spin-ice state remains stable (blue);
very large �elds override the interactions to create an aiao-ordered state
(yellow). For intermediate ℎloc, the ground state is a 3i1o–1i3o monopole
crystal (orange), where the f = ±1 Ising moments fragment into aiao or-
dered ±(1/2, 1/2, 1/2, 1/2) and divergence-free ±(1/2, 1/2, 1/2,−3/2) compo-
nents. �ese phases remain distinct up to ) ∼ �e� ; high temperatures wash
the aiao order parameter"@ out.
(d) Spin correlation function ( ( ®@) calculated in the fragmented phase. It shows
a di�use component with pinch points (arrows) together with magnetic Bragg
peaks (circled) characteristic of the aiao-ordered state. �e intensity of these
(proportional to the ordered moment squared) is a quarter of that expected
for full aiao order.
Figure taken from and caption based on Ref. 69.

�e low-temperature behaviour of Ho2Ir2O7 was �rst studied in Ref. 69. Using pow-
der neutron sca�ering, they found that holmium spins† develop an ordered moment
consistent with aiao ordering at low temperature; the magnitude of this moment is,
however, only half that corresponding to full ordering. �is can be understood in terms
of moment fragmentation: the ground state is a monopole crystal with alternating three-
in-one-out (3i1o) and one-in-three-out (1i3o) tetrahedra, which can be regarded as the
equal-weight superposition of an aiao state and an arrangement of +1 and −3 “Ising

†�e magnetic moment of the iridium spins orders with the same wave vectors; however, it is orders of
magnitude smaller than that of the holmiums [258, 267], so it can be safely neglected in neutron-sca�ering
and magnetisation experiments.
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spins” that obeys a divergence-free constraint. �e former yields the observed aiao-
ordered moment, while the la�er has an exponential number of ground states, result-
ing in extensive zero-point entropy, pinch points in neutron sca�ering [Fig. 5.3(d)], and
strong paramagnetic response. Using a nearest-neighbour-only model [that is, Eq. (5.2)
without the � term], Ref. 69 demonstrated analytically that this monopole crystal is
stable for a �nite range of ℎloc: this range includes both Ho2Ir2O7 and the analogous
“spin-ice iridate” Dy2Ir2O7 [268].

5.2 Experiments on Ho2Ir2O7

�e true method of knowledge is experiment.

— William Blake

Note: the experiments discussed in this section and §5.4 were performed

without my involvement. I report them in detail because they form the

immediate background of my theoretical work in §5.3 and §5.4.

Small single crystals of Ho2Ir2O7 were grown by D. Prabhakaran’s group in Oxford.
First, polycrystalline Ho2Ir2O7 powder was prepared using high purity (>99.99%) Ho2O3

and IrO2 chemicals in molar ratio 1 : 1.05 (excess IrO2 was added to compensate for
evaporation loss). �e powders were thoroughly mixed along with 0.1 g KF per 5 g
powder inside an argon glove box and pressed into pellets of diameter 15 mm. �ese
were sealed inside a platinum crucible and sintered at 1100◦c for 100 hours. �e resulting
phase-pure† Ho2Ir2O7 powder was mixed with KF �ux in ratio 1 : 200 and packed into a
platinum crucible with a tightly ��ed lid [269]. �e crucible was placed inside a chamber
furnace and heated to 1050◦c and, a�er holding for 10 hours, it was cooled down to
850◦c at rate 1◦c/h, and �nally to room temperature at 60◦c/h. Octahedral-shaped single
crystals of size up to 1 mm3 were separated a�er dissolving the �ux with hot water; in
the experiments that follow, two crystals of size ≈ 0.2×0.2×0.2 mm3 and mass ≈ 0.1 mg
were used. Magnetisation, susceptibility, and magnetoresistance measurements on these
samples were performed by Paul Goddard’s group at Warwick.

�e magnetisation (" vs.� ) and susceptibility (j vs.) ) of a single crystal of Ho2Ir2O7

were measured using a �antum Design mpms superconducting quantum interference
device (sqid) magnetometer, except for the magnetisation data at di�erent �eld sweep
rates [Fig. 5.7(a)], which were collected using an Oxford Instruments vibrating sample
magnetometer (vsm). Vsm magnetisation data were calibrated using a multiplicative

†Phase purity of the powder and the �nal single crystals were characterised using panalytical and
Supernova x-ray di�ractometers, respectively.
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Figure 5.4. (a) Susceptibility measurements on Ho2Ir2O7 as a function of temperature in
zero (zfc, red dots) and 0.01 t (fc) �elds. �ey are visually indistinguishable
at all temperatures, so Δj = jFC − jZFC (blue dots) is plo�ed instead of jFC.
Above )MIT ≈ 80 k (arrow), Δj ≈ 0, but it becomes �nite below, indicating an
(antiferromagnetic) ordering transition.
(b) Resistance measurements on Ho2Ir2O7 as a function of temperature in
zero external �eld. �e resistance has a minimum around 80 k (arrow), rising
sharply underneath, indicating a metal–insulator transition coincident with
magnetic ordering. �e increase in resistivity in the insulating phase is less
dramatic than in Ref. 258.
Figure based on Ref. 4.

scale factor derived from sqid measurement at the same temperature. All magnetome-
try measurements were performed on the same single crystal of mass 134(5) `g.

Electrical-resistance measurements were made using a four-wire technique with ac
current of magnitude 855 `A and frequency around 150 Hz. Magnetic �elds were applied
using an Oxford Instruments superconducting magnet equipped with a 3He insert. All
resistance measurements were performed on the same single crystal of Ho2Ir2O7, taken
from the same growth batch as the crystal used for the magnetometry measurements.

�e iridium aiao ordering transition was detected by measuring the susceptibility of
a Ho2Ir2O7 sample both in zero and 0.01 t magnetic �elds [Fig. 5.4(a)]: the two curves bi-
furcate below 80 k due to spontaneous symmetry breaking. �e measured resistance has
a minimum at the same temperature [Fig. 5.4(b)], which indicates the metal–insulator
transition concomitant to magnetic ordering. �e transition temperature is substantially
lower and the upturn of the resistivity in the insulating phase is much more gentle in
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Figure 5.5. Ho2Ir2O7 under an external �eld along the [100] crystallographic axis.
(a) Measurements and (b) Monte-Carlo simulations of the magnetisation at
various temperatures.
Inset to (a): magnetisation measurement at 1.8 k upon sweeping the �eld
continuously between ±7 t.
Inset to (b): single tetrahedron of the Ho3+ subla�ice with local �elds ®ℎloc
(magenta arrows) due to the ordered iridium moments. Under a large external
[100] magnetic �eld (black arrow), the holmium moments order into a 2i2o
con�guration, with two moments parallel (green arrow) and two antiparallel
(red arrow) to ®ℎloc.
(c) Resistance measurements and (d)Monte-Carlo simulations of the single-
monopole density at various temperatures. �e negative magnetoresistance
is due to the suppression of magnetic disorder in general, and of magnetic
monopoles in particular.
Inset to (c): resistance measurement at 0.55 k upon sweeping the �eld contin-
uously between ±8 t.
Figure taken from Ref. 4.

our work than in Ref. 258: this might be explained by subtle di�erences in sample qual-
ity [262].

5.2.1 [100] magnetic �eld

�e magnetic �eld was �rst applied along the [100] crystallographic direction. �e
phenomenology for this orientation underpins the richer and more complex behaviour
when the �eld is applied along the [111] direction, discussed in §5.2.2.

�e magnetisation rises rapidly under the applied �eld, reaching a saturation value
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"sat
[100] = 5.8(2)`B/Ho at 1.8 k [Fig. 5.5(a)]. �is is consistent with holmium moments

of magnitude `Ho = 10.1(4)`B, as the magnetisation of the ordered 2i2o state expected
in the �eld-polarised limit [inset to Fig. 5.5(b)] is `Ho/√3 per atom [270, 271] and the
iridium magnetism has li�le qualitative or quantitative e�ect on the magnetisation re-
sponse [267]. On sweeping the �eld continuously between ±7 t [inset to Fig. 5.5(a)], no
hysteresis between sweeping up and down is observed.

Figure 5.5(c) shows the electrical resistance of the Ho2Ir2O7 sample as a function
of an applied [100] magnetic �eld. From a temperature-dependent starting value, we
�rst observe a large negative magnetoresistance which �a�ens out at higher �elds. �e
zero-�eld resistance increases as the temperature is lowered since Ho2Ir2O7 is insulating
below the metal–insulator transition at 80 k. �e negative magnetoresistance is caused
by a reduction in sca�ering o� the holmium moments as they order into a regular 2i2o
state under the applied magnetic �eld. Other than this state, there are no (partially)
ordered spin con�gurations that arise at intermediate [100] �elds: as a result, the mag-
netoresistance curve is rather featureless, reaching a constant high-�eld value as the
magnetisation saturates. A continuous sweep of the �eld between ±7 t yields no observ-
able hysteresis [inset to Fig. 5.5(c)], similar to the magnetisation curves.

As the temperature is increased, the initial negative magnetoresistance broadens out
to higher �elds. �is is to be expected because at higher temperatures, like in any para-
magnet, larger �elds are required to order the holmium moments. �e same is re�ected
in the slower saturation of magnetisation at higher temperatures [Fig. 5.5(a)].

5.2.2 [111] magnetic �eld: magnetisation and resistivity hysteresis

Figure 5.6(a) shows that in an external magnetic �eld along the [111] direction, the
magnetisation rises to saturation at "sat

[111] = 5.1(2)`B/Ho at 1.8 k. �is is consistent
with `Ho = 10.1(4)`B, since the expected magnetisation of the �eld-polarised 3i1o–1i3o
monopole crystal (Fig. 5.8) is `Ho/2 [270, 271]. �e dominant source of error in both
estimates of `Ho is that of the sample mass; to cancel this error out, we compare the
saturation magnetisation in [100] and [111] �elds: "sat

[111]/"sat
[100] = 0.872(5), in excellent

agreement with the expected √3/2 ≈ 0.866.
A striking observation is the presence of hysteresis in the magnetisation for this ori-

entation. Notably, the hysteresis is closed at zero applied �eld, which indicates that the
�eld sweeps are slow enough for the holmium moments to remain in equilibrium. �is is
further con�rmed by magnetisation measurements performed at a range of sweep rates
between 0.05 and 1 t/min [Fig. 5.7(a)]: the hysteresis loop remains nearly identical for
all sweep rates, showing that the hysteresis opens due to a quasi-equilibrium process.
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Figure 5.6. Ho2Ir2O7 under an external �eld along the [111] crystallographic axis.
(a)Measurements and (b)Monte-Carlo simulations of the magnetisation at
various temperatures. Arrows show the direction of each sweep; the additional
curve lying between the upsweep and downsweep for `0� > 0 is the initial
(virgin) sweep a�er cooling the sample in zero �eld.
�e 100 : 0 and 0 : 100 curves in the inset to (b) show simulations on type-�
and � single domains, respectively. To approximate domain plasticity in (b),
I used 70 : 30, 30 : 70, and 50 : 50 weighted averages of these for the up-,
down-, and virgin sweeps, respectively.
(c) Resistance measurements and (d)Monte-Carlo simulations of the single-
monopole density at various temperatures. Arrows show the direction of
each sweep, the virgin sweep is marked with “I” (lowest temperature only).
Monopole densities in (d) on the up-, down-, and virgin sweeps are approx-
imated with 70 : 30, 30 : 70, and 50 : 50 weighted averages of simulations
of pure type-� and � domains. �e 5 k (10 k) curves in (d) have been shi�ed
down by 40% (60%) for clarity. �ere is no corresponding o�set in (c); the
curves are shi�ed by the temperature dependence of resistivity (cf. Fig. 5.5).
Figure taken from Ref. 4.

�e hysteresis opens at a �nite value of the applied �eld: for example, at 1.8 k, the hys-
teresis becomes noticeable around 0.2 t and then closes at 2.9 t. �e �rst (“virgin”) �eld
sweep a�er cooling from above the metal–insulator transition in zero magnetic �eld sits
between the subsequent downsweeps and upsweeps of the hysteresis loop. Other than
this sweep, the positive and negative quadrants of the magnetisation loop are symmetric
within experimental error.

To gain further insight into the nature of the magnetisation hysteresis, its width
(that is, the di�erence between downsweep and upsweep magnetisation) was measured
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Figure 5.7. (a) Magnetisation measurements on Ho2Ir2O7 in an external [111] �eld swept
at di�erent rates. �e inset zooms in on the region where the hysteresis bubble
closes. �ere is negligible di�erence between the curves, underlining that our
hysteresis is not dynamic in origin.
(b) Hysteresis width in Ho2Ir2O7 magnetisation measurements under an ap-
plied [111] magnetic �eld at 1.8 k, de�ned as downsweep minus upsweep
magnetisation. For each curve, the hysteresis loop is performed to a di�erent
maximum �eld. Hardly any hysteresis opens up to about 1 t maximum �eld,
and even at 2 t, its width is much smaller than for higher �elds. �e shape of
the bubble no longer changes for �elds above 3 t, where it also closes.
Figures taken from Ref. 4.

for sweeps reaching up to a variety of maximum �elds [Fig. 5.7(b)]. Up to about 1 t,
no observable hysteresis opens, and even at `0�max = 2 t, the hysteresis width is only
a third of that for the highest �elds. By contrast, sweeping above the closing point of
2.9 t does not a�ect the hysteresis loop. �is implies that the hysteresis is due to a quasi-
equilibrium (e.g., plastic) process that occurs at external �elds between 1 t and 3 t.

Figure 5.6(c) shows the magnetoresistance in [111] magnetic �elds, which, like the
magnetisation, is highly hysteretic. In particular, the resistance during upsweeps is re-
duced substantially (by up to 15% at 1.8 k) compared to the downsweeps between about
0.5 t and 3.5 t, in the range where the magnetisation is also hysteretic. �e virgin curve
(I), shown only for the 1.8 k measurement, lies between the subsequent downsweeps and
upsweeps. Similar to the [100] case, the magnetoresistance curves get wider with increas-
ing temperature (magnetisation curves are only shown at 1.8 k to avoid clu�er): this is
again due to the broadening of paramagnetic response at higher temperatures and the
correspondingly greater di�culty of ordering the holmium moments into a 3i1o–1i3o
monopole crystal.
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5.3 �eoretical interpretation

Nothing has such power to broaden the mind as the

ability to investigate systematically and truly all that

comes under thy observation in life.

— Marcus Aurelius, Meditations iii.11

In this section, I focus on two key features of the experimental results above:

• Ho2Ir2O7 shows a substantial, sweep-rate-independent magnetisation hysteresis
in a [111] magnetic �eld;

• it exhibits a large hysteresis in magnetoresistance too, which can be separated
from the saturation of magnetisation in a [110] �eld (§5.4).

Neither phenomena have previously been observed in pyrochlore iridates and, accord-
ingly, no theoretical explanation for them is available.

�e stability of the hysteresis in [111] �elds suggests a non-dynamical origin, with
relaxation times on the order of hours at least. �e dynamics of holmium magnetism is
much faster at these temperatures [272]; furthermore, a dynamical hysteresis would be
open at zero �eld, which is not observed here. By contrast, the aiao order of iridium
spins naturally breaks up into several domains of the two symmetry-broken ordered
states (Fig. 5.8): similar to standard ferromagnetic domains [273], these may deform un-
der forces applied to domain walls, causing hysteretic changes that also a�ect holmium
magnetism and are stabilised by domain-wall pinning due to disorder, dislocations, etc.,
accounting for its quasi-equilibrium nature. No direct force, however, is exerted on the
antiferromagnetic domains by an external �eld, as they have zero net magnetisation. By
contrast, I demonstrate in §5.3.2 that the �eld-polarised 3i1o-1i3o monopole crystal of
holmium moments induced by [111] �elds does give rise to such a force, thereby pro-
viding a coupling between the external �eld and the iridium aiao order mediated by the

holmium spin ice.

I argue furthermore that the hysteresis observed in magnetoresistance is due to
changes in sca�ering o� the magnetic texture of the holmium ions, particularly the
magnetic monopoles in the spin-ice structure. I show that most of the magnetic sca�er-
ing of conduction-electron spins o� the localised holmium moments can be accounted
for in terms of spin-ice monopoles described by the dumbbell model [62]. In addition,
spin-ice materials like Dy2Ti2O7 were shown to be multiferroic [274–276]; in particular,
their magnetic monopoles cause charge rearrangement that results in localised electric
dipoles [277], which in turn act as sca�erers for conduction electrons. I found that these
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Figure 5.8. Le�: �ere are two inequivalent iridium aiao orders in which the spins point
into either “up” or “down” tetrahedra. Upon cooling through the metal–
insulator transition, these naturally form a multidomain structure. �e direc-
tion of the e�ective Ho–Ir coupling �eld ®ℎloc (magenta arrow) is determined
by the orientation of neighbouring iridium spins, so it is di�erent in the two
domains.
Right: In a large [111] magnetic �eld (black), the spins order in a 3i1o–1i3o
monopole crystal. In type-� domains, three polarised spins per tetrahedron
(green) are aligned with ℎloc, compared to just one in type-� domains. �is
induces an energetic spli�ing between the two domain types that acts as
an e�ective force on domain walls. Upon reversing the external �eld, the
direction of this force is reversed, too.
Figures taken from Ref. 4.

two e�ects are comparable in strength, and may realistically account for the observed
resistance-hysteresis width.

�ese theoretical arguments are corroborated by classical Monte-Carlo simulations
of the holmium-only e�ective model (5.2), details of which are given in Appendix d.
In particular, I demonstrate that the magnetic-�eld dependence of monopole density is
drastically di�erent in type-� and � domains, leading to a similar hysteresis loop as seen
in the resistance measurements upon cycling the external [111] �eld.

5.3.1 Magnetisation hysteresis in [111] �elds

Iridium domains in Ho2Ir2O7 are coupled to the spin ice made out of the large holmi-
um moments, which shows a strong response to external �elds. In a [111] �eld in par-
ticular, the moments polarise towards a 3i1o–1i3o ordered monopole crystal, with alter-
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nating kagome and triangular layers pointing in and out of “up” tetrahedra, respectively
(Fig. 5.8). In a strong enough �eld, all spins become fully polarised, regardless of the di-
rection of the exchange �eld ℎloc; however, the �eld direction shown in Fig. 5.8 favours
type-� domains since ℎloc aligns with it for three spins per tetrahedron, compared to
just one in a type-� domain.

If the crystal were to consist of a single, �xed domain, this e�ect would lead to asym-
metric magnetisation, as shown in the inset to Fig. 5.6(b), where the 100 : 0 curve shows
magnetisation simulations for single type-� domain. In this case, the external [111]
�eld and ℎloc favour the same monopole crystal, so the holmium moments saturate to it
rapidly. A [111] �eld (� < 0 in the �gure) applied to the same domain competes with
the local exchange �eld, so it must be swept to a higher value to fully align the moments.
�is realignment happens via an intermediate regime in which monopoles are depleted,
resulting in a magnetisation plateau prior to saturation. �e 0 : 100 curve shows the
converse behaviour for a single type-� domain. �e average of these two lines is shown
in the 50 : 50 curve, which simulates the response of a crystal that contains a �xed and
equal mixture of both iridium domains: it is symmetric but not hysteretic. It is clear that
none of these scenarios account for the observed symmetric and hysteretic behaviour
alone: plastic deformation of domain boundaries must be considered.

�e wide “hysteresis loop” shown in the inset is, however, inconsistent with the
experimental hysteresis width. Comparing the widest points of the experimental and
numerical hysteresis curves in Fig. 5.6 suggests that the iridium moments are not swept
to single type-� or � domains, but their ratio is limited to about 70 : 30 at strong �elds.
Weighted averages corresponding to such mixtures, and the virgin sweep with an equal
split of domains, are shown in Fig. 5.6(b).

5.3.2 Antiferromagnetic domain control using [111] �elds

Usually, antiferromagnetic domains cannot be manipulated using external magnetic
�elds along any direction, as their net magnetisation is zero.† In Ho2Ir2O7, however, the
asymmetry between domains in a [111] �eld provides a driving force for domain-wall
movement. In the fully �eld-polarised limit, three and one spins point in the direction
favoured by ℎloc in type-� and � domains, respectively; therefore, the Ho–Ir interaction
energy of the two domains becomes ±2ℎloc per tetrahedron: the lower energy of type-
� domains generates an e�ective pressure on the domain walls that causes the same
domains to grow. Upon reversing the �eld direction, type-� domains become favoured

†In large �elds, spin canting and similar e�ects may bring about somemagnetisation; these higher-order
e�ects are, however, rather weak [278].
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Figure 5.9. (a) Energetic pressure 2ℎloc〈f〉 due to holmium moments in equilibrium inside
both type-� and � iridium domains as a function of external [111] �elds at
1.8 k, obtained from Monte-Carlo simulations. For small �elds, ℎloc stabilises
both domain types; large �elds polarise both domains to the same 3i1o–1i3o
monopole crystal. �e energetic pressure switches sign around 1.9 t (black
arrow), so plastic domain-wall movement speeds up around this �eld.
(b) Energetic pressure in type-� domains at three di�erent temperatures. Its
�eld dependence broadens signi�cantly at higher temperatures; by contrast,
the point where the pressure changes sign shi�s up only slightly, matching
the evolution of the �eld at which the experimental hysteresis loops close.
�e background shading indicates which domain type the energetic pressure
favours: � (light blue) or � (light red). Figures based on Ref. 4.

by the same mechanism, reversing the domain-wall movement.

Since the net Ho–Ir interaction energy is ±ℎloc
∑
8 f8 , the energetic pressure between

the two domains is 2ℎloc〈f〉 per iridium ion, which is plo�ed in Fig. 5.9. For small exter-
nal �elds, 〈f〉 is controlled by the Ho–Ir coupling and, as such, it favours the existing
domain locally. While type-� domains become energetically favourable in equilibrium
for arbitrarily small positive �elds, they can only grow if holmium moments rearrange
inside a type-� domain to favour them locally: for small �elds, this only happens by
slow [272] thermal �uctuations of the moments, which slows down domain-wall move-
ment substantially. Above a certain �eld (around 1.9 t at 1.8 k), however, 〈f〉 becomes
positive inside type-� domains, too: a�er this point, the growth of type-� domains is
favourable everywhere, so it can occur via ultrafast iridium dynamics, only hindered
by domain-wall pinning. �is matches the rapid widening of hysteresis loops shown in
Fig. 5.7(b) for `0�max & 2 t.

�e experimental hysteresis loop closes around 2.9 t, well before the saturation of
energetic pressure in Fig. 5.9. �is suggests that the domain-wall pinning overcome by
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the holmium-mediated energetic pressure is due to weak pinning sites (or potentially
self-pinning of the complex magnetic structure), which dissipate net pinning energies
on the order of a kelvin per iridium ion as the domain wall moves. �is also helps explain
the absence of long tails in the experimental hysteresis curves [cf. Fig. 5.6(c,d)]: the criti-
cal �eld increases only slightly with temperature [Fig. 5.9(b)], causing the experimental
hysteresis curve to close abruptly at slightly higher �elds.

Such a weak pinning, however, does not explain the fact that the ratio of iridium
domains appears to saturate around 70 : 30 rather than 100 : 0. �is requires additional
rare but strong pinning sites that give rise to relaxation time scales longer than the exper-
imental ones, which prevent the domain distribution from becoming any more polarised.
I believe that these sites and the weak pinning discussed above are due to qualitatively
di�erent mechanisms, for instance impurities and self-pinning, respectively.

5.3.3 Resistivity signature of monopoles

Apart from �eld-polarised limits, the large holmium moments remain disordered in
Ho2Ir2O7: iridium conduction electrons may sca�er o� this disorder. I discuss two scat-
tering processes, one involving the magnetic �elds of the moments, the other due to
magnetostriction e�ects [277]; I argue that the strength of both is proportional to the
density of monopoles in the holmium spin ice, consistent with the similarity of the exper-
imental resistivity and numerical monopole-density hystereses in Fig. 5.6(c,d). Finally,
I demonstrate quantitatively that these sca�ering processes are able to account for the
experimental resistivity hysteresis.

Magnetic scattering

�e dominant interaction between the iridium conduction electrons and the localised
holmium moments is the Zeeman coupling between the magnetic moments of the former
and the magnetic �eld due the la�er. �erefore, estimating the magnetic sca�ering rate
requires accounting for the magnetic �eld pa�erns due to the disordered, yet strongly
correlated holmium spins.

�is task is greatly simpli�ed by the dumbbell model of spin ice [62]: the dipole mo-
ment of each holmium ion is represented by two oppositely charged magnetic monopoles
in the centres of the two tetrahedra the spin belongs to (§1.3.2). �is way, most of the
magnetic �eld inside the sample can be accounted for in terms of the Coulomb �eld of
spin-ice monopoles living inside the tetrahedra that violate the 2i2o rule [62, 79, 80].
�e true �eld pro�le di�ers from this approximation by the �eld of the quadrupolar and
higher-order moments that arise as the di�erence between the dumbbells and the phys-
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Figure 5.10. Magnetoelectric charge redistribution on holmium moments in spin ice and
Ho2Ir2O7 [277]. On aiao or 2i2o tetrahedra, the charge redistribution pro-
duces no net electric dipole moment; on single monopoles (3i1o or 1i3o
tetrahedra), an electric dipole develops pointing towards the minority spin.

ical holmium moments: these �elds, however, decay at least as 1/'4 compared to the
1/'2 Coulomb �eld, so their e�ect is negligible even on the closest iridium sites.

�erefore, to a good approximation, the e�ect of spin-ice magnetism on the conduc-
tion electrons is described by the e�ective dipole–charge potential

+m(®A ) = −`0@

4c
®̀ · ®A
A 3 , (5.3)

where @ = 2`Ho/0d is the charge of a single magnetic monopole and the magnetic mo-
ment ®̀ of conduction electrons is on the order of `B. �e interaction strength is captured
by the force constant `0`B@/(4c) ≈ 0.24 meVÅ2.

Electric scattering

Spin-ice materials like Dy2Ti2O7 are multiferroic, that is, externally applied mag-
netic �elds cause electric polarisation and vice versa [274–276]. A mechanism for these
e�ects was proposed by Khomskii [277], who used a Hubbard-type model to describe the
holmium f-electrons and found that the formation of local magnetic moments leads to a
spontaneous redistribution of electrons between di�erent atoms. �e resulting charge re-
distribution may then introduce a net electric polarisation in the sample. Ref. 277 found
that 2i2o, all-in, or all-out tetrahedra develop no net dipole moment; single monopoles,
on the other hand, gain an electric dipole that points towards the minority spin of the
tetrahedron (Fig. 5.10). Conduction electrons will then sca�er o� these dipoles through
the electric charge–dipole potential

+e(®A ) = − 4

4cY0

®? · ®A
A 3 . (5.4)
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�e magnitude of the emergent electric dipoles ? is not known exactly; based on the po-
larisation measurements of Ref. 276, and magnetostriction e�ects in general, ? ∼ 10−4 4Å
appears plausible. Using this �gure, 4?/(4cY0) ≈ 1.4 meVÅ2, within one order of mag-
nitude to the magnetic force constant derived above. �is shows that both e�ects are
similarly important in accounting for sca�ering o� spin-ice monopoles.

E�ect of monopoles on resistivity

In order to estimate the contribution of sca�ering o� monopoles to the resistivity, we
need to make some working assumptions about the nature of the conduction electrons,
which is not very well understood. �e experimentally observed very slow increase of
resistivity below the metal–insulator transition suggests that the system is not a band
insulator (especially compared to Nd2Ir2O7 [258, 279]), but rather a (semi)metal or a heav-
ily doped semiconductor [262], or perhaps not even a Fermi liquid [266]. For simplicity,
however, we assume the following:

• �e conduction electrons form a (small) metallic Fermi surface at the bo�om of a
quadratic conduction band: � (®:) = ℏ2:2/2<, where the e�ective mass< is close
to the bare electron mass.

• Monopoles are dilute enough that electrons only sca�er o� one at a time.

• �e orientation of conduction-electron spins and electric dipole moments can be
taken as independently and uniformly distributed on the unit sphere. �is likely
holds for magnetic sca�ering, as the ordered iridium moments are small [267]
and their onset coincides with the metal–insulator transition, both of which sug-
gests that the remaining conduction electrons are not spin-polarised. For electric
sca�ering, the dipoles are oriented towards the minority spins of 3i1o and 1i3o
tetrahedra [277]. While these are constrained to the eight 〈111〉 directions, numer-
ical evidence suggests that they are essentially uncorrelated, apart from the [111]
�eld-polarised limit.

• Electric and magnetic sca�ering are uncorrelated: this is plausible as the relevant
dipole moments are due to the holmium and iridium atoms, respectively.

Several of these are rather crude approximations; as such, we shall only look for an order
of magnitude estimate of the resistivity.

Let us now consider sca�ering due to a generic dipole–charge potential. �e transi-
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tion matrix elements are given by its Fourier transform:

+ (®A ) = −� ?̂ · ®A
A 3 =⇒ + ( ®@) =

∫
d3A 4−8 ®@·®A + (®A ) = 4c8�

?̂ · ®@
@2 , (5.5)

where ?̂ is the unit vector parallel to the (electric or magnetic) dipole and � is a generic
coupling constant, equal to 4?/(4cY0) and `0`B@/(4c) in the electric and magnetic cases,
respectively. Now, the sca�ering rate follows from general sca�ering theory [280] as

g−1 =
∫

d3:′

(2c)3,:,: ′ (1 − :̂ · :̂′); (5.6)

,:,: ′ =
2c
ℏ
=mp X

(
� (®:) − � (®:′)

) ��+ (®:′ − ®:)��2, (5.7)

where =mp is the number density of magnetic monopoles. Given the assumptions above,
the integral (5.6) can be evaluated to

g−1(:) = 8c<2�2

3ℏ4:2 =mpE, (5.8)

where the group velocity is E = d�/(ℏd:) = ℏ:/<. �is shows that the force constants
� for the two sca�ering channels are to be added in quadrature; for simplicity, we take
a single � ∼ 1 meVÅ2. �e contribution to resistivity can now be estimated from the
Drude model:

Δd =
<

=e42 〈g−1〉 = 4c<2�2=mp

ℏ3:F=e42 , (5.9)

where =e is the number density of conduction electrons and :F = (3c2=e)1/3 is the Fermi
wave vector, still assuming a quadratic dispersion.

Discussion

Equation (5.9) shows that the contributions of magnetic and magnetoelectric scat-
tering are proportional to monopole density. �is is consistent with the very similar
shapes† of the measured resistance-hysteresis curves in Fig. 5.6(c) and the hysteresis in
monopole density arising as a result of iridium-domain redistribution by the [111] �eld:
�e la�er is plo�ed in Fig. 5.6(d), using the same 70 : 30 and 30 : 70 splits between

†�ere are three main discrepancies between the two curves: (i) �e experimental curves show an
additional negative magnetoresistance at small �elds, which is likely due to the partial ordering of the
residual magnetic quadrupole moments and the corresponding reduction in magnetic sca�ering. (ii) At
high �elds, the monopole density rises, unlike the resistivity: this is due to the full ordering of the holmium
moments that reduces sca�ering below what is expected based on (5.9). (iii) At higher temperatures, the
resistivity hysteresis loops close at substantially smaller �elds: this is because the domain ratio is swept
quickly from 30 : 70 to 70 : 30 once the energetic pressure makes this favourable (§5.3.2).



152 Monopoles and antiferromagnetic domain control in Ho2Ir2O7

type-� and � domains for the up- and downsweeps as Fig. 5.6(b) (§5.3.1).
Furthermore, the resistivity contribution (5.9) can realistically account for the full

width of the magnetoresistance hysteresis, which is about X' ≈ 5 mΩ at its widest point
at) = 2 k. Given the sample size ℓ ≈ 200 `m, this corresponds to a resistivity hysteresis
Xd ≈ 10−6 Ω m. �e corresponding width of the monopole-density hysteresis in our
simulations is X=mp ≈ 5 nm−3. Together with � ≈ 1 meVÅ2, we can invert (5.9) to
obtain the carrier-density estimate =e ∼ 1017/cm3. �is is some six orders of magnitude
below the carrier density of elemental metals, a sensible �gure for a badly conducting
semimetal like Ho2Ir2O7. Indeed, the corresponding Fermi energy is on the order of 10 k,
potentially consistent with a thermally populated, insulating conduction band.

5.4 Ho2Ir2O7 in a [110] magnetic �eld

Standing in the middle of the road is very dangerous;

you get knocked down by the tra�c from both sides.

— Margaret �atcher

Both the ordered 2i2o state and the 3i1o–1i3o monopole crystals found, respectively,
in large [100] and [111] external �elds are stabilised by a wide range of �eld directions
[marked white and red/blue, respectively, in Fig. 5.11(b)] around the precise 〈100〉 and
〈111〉 directions. �e 〈110〉 crystallographic axes sit in the corners of these ranges: as
two of the 〈111〉 local Ising axes are perpendicular to them, [110] �elds cannot polarise
two spins of each tetrahedron, so 2i2o, 3i1o, and 1i3o con�gurations are all allowed at
arbitrarily high �elds. �erefore, measurements in a [110] �eld are highly susceptible
to the slightest misalignment thereof, which allows us to con�rm several subtle conse-
quences of the theoretical interpretation given in §5.3.

Magnetisation and resistivity measurements in approximately [110] oriented �elds
are shown in Fig. 5.11(a,c). No hysteresis can be noticed in the magnetisation; in sharp
contrast, magnetoresistance measurements show substantial hysteresis loops with a very
similar shape to those in [111] �elds [Fig. 5.6(c)]. Interestingly, these loops open a�er

the magnetisation curve has almost fully saturated.
To interpret these �ndings, it is crucial to remember that in a real experiment, the

external �eld never points exactly along the [110] axis, so its direction falls into one of
the ordered domains in Fig. 5.11(b). However, as long as the �eld direction is close to
[110], saturation towards the fully polarised state takes place in two stages:

• First, the two spins not perpendicular to the [110] direction are polarised by the
dominant �eld component. In the measured magnetisation, this leads to essentially
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Figure 5.11. Magnetisation (a) and resistance (c) measurements on Ho2Ir2O7 in an exter-
nal [110] �eld. �e magnetisation saturates somewhat above the expected
4.1 `B/Ho [270, 271] at �elds around 1 t, without opening any visible hystere-
sis at any point. Large resistance-hysteresis loops of similar shape to those in
Fig. 5.6(c) open above this �eld and remain open up to about 10 t.
(b) High-�eld polarised state of the holmium moments as a function of �eld
direction. For almost all orientations, this is either an ordered 2i2o state
(white) consistent with a 〈100〉 (green dots) �eld, or a 3i1o–1i3o monopole
crystal (red and blue) brought about by a large 〈111〉 (yellow dots) �eld. 〈110〉
(black dots) �elds do not couple to two spins on each tetrahedron, allowing
for states consistent with any of these orders.
Figure based on Ref. 4.

full saturation at magnetisation "sat
[110] ≈ 4.1 `B/Ho [270, 271].

• At substantially higher �elds (depending on the accuracy of [110] alignment), the
two spins unconstrained by the [110] component get polarised, too. In this �eld
range, the physics is determined by that in [100] or [111] �elds, depending on
which domain in Fig. 5.11(b) the �eld direction falls into.

In particular, the resistivity hysteresis shown in Fig. 5.11(c) is consistent with a [110]
�eld canted slightly towards the [111] direction [i.e., pointing into a red/blue domain
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in Fig. 5.12(b)]. It does not open up below 1–2 t, by which point the magnetisation
has almost saturated. A�erwards, as all holmium moments saturate into the monopole
crystal consistent with a [111] �eld, they exert the same energetic pressure on iridium
aiao domains that was discussed in §5.3.2, leading to a hysteretic redistribution of the
la�er. As a result, the magnetoresistance (which mostly depends on monopole density)
shows a similar hysteresis as in a [111] �eld, but shi�ed to higher �elds (2–10 t). On the
other hand, the steady but non-hysteretic increase of magnetisation in Fig. 5.12(a) a�er
“saturation” around 1 t is consistent with a [110] �eld canted towards the [100] direction
(i.e., pointing into a white domain). �is is possible because the two measurements were
performed on two di�erent samples, mounted independently.

We also considered theoretically the e�ect of rotating the �eld direction continu-
ously through a 〈110〉 axis in order to demonstrate the robustness of the plastic domain-
deformation mechanism proposed in §5.3.2. Speci�cally, in a �eld canted signi�cantly
towards a [111] direction [i.e., well inside a red domain in Fig. 5.11(b)], the hysteretic
behaviour is not very di�erent from that at ideal [111] alignment: in particular, a large
hysteresis loop in resistance measurements is expected to open away from zero �eld.
Upon approaching the [110] direction, the hysteresis would move to higher �elds as the
force acting on two spins in each tetrahedron is reduced. Eventually, the �eld necessary
to fully open the hysteresis becomes larger than what is accessible in the experiment: at
this point, the hysteresis loop becomes narrower [cf. Fig. 5.7(b)]. A�erwards, the �eld
direction gets so close to the [110] axis that the hysteresis can no longer open even in a
15 t �eld. Further rotation carries the �eld direction from a red to a blue region, allowing
the hysteresis to reopen once the �eld develops a su�ciently large [111] component.

�ese expectations are all borne out by the magnetoresistance measurements shown
in Fig. 5.12, which have been carried out speci�cally to check the theoretical predictions
above. Beyond that discussion, an interesting feature captured in the top panel is a
marked asymmetry of the magnetoresistance curve between positive and negative �elds
in the region (spanning about 5◦ of rotation angle) without any observable hysteresis.
Initially, the resistivity is reduced more in positive �elds, but a�er further rotation, the
asymmetry switches sides. �is is because the iridium aiao domains remain unequally
distributed a�er the last �eld sweep that did open a hysteresis, which pushed them to
favour negative [111] �elds. �erefore, the monopole density gets depleted in positive
�elds, causing a larger reduction of resistivity, even if the energetic pressure is too small
to open any hysteresis. As the �eld direction is rotated through the [110] axis [from a
red to a blue region in Fig. 5.11(b)], the direction of this asymmetry is reversed, since
positive [111] �elds favour the same monopole crystal as negative [111] ones.
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Figure 5.12. Magnetoresistancemeasurements on a sample rotated in an external �eld near
the [110] direction. �e rotation angle is given with respect to an arbitrary
reference point along the route between (approximately) the [111] and [111]
axes, passing near the [110] direction; the sample was rotated from higher to
lower angles (black arrow). At high angles, a hysteresis loop similar to that of
Fig. 5.6(c) opens. It remains closed at lower angles, but the magnetoresistance
develops signi�cant asymmetry: initially, resistance reduces more strongly in
positive �elds, but at negative angles, it becomes more prominent for negative
�elds. At the lowest negative angles, the hysteresis opens again. For clarity,
the curves are shi�ed by 4 mΩ/degree. A contact was broken and repaired
between the measurements in the two panels, so resistances and rotation
angles cannot be compared directly. Figure based on Ref. 4.

5.5 Conclusion

For scienti�c endeavor is a natural whole the parts of

which mutually support one another in a way which,

to be sure, no one can anticipate.

— Albert Einstein

Since the earliest indirect evidence of magnetic monopoles in spin ice [62], much ef-
fort has been devoted to their direct detection and characterisation and, in particular, to
measuring their density in experiments. �e monopole density relates to both thermody-
namic and dynamical properties of these materials; indeed, several quantities have been
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proposed as measurement proxy, for example speci�c heat [65], spin correlations [65–
67], and magnetic susceptibility and noise [73, 80, 81, 272, 281–283]. Our results show
that magnetoresistance in the spin-ice compound Ho2Ir2O7 is strongly linked to the con-
centration of magnetic monopoles in a way that holds promise to develop a readily mea-
surable and versatile experimental indicator of their density. While we investigated the
case of iridates, it will be interesting to see whether other spin-ice compounds can be
found with small enough gap that a similar approach can be used. Since the relation
between resistance and monopole density does not hinge on the magnetism of iridium
ions, it could be used in principle to measure the monopole density in other spin-ice
systems where only rare-earth magnetism is present, such as Dy2Ti2O7 and Ho2Ti2O7.

Furthermore, our results demonstrate that the magnetisation and magnetoresistance
of Ho2Ir2O7 becomes hysteretic in an applied [111] magnetic �eld due to plastic defor-
mation of the antiferromagnetic iridium domain walls. Antiferromagnetic domains are
promising building blocks for future spintronic devices as they do not produce stray
magnetic �elds, are not susceptible to the same, and have ultrafast spin dynamics [252].
However, the manipulation of antiferromagnetic domain walls is challenging precisely
due to their zero net magnetisation, which requires a staggered �eld to interact with the
alternating moments [252]. �is is circumvented in Ho2Ir2O7 by the interplay between
the iridium domains and the frustrated ferromagnetism of the large holmium moments,
which acts to drive the motion of the domain walls. �is provides highly reproducible,
robust, and precise control over the antiferromagnetic domains using an external mag-
netic �eld; importantly, the domains remain stable against weak magnetic �elds, as the
coupling mechanism becomes relevant only when the holmium spins become nearly
polarised. While driving the domain walls in Ho2Ir2O7 is only possible at low temper-
atures and relatively large �elds, it serves as an example of a wider class of materials
in which magnetic-�eld control of antiferromagnetic domains is possible: these contain
two, strongly coupled magnetic species, one with large, frustrated moments, the other
realising robust long-range antiferromagnetic order.

We believe that the plastic deformation of iridium domains are controlled by a distri-
bution of pinning energies for the domain walls. While such plastic behaviour is gener-
ally expected for magnetic domain walls [273], understanding and modelling it in these
materials is an open and interesting question of direct relevance to potential applications,
such as those in spintronics.

Finally, our results highlight the inherent interplay between the antiferromagnetic
iridium order and frustrated rare-earth ferromagnetism present in spin-ice iridates, which
generates a rich and exciting playground for the study of complex and out-of-equilibrium
behaviour extending beyond that o�ered by the hitherto be�er-known titanate spin ices.



6
Localisation in one- and two-dimen-

sional quasicrystals

In all chaos there is a cosmos, in all disorder a secret

order.

— Carl Gustav Jung

It was long believed that all long-range ordered structures are crystalline, that is,
they consist of a periodic repetition of some unit cell. �e �rst counterexamples to this
notion were found among tilings of the plane [284], the best known of which are the
Penrose [285] and Ammann–Beenker tilings [286]. Interest in quasiperiodicity within the
physics community was sparked by the discovery of quasicrystals by Shechtman [287]
and the equivalence between Landau levels on two-dimensional la�ices and a one-di-
mensional quasiperiodic chains [288–290]. Recently, quasiperiodic structures became
popular in ultracold-atom experiments as a proxy for random potentials in the study of
disordered quantum gases, Bose glasses, and many-body localisation (mbl), as they can
conveniently be realised by superimposing two incommensurate optical la�ices [291–
300]. �asiperiodic tilings also lie at the heart of recent results in the study of quantum
complexity, such as the proof of the undecidability of the spectral gap [301].

�e single-particle behaviour of quasicrystals and other quasiperiodic systems ex-
hibits a range of unusual features that are also important to understand their many-body
physics. It is well known that arbitrarily weak uncorrelated disorder causes Anderson
localisation in one dimension [302]; by contrast, the fate of eigenstates in a quasiperi-
odic system depends strongly on the strength and functional form of the disorder. For
instance, Fibonacci word models are tight-binding Hamiltonians of the form

�C = −
∑
9

C 9

(
0
†
9
0
9+1 + H.c.

)
; (6.1a)

�+ = −C
∑
9

(
0
†
9
0
9+1 + H.c.

)
+

∑
9

+90
†
9
0
9
, (6.1b)
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where the hopping matrix elements C 9 and on-site potentials+9 alternate between two dis-
tinct values according to a quasiperiodic sequence called the Fibonacci word [303–305].
Remarkably, for a wide range of parameters, the eigenstates of (6.1) have a multifractal
structure, usually only seen at critical points [303–307]. �asiperiodic models also ex-
hibit Anderson localisation transitions in one dimension [308–310] and other unusual
transport properties in higher dimensions [311, 312]. Furthermore, quasiperiodic poten-
tials contain no rare regions in the usual sense, that is, patches in which the local disorder
is by chance substantially lower than on average. Such regions give rise to Gri�ths ef-
fects [313], which are expected to substantially a�ect mbl in disordered one-dimensional
systems [314, 315] and destabilise mbl completely in higher dimensions [316]. �asiperi-
odicity might therefore prove essential to stabilising mbl in higher dimensions.

�asiperiodic systems also inherit fascinating topological properties from higher-
dimensional periodic parent Hamiltonians [317] from which they can be derived using
cut-and-project methods [318]. As an example, two-dimensional quasicrystals were ob-
served to exhibit the four-dimensional integer quantum Hall e�ect [319, 320].

In §6.1, I discuss renormalisation-group (rg) studies [5] of the Anderson localisa-
tion transition in theAubry–André (aa) model [308], a one-dimensional quasiperiodically
modulated tight-binding chain. Rg methods have been used extensively to study critical
dynamics in quasicrystals [306, 307, 321–328]. In contrast with common rgmethods (e.g.,
the momentum-shell approach [139]), however, the structure introduced by quasiperiod-
icity does not allow renormalisation by an arbitrary or in�nitesimal amount. As a result,
quasicrystals are only amenable to discrete rg methods, where the renormalisation of
length scales is matched to the period of quasiperiodic modulation [306, 307, 321, 324–
326, 329–333]. I found that this discrete rg �ow prevents the formation of a scaling
regime described by universal power laws; indeed, critical exponents near the second-
order localisation transition cannot be de�ned for almost all values of the irrational num-
ber V that describes the quasiperiodicity of the model. Nevertheless, I found that the
quantum localisation transitions of a number of models sharing the same value of V dis-
play identical behaviour in the limit of large correlation lengths: this is the hallmark of
a novel type of non-power-law universality, only captured by the detailed dependence of
observables on length scales like the correlation length b .

In §6.2, I introduce a two-dimensional quasiperiodic Hamiltonian on the square lat-
tice [6], which admits a duality transformation similar to that of the 1d Aubry–André
model. In the la�er case, this duality causes a localisation transition in all eigenstates at a
critical strength of the quasiperiodic potential; by contrast, the new 2daa model exhibits
a mixed spectrum of interspersed localised and partially extended eigenstates for arbi-
trarily strong quasiperiodic modulation. We found that the partially extended states are
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con�ned to a set of special la�ice lines with unusually weak modulation, while localised
eigenstates live in the rest of the la�ice. �is geometric separation prevents hybridisa-
tion between these states and thus the formation of clean mobility edges [334]. �ese
“rare lines” provide a fascinating alternative to both the two-dimensional rare regions in
typical disordered systems and the complete absence of rare regions normally envisaged
in the quasiperiodic case, with a potential for novel mbl properties.

6.1 Non-power-law criticality in the Aubry–André model

More is di�erent.

— Philip W. Anderson

�e Aubry–André model [308] (also known as the Harper model [288–290]) is given
by the quasiperiodically modulated one-dimensional tight-binding Hamiltonian

� = −�
∑
9

(
0
†
9
0
9+1 + H.c.

)
− �λ

∑
9

cos(2cV 9)0†
9
0
9
, (6.2)

where 0†
9

is a creation operator on site 9 , � is the hopping matrix element, and V ∉ Q and
λ are the incommensurate wave number and dimensionless amplitude of the modulation,
respectively. Unlike 1d systems with uncorrelated disorder [302], this model displays a
localisation transition at λ = 2: below this amplitude, all eigenstates are extended, above
it, all are localised [308, 321–323, 335]. �is can be understood consideringAubry duality:
applying the Fourier transform

1: =
1√N

∑
=

exp (2c8V:=) 0= (6.3)

to (6.2), it turns into a momentum-space Aubry–André Hamiltonian with λ changed to
4/λ, and all energies rescaled by a factor of λ/2 [308]; the transition point λ = 2 is the
�xed point of this transformation with critical states that remain unchanged by (6.3).

6.1.1 Renormalisation group for 1d quasicrystals

�e spectra of one-dimensional quasiperiodic systems is a hierarchical Cantor set [303,
305–307, 321, 322, 324, 340–342], that is, it consists of a succession of smaller and smaller
gaps. �e positions of these gaps are �xed by the gap-labelling theorem [343], mean-
ing that the hierarchy of gaps is topologically protected between di�erent quasiperiodic
models described by the same irrational wave number V [344, 345]. In the case of tight-
binding models, the spectrum is bounded and its entire structure is governed by the
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Figure 6.1. Spectrum of the Aubry–André model for di�erent rational ":/#: ≈ [0; 2]
at the critical point λ = 2. In each case, the spectrum consists of #: bands,
most of which are accounted for by spli�ing the #:−1 bands of the previous
rational approximation into =: narrower ones. Some additional bands appear
due to the slight changes to the approximation of V [290, 336–339]. Double
crosses denote a pair of bands with a very small gap, which is not resolved
well in the plot. Figure taken from Ref. 5.

continued fraction expansion of V [305, 321, 346],

V =
1

=1 + V1
=

1

=1 +
1

=2 + V2

= · · · =
1

=1 +
1

=2 +
1
. . .

≡ [0;=1, =2, =3, . . . ], (6.4)

where the =: are integers and the irrational residuals V: are between 0 and 1. To demon-
strate this, let us consider a V for which all =: are very large; however, qualitative con-
clusions remain the same for all =: ≥ 2† [290, 338, 339]. Now, the structure of the
spectrum can be described in terms of a sequence of periodic superla�ices described by
":/#: = [0;=1, . . . , =:], which are the closest rational approximations of V in the sense
that [346]

|#:V −": | < |#V −" | ∀", # ∈ Z, 0 < # < #: .

At the �rst step of this protocol, "1/#1 = 1/=1: Bloch’s theorem applies to the su-
perla�ice of period =1, resulting in a spectrum with =1 subbands of continuous disper-
sion. At the next step, the period of the superla�ice and thus the number of subbands is
#2 = =1=2 + 1 ≈ =1=2.‡ Since the approximation to V changes very li�le, the spectrum

†�e case of =: = 1 is special. It implies V:−1 > 1/2, which can be replaced with 1 − V:−1 without
changing the resulting structure: the �rst continued fraction term of this number is no longer 1.

‡Not all basis states of the system are accounted for in this approximation. �is is compensated for by
additional :th-order subbands that appear in the middle of each subband of order (: − 2) (Fig. 6.1) and are
also described by the incommensurate ratio V: [290, 338, 339]. �e approximation, however, provides a
good description of states near the edges of the spectrum [321].
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Figure 6.2. Cartoon of the renormalisation transformation of the lowest subband of the
Aubry–André model. Black dots mark the sites of the original tight-binding
chain: their quasiperiodic on-site potentials are indicated by the black line.
In the �rst step of the transformation, every band gives rise to one e�ective
Wannier state (red) for each period of the on-site potential. For each band, an
e�ective tight-binding Hamiltonian can be wri�en down using these Wannier
states as renormalised la�ice sites. Due to the incommensurability of the
potential and the original la�ice, the 9th such Wannier state is shi�ed by 9V1
relative to the original la�ice sites. As a result, the e�ective Hamiltonian is
modulated quasiperiodically, with incommensurate ratio V1 (green line). �e
procedure can then be repeated using the �rst-order Wannier states as la�ice
sites (green dots), introducing V2, and so on inde�nitely. Figure taken from
Ref. 5.

is still dominated by the =1 �rst-order bands, each of which splits into =2 narrower sub-
bands (Fig. 6.1). As further continued-fraction terms are taken into account, �ner and
�ner subbands are formed by spli�ing existing subbands into =: new ones at the :th
step.

�is hierarchical structure can be understood in terms of a discrete renormalisation-
group procedure [5, 306, 307, 321, 322, 324]. Creating �rst-order subbands can be taken
as renormalising length scales by a factor of V−1 ≈ =1: the new “la�ice sites” correspond
to approximate Wannier states located at each minimum of the quasiperiodic modula-
tion (Fig. 6.2). Since the modulation period is incommensurate to the la�ice spacing,
the 9th renormalised la�ice site will have a phase shi� 2cV1 9 compared to the original
la�ice sites. �is results in a quasiperiodic modulation with incommensurate ratio V1

in the e�ective Hamiltonian of each subband. �ese Hamiltonians can now be renor-
malised by a factor of V−1

1 ≈ =2, giving rise to second-order subbands modulated with
the new incommensurate ratio V2: repeating such steps inde�nitely constructs the entire
spectrum. In a critical Hamiltonian, the ground-state wave function can be described in
terms of these Wannier states, resembling wave packets, generated at each step of the
rg protocol; for V with periodic continued-fraction expansions, this leads to self-similar
ground states (Fig. 6.3).

It is important to note that for generic V , the sequence of the =: is arbitrary, so each
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Figure 6.3. Ground-state probability distribution |k0(=) |2 in the Aubry–André model for
λ = 2 and V = 1405/8658 ≈ [0; 6].
(a)�e wave function can be constructed out of wave packets centred on each
minimum of the quasiperiodic potential (period: V−1 ≈ 6.162): these wave
packets themselves form “higher-order wave packets” of size V−2 ≈ 37, etc.
(b) At criticality (λ = 2), this construction can be continued inde�nitely: the
structure of the wave function is self-similar between length scales.

rg step is distinct from any other, leading to spectra and wave functions without self-
similar features. However, if V is the root of a quadratic equation, its continued-fraction
expansion is periodic [346]; now, all rg steps within one period can be combined into a
single step which can be repeated inde�nitely, building up features with (discrete) self-
similarity. I am going to refer to such numbers as quadratic irrationals, and denote a
periodic continued fraction expansion with an overbar (e.g. [0; 2, 3] ≡ [0; 2, 3, 2, 3, . . . ]).

Details for the Aubry–André model

To explicitly construct the renormalised e�ective Hamiltonian of the Aubry–André
model (6.2), we assume that all=: � 1 and replace V with 1/=1 in the �rst approximation:

� = −�
∑
9

(
0
†
9
0
9+1 + H.c.

)
− �λ

∑
9

cos
[
2c
=1
( 9 − q)

]
0
†
9
0
9
, (6.5)

where q is a meaningful† spatial o�set. Since this Hamiltonian is periodic, Bloch’s theo-
rem applies: the spectrum of (6.5) consists of =1 narrow bands, each of which gives rise
to a set of Wannier states separated by =1 la�ice sites. For large =1, couplings beyond
nearest neighbours can be ignored, giving the dispersion relation

� (^, q) = �0(q) − 2� ′(q) cos^, (6.6)
†If V were irrational, any such o�set could be approximated arbitrarily well by =V for some = ∈ Z, so q

would only amount to shi�ing the origin.



6.1. Non-power-law criticality in the Aubry–André model 163

where � ′ is the hopping between two neighbouring Wannier states, ^ is the renormalised
quasimomentum, and �0 is the mean energy of the band. In principle, both �0 and � ′

depend on the phase q in (6.5). It turns out, however, that the modulation of �0 is on the
order of � ′ which is exponentially small [321]; likewise, the modulation of � ′ is on the
order of second-neighbour hopping, which we neglect.

We now apply the Aubry duality transformation (6.3) to (6.5) [5, 321]. As V is now
rational, Eq. (6.3) only generates =1 distinct Fourier modes; the transformation can be
made unitary by considering only =1 real-space sites with twisted periodic boundary
conditions:

� = −�
=1∑
9=1

(
0
†
9
0
9−14

8^/=1 + H.c.
)
− �λ

=1∑
9=1

cos
[
2c
=1
( 9 − q)

]
0
†
9
0
9

(6.7a)

= − �λ
2

[
=1∑
ℓ=1

(
1
†
ℓ
1
ℓ−14

2c8q/=1 + H.c.
)
+ 4
λ

=1∑
ℓ=1

cos
{

2c
=1

(
ℓ − ^

2c

)}
1
†
ℓ
1
ℓ

]
, (6.7b)

where 00 = 0=1 and 10 = 1=1 . �at is, the duality transformation exchanges the quasimo-
mentum ^ and the o�set q : combining this with (6.6) gives the full dispersion relation

� (^, q) = �0 − 2� ′ cos^ − (�λ)′ cos(2cq); (6.8)

(�λ)′ = λ

2
× 2� ′dual. (6.9)

In the original quasiperiodic Hamiltonian, however, V−1 di�ers from =1 by a small ir-
rational number V1; therefore, the 9th minimum of the potential is shi�ed by 9V1 from the
original la�ice sites (Fig. 6.2). Since V1 � 1, Eq. (6.8) is still a good e�ective Hamiltonian,
provided q changes slowly as a function of position:

� = −2� ′ cos ?̂′ − (�λ)′ cos(2cV1Ĝ
′). (6.10)

Eq. (6.10) is an Aubry–André model of incommensurate ratio V1 and renormalised po-
tential and hopping terms. �e same procedure can then be repeated with step sizes V−1

:

to construct the full spectrum.

Renormalisation of λ and � : the critical exponents a and I

In the limit =: � 1, the discreteness introduced by la�ice sites can be ignored: treat-
ing wave packets as continuous, their wave functions and the hopping term � ′ can be
estimated using a wkb approximation su�ciently far from � = 0 [5, 321, 347, 348]. �ese
calculations show that the renormalisation of the dimensionless amplitude λ does not
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depend on energy:

λ′ = 2
(
λ

2

)1/V
. (6.11)

λ = 2 is an unstable �xed point of this rg transformation, that is, all λ < 2 renormalise
to λ = 0 (extended phase) and all λ > 2 renormalise to λ → ∞ (localised phase). Fur-
thermore, the critical exponent of the reduced tuning parameter, 6 = log(λ/2) is a = 1
regardless of V : indeed, it can be shown [5, 308] that

b =

����log
λ

2

����
−1

(6.12)

for all energies and values of V .

�e dynamics of a quantum phase transition is usually characterised using the dy-

namical exponent I de�ned through the lowest-lying energy gap Δ� of the system as

Δ� ∝ b−I =⇒ I = − lim
b→∞

logΔ� (b)
log b

. (6.13)

As the :th renormalisation step of the critical (λ = 2) Aubry–André model considers the
rational approximation

V ≈ [0;=1, =2, . . . , =:] ≡
":

#:
, (6.14)

the correlation length is limited by the period of this approximation, #: . Seeing that the
renormalised � in this step is of the same order of magnitude as the lowest-lying band
gap, I can be estimated through [5]

� (:)

� (:−1) ≈
Δ� (#:+1)
Δ� (#:)

≡
(
#:+1
#:

)−I:
' VI:

:
. (6.15)

�at is, I: only depends on the :th renormalisation step, which is fully governed by V: .
Remarkably, I: does strongly depend on V: : to leading order [5],

I: ≈ 1.166
V−1
:

log(V−1
:
) . (6.16)

�is implies that the scaling of the energy gap Δ� changes between renormalisation
steps, and so it never reaches a conventional scaling regime described by a simple power
law. For quadratic irrationals, the sequence of V: , and thus of renormalisation steps, is
periodic: by averaging over one such period, it is possible to �nd an average I which
satis�es the limit (6.13); however, log-periodic oscillations persist around it to arbitrarily
large length scales [329–333]. By contrast, if V is non-quadratic, there is no periodicity



6.1. Non-power-law criticality in the Aubry–André model 165

ε(k)

π/N−π/N −π/ξ 0 π/ξ
kk

∼
N
/ξ

ba
nd

s

∆E
∼

ξ−
z

Figure 6.4. Cartoon of the extended lowest band of a periodic tight-binding model of
period # � b . On length scales #: above the correlation length, any e�ective
potential is negligibly weak and results only in narrow avoided crossings. �at
is, the band structure is similar to that of an uninterrupted band of a model
with period ∼ b , as shown in the extended Brillouin zone on the right. �e
e�ective lowest band that governs quantum critical dynamics is thus ∼ 2c/b
wide in momentum space and its width Δ� tends to a constant value as # � b :
therefore, Γ ∼ b2Δ� ∼ b2−I . Figure taken from Ref. 5.

in the renormalisation steps, so the limit (6.13) generally does not exist.

6.1.2 Critical scaling near the localisation transition

We performed exact diagonalisation on the single-particle Hamiltonian (6.2). �e
behaviour of the incommensurate model was extrapolated from the sequence of ratio-
nal approximations ":/#: = [0;=1, . . . , =:] to a given V , implemented with periodic
boundary conditions. We evaluated the curvature of the lowest band,

Γ =
1

2�02
0

d2Y (:)
d:2

����
:=0

=
1
�

ℏ2

<e�0
2
0
, (6.17)

where <e� is the e�ective mass of particles near the bo�om of the band and 00 is the
la�ice spacing. In an extended phase, the single-particle dynamics becomes ballistic be-
yond a length scale, therefore, its e�ective mass tends to a �nite value in the limit of an
in�nite system. Bands of a localised model, however, become completely �at, resulting
in an in�nite e�ective mass and thus zero curvature. �at is, Γ for the rational approxi-
mations has a well-de�ned limit as #: → ∞, which can be used as an order parameter
of the quantum localisation transition. In interacting many-particle systems, the appro-
priate generalisation of Γ gives the super�uid fraction or super�uid sti�ness, which is
widely used to analyse super�uid–insulator transitions [349–351].
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Figure 6.5. Curvature Γ of the lowest band as a function of the reduced tuning param-
eter 6 = log(λ/2) = b−1 [5] for several incommensurate ratios V . Small dots
indicate all computed data points, large symbols appear at 6 = 1/#: . Smooth-
ing splines (thin solid lines) were added to two data sets to guide the eye.
�e period of the simulated superla�ice for each curve is much greater than
bmax = 104.
(a) All V are quadratic irrationals: their continued-fraction expansions are
identical except for the �rst few terms. �e sequences {V: } that govern the
�ne structure of the spectrum are hence the same up to a shi�, resulting in
identical line shapes and e�ective critical exponents. �e discrete nature of
the underlying rg �ow is manifest in log-periodic oscillations [329–333].
(b) �e three values of V di�er by less than a part in 106; however, their
continued-fraction expansions diverge a�er the 8th term (#8 = 985), resulting
in identical scaling up to |6 | & 1/985 (black dots) followed by markedly di�er-
ent critical behaviour for |6 | � 1/985.
Figure taken from Ref. 5.

�e width Δ� of the lowest band is clearly related to its curvature, so Γ can be used
to measure the dynamical exponent. In an extended phase, the e�ective lowest band has
width ∼ 2c/b in reciprocal space because on larger length scales, the e�ective Hamil-
tonian is free electron-like with minor gaps introduced by a weak residual potential
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(Fig. 6.4): as a result, the scaling of Γ is given by [5, 352]

Γ ∼ Δ�

(2c/b)2 ∼ b
2−I ∼ |λ − 2|a (I−2), (6.18)

where the correlation length exponent a is always 1 in the Aubry–André model, cf. (6.12).

To investigate the localisation transition of the Aubry–André model, Γ was calcu-
lated near λ = 2 for several di�erent values of V ; the results are plo�ed in Fig. 6.5. �e
rational approximations to V were chosen such that the periods of the superla�ices simu-
lated were much larger than the largest correlation length considered, bmax = 104. As pre-
dicted, quadratic irrational values of V give rise to overall power-law critical behaviour
with log-periodic oscillations [Fig. 6.5(a)]: the line shape of these oscillations is identical
for di�erent V with the same continued fraction period. �is is readily explained by the
scaling behaviour at b ≈ #: being governed by the :th renormalisation step and hence
by V: only. �is notion is further con�rmed by the data in Fig. 6.5(b): at small correlation
lengths, the rg �ow is determined by the �rst few V: that are all very close to one another,
resulting in indistinguishable scaling curves; at higher b , diverging continued-fraction
terms take over and lead to qualitatively di�erent large-scale behaviour. �is demon-
strates how non-quadratic irrational V , whose continued-fraction terms do not follow a
simple pa�ern, give rise to arbitrarily complex non-power-law critical behaviour.

Non-power-law universality

We studied localisation transitions in two quasiperiodic Hamiltonians beyond the
Aubry–André model. �e �rst is the generalised aa model

� = −
∑
=

[
� + � ` cos

{
2cV

(
= + 1

2
) + q}] (

0†=0=+1 + H.c.
)
− �λ

∑
=

cos(2cV=)0†=0= .

(6.19)

Similar to the Aubry–André model, eigenstates of (6.19) are either all extended or all
localised. For q ≠ 0, the boundary of extended and localised phases is given by [310]

∑
±

√
(λ/2)2 ± λ` cosq + `2 = 2. (6.20)

For q = 0, the phase diagram consists of extended (λ < 2; ` < 1), localised (λ > 2, 2`),
and critical (2` > 2, λ) phases [309, 310]. As examples, localisation transitions along the
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Figure 6.6. Curvature of the lowest band in the Aubry–André model, the generalised aa
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+1 = +2 (top and right axes) as a function of the reduced tuning parameters
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rescaling, the scaling behaviour of all models are equivalent, suggesting that
they belong to the same universality class, which, however, is not properly
described by power-law scaling. Figure based on Ref. 5.

following paths were considered:

q = 0 ` = 1/2 λ ≈ 2; (6.21a)

q = c/2 2` = λ = Λ/√2 Λ ≈ 2. (6.21b)

�e second model is the continuum quasiperiodic Hamiltonian

� =
?̂2

2<
++1 cos2(:G) ++2 cos2(V:G), (6.22)

which reproduces the Aubry–André model in the limit +1 � �r � +2, where the recoil
energy �r = ℏ2:2/2< is the typical kinetic energy scale of the system. In addition to
this limit, we studied the case of equal la�ice depths +1 = +2 = +�r/2. Periodic ap-
proximations to the Hamiltonian (6.22) were implemented in momentum space and the
curvature of the lowest band was calculated by exact diagonalisation using a formula
adapted from (6.17) [349, 350]:

Γ =
c2

�r

�Θ − �0

(Θ/# )2
����
Θ→0

=
<

<e�
. (6.23)



6.1. Non-power-law criticality in the Aubry–André model 169

A quantum localisation transition was observed for all values of the incommensurate ra-
tio V we tested at a V-dependent critical+c. Unlike the generalised Aubry–André model,
however, its spectrum is unbounded, and several mobility edges appear in the spectrum
of excited states. Nevertheless, we expect that the ground state has a hierarchical struc-
ture similar to that shown in Fig. 6.3.

Γ was evaluated for the Aubry–André model, the generalised aa model (6.19, 6.21)
and the continuum model (6.22) near their ground-state transitions for V = 16110/38893 ≈
[0; 2, . . . , 2, 6] and plo�ed in Fig. 6.6. Although there is no power-law scaling a�ained at
large b , the curves collapse on top of one another: points mapped together correspond to
equivalent correlation lengths. �e existence of such a mapping is the hallmark of uni-
versality between the ground-state localisation transitions of these models. �is univer-
sality is, however, markedly di�erent from the conventional notion of universal critical
exponents that arise from a large-b scaling regime with continuous rg �ow.

6.1.3 Single-particle quen� dynamics

In addition to the ground-state localisation transition, we investigated the quantum
dynamics of the generalised Aubry–André models (6.2, 6.19) at the critical point. Im-
portantly, all eigenstates of these Hamiltonians go through the localisation transition
simultaneously [308–310]; therefore, we anticipate that this dynamics will be neither
ballistic nor localised on any length scale.

Speci�cally, we considered the dynamics of a quantum state localised on a single site
G0 a�er a sudden quench onto the critical Aubry–André Hamiltonian. �e expansion of
such a wave packet can be characterised through the time evolution of its ?th moment:

`? =
〈|G − G0 |?

〉
; ℓ? = `

1/?
? , (6.24)

where the exponent ? can be an arbitrary positive real number. In a conventional critical
system, ℓ? ∼ C1/I because C is a characteristic time scale corresponding to the length scale
ℓ? (C) [353]. In this context, f = 1/I is commonly referred to as the anomalous di�usion

exponent.
�e time evolution of the initial wave packet can be calculated from exact diagonali-

sation using
|k (C)〉 =

∑
=

|=〉4−8�=C 〈= |k (0)〉, (6.25)

where |=〉 are the eigenstates of the Hamiltonian with energy �=; given |k (C)〉 in the site
basis, `? follows straightforwardly. As the details of the expansion dynamics depend on
the choice of |k (0)〉 [354], `? was averaged over all initial sites. Figure 6.7(a) shows the
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Figure 6.7. (a) Rms wave function width ℓ2 in the critical Aubry–André model for rational
approximations of V = [0;=] (= = 2, 6, 10) as a function of time for a state
initially localised on a single site, averaged over the initial site (solid lines).
For all values of V , the expansion is described well by the power law ℓ2 ∝ C1/2

(dashed and do�ed lines). Convergence to a constant value at long times is a
�nite-size e�ect.
Inset: comparison of ℓ2(C) for the simple (λ = 2: aa, bo�om time axis) and
generalised [(λ, `, q) = (2, 1/2, 0): gaa, top time axis] Aubry–André models
with V = [0; 10]. Except for very short times, the two curves are related by
time dilation: ℓGAA

2 (C) = ℓAA
2 (0.867C).

(b) ℓ2/C1/2 for the same expansions. As before, the ratio tends to a constant at
long times. �e log-periodic oscillations are a consequence of the discrete rg
steps admi�ed by the quasiperiodic Hamiltonian [329–333]. Since increasing
time scales probe increasingly broad ranges of length scales in di�erent parts
of the spectrum, these oscillations are washed out at long times.
(c) ℓ? for V = [0; 6] and ? = 1, 2, 4 in the same setup. For each ? , ℓ? increases as
a power law; however, the critical exponents f? depend on ? [f1 = 0.4616(12),
f2 = 1/2, f4 = 0.5500(4)].
Inset: comparison of f? calculated from the multifractal spectrum using (6.31)
(solid line) to the exponents obtained numerically (coloured crosses).
Figure taken from Ref. 5.
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evolution of the rmswidth ℓ2 for periodic approximations of V = [0;=] (= = 2, 6, 10) in the
critical Aubry–André model. Apart from �nite-size e�ects, each expansion follows an
approximate power law: ��ing one to each plot results in the same di�usion exponent
f ≈ 0.5 within ��ing error. Similar behaviour has previously been found for other values
of V , too [355].

On the other hand, f for a �xed value of V does depend on ? , as shown in Fig. 6.7(c)
for V = [0; 6] and ? = 1, 2, 4. Such an anomalous di�usion behaviour has been observed
for the Fibonacci quasicrystal as well [356–358], but not outside quasiperiodic systems.

Beside the Aubry–André case, ℓ? (C) was calculated using the same method for the
critical point (λ = 2, ` = 1/2, q = 0) of the generalised aa model (6.19). �e rms width
ℓ2 for V = [0; 10] is plo�ed in the inset of Fig. 6.7(a) together with that of the simple aa
model. �e exponents of approximate power laws match, together with the structure of
oscillations around it:

ℓGAA
2 (C) = ℓAA

2 (0.867C)

holds accurately for all but the shortest time scales. �is strongly suggests that the
entire spectrum of the critical generalised Aubry–André Hamiltonian renormalises onto
the λ = 2 aa model uniformly, similar to the ground state (Fig. 6.6).

Multifractal analysis

�e dynamics of a quantum system is determined by the spacing between its en-
ergy levels; therefore, an appropriate description of the spectrum should capture the
dynamical behaviour discussed above. To elucidate this connection, consider the critical
Aubry–André model with a quadratic irrational V .† �e only natural length and time
scales of the problem are the la�ice spacing 00 and the “hopping time” ℏ/� ; `? scales
with these as

`? (C ;G0, V) = 0?0<? (�C ;G0, V), (6.26)

where<? is now a dimensionless function of dimensionless variables. Similar to numer-
ics (Fig. 6.7), we aggregate the behaviour for di�erent initial sites by averaging over G0:

<? (�C ; V) = lim
#→∞

1
2# + 1

#∑
G0=−#

<? (�C ;G0, V). (6.27)

Consider now the :th step of the renormalisation process of §6.1.1: the spectrum

†�e case of V with aperiodic continued-fraction expansions is much less straightforward than the
ground-state discussion of §6.1.2, on account of the same energy (and hence time) scale corresponding
to several di�erent length scales in di�erent parts of the spectrum, each governed by di�erent scaling
relations [5].
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consists of #: critical subbands with incommensurate ratio V: and e�ective hopping
terms �8 (1 ≤ 8 ≤ #:). Provided C is much longer than the time scales corresponding to
typical band gaps, interference between bands averages out, leaving

<? (�C ;G0, V) '
#:∑
8=1

��〈G (8)0
��G0

〉��2 # ?

:
<? (�8C ;G (8)0 , V:), (6.28)

where
��G (8)0

〉
is the Wannier state of subband 8 living (among others) on site G0; the factor

#
?

:
is due to the renormalisation of la�ice spacing. To average (6.28) over la�ice sites,

note that each renormalised band has one Wannier state per #: la�ice sites and the sum
of the overlap integrals

��〈G (8)0
��G0

〉��2 over all G0 is 1, since the |G0〉 form a basis. As a result,
the overlap integrals average to 1/#: for all la�ice sites, leading to

<? (�C ; V) ' # ?−1
:

#:∑
8=1

<? (�8C ; V:). (6.29)

Finally, take those : that correspond to full periods of the continued-fraction expansion,
that is, V: = V . Assuming that the expansion is governed by a power law at long times,

<? (�C ; V) ∝ (�C)?f? (�C →∞),

Eq. (6.29) gives

#
?−1
:

#:∑
8=1
(�8C)?f? ' (�C)?f? =⇒

#:∑
8=1

�
?f?

8
∝ # 1−?

:
. (6.30)

Since V is a quadratic irrational, the renormalisation steps of §6.1.1 are periodic, that
is, the spectrum is self-similar across a period of the continued-fraction expansion. For
such self-similar spectra, a continuum of multifractal dimensions can be de�ned in a
number of ways, each of which contain full information about the structure of the spec-
trum [5, 309, 337, 359, 360]. In terms of these dimensions, the di�usion exponent f? can
be expressed from (6.30) as

f? = −
g1−?
?
. (6.31)

As advertised, f does depend on ? , is fully determined by the self-similarity of the spec-
trum, and is not equal to the inverse of the ground-state dynamical exponent I. We
also found that the multifractal dimensions of the simple and generalised Aubry–André
models are identical: this is required by their equivalent dynamical behaviour [inset of
Fig. 6.7(a)].



6.2. Two-dimensional Aubry–André models 173

Note, �nally, that ℓ2 ∝
√
C for all values of V considered [Fig. 6.7(a,b)]. Indeed, there

is strong numerical and analytical evidence [336, 361–363] that the sum of bandwidths
in the Aubry–André Hamiltonian with rational V = "/# scales as

lim
#→∞

#
#∑
8=1

Δ8 ≈ 9.3299 =⇒
#∑
8=1

�8 ∝ # −1. (6.32)

Comparing this with (6.30) yields f2 = 1/2, as expected. Unlike di�usive systems, how-
ever, f? ≠ 1/2 in general, as the underlying process is fundamentally di�erent from a
random walk.

6.2 Two-dimensional Aubry–André models: mixed spec-

tra and partially extended states

Because strait is the gate, and narrow is the way, which

leadeth unto life, and few there be that �nd it.

— Ma�hew 7:14

In this section, I consider a two-dimensional generalisation of the Aubry–André
model, de�ned on the square la�ice by the Hamiltonian

� = − �
∑
=<

[
0†=<

(
0
=+1,< + 0=,<+1

) + H.c.
]

− �λ
∑
=<

[
cos{2cV (= +<)} + cos{2cV (= −<)}]0†=<0=<, (6.33)

which I shall call the 2d Aubry–André (2daa) model [6]. Similar to the 1d aa model, it is
quasiperiodic for irrational V and admits an Aubry-type duality transformation: in terms
of the momentum-space operators

1 9: =
1√N

∑
=<

exp
[
2c8V

{
9 (= +<) + : (= −<)}]0=<, (6.34)

Eq. (6.33) turns into another 2daa model, with modulation amplitude changed from λ to
4/λ.

�is form of quasiperiodic modulation can readily be incorporated into existing op-
tical la�ice experiments by adding two weak 1d la�ices at 45◦ to the main la�ice axes.
In all numerical studies, we set V = 1/√2, which amounts to se�ing the wave vectors
of the principal la�ice and the perturbation equal [298]. Crucially, Eq. (6.33) is non-
separable and hence fundamentally di�erent from earlier, separable models, where the



174 Localisation in one- and two-dimensional quasicrystals

2

1

10

0 0.2 0.4 0.6 0.8 1

Po
te

nt
ia

lt
o

ho
pp

in
g

ra
tio

λ

Eigenstate number/Nsites

2

1

10

0 0.2 0.4 0.6 0.8 1

0.0

0.2

0.4

0.6

0.8

1.0

lo
g

PR
/

lo
g

N
si

te
s

Figure 6.8. Participation ratios of all eigenstates of the 2daa model as a function of λ
for V = 70/99 (# = 9801 sites). A large number of partially extended states
persist at λ � 2 in the middle of the spectrum; due to Aubry duality, a similar
number of eigenstates is not fully extended for λ � 2.
Inset: participation ratios for the 1d aa model with V = 987/1597 (# = 1597).
A sharp localisation transition occurs at the self-dual point λ = 2.
Figure taken from Ref. 6. Perceptionally uniform colour map chosen following
Ref. 125.

non-interacting localisation transition was directly controlled by the underlying 1d aa
Hamiltonian [295, 296, 364].

6.2.1 Partially extended states at strong modulation

We used exact diagonalisation to obtain the full single-particle spectrum of the 2daa
model with periodic boundary conditions, using rational approximations to V = 1/√2
derived from its continued-fraction expansion [346]. For each normalised eigenstate |k 〉,
we evaluated its participation ratio (pr), de�ned as

PR =
(∑
=<

��k=<��4)−1
; (6.35)

for a wave function evenly distributed on : sites, pr = : . Pr as a function of λ and
position in the spectrum is plo�ed in Fig. 6.8, together with the equivalent results for
the 1d aa model (inset). In the la�er, one can clearly see a localisation transition in all
eigenstates at λ = 2, with pr close to either 1 or the number # of sites everywhere ex-
cept for a narrow region at λ ≈ 2. �e phase diagram of the 2d model is much more
complex: there is no sharp transition at the self-dual point, but localised and delocalised
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Figure taken from Ref. 6. Perceptionally uniform colour map chosen following
Ref. 125.

states coexist in a wide region around it. Most notably, there is a “funnel” of partially ex-
tended (pr ∼ # 0.5) eigenstates in the middle of the spectrum, mixed with either localised
(λ � 2) or extended (λ � 2) states. �e partially extended states are not separated from
localised/extended ones by a mobility edge, as expected on general grounds [334]; in-
stead, they are interspersed in the spectrum.

To illustrate the origin of these features, we plot several representative eigenstates
of the 2daa model in Fig. 6.9. �e ground states (upper panels) follow a similar pa�ern
to the 1d case: they show fractal properties at the self-dual point and are extended and
exponentially localised on either side of it. In the middle of the spectrum, however, the
picture away from λ = 2 is very di�erent (lower panels). For λ � 2, there exist partially
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extended states, where most of the wave-function weight is concentrated on a small
number of horizontal and vertical lines, with small, exponentially decaying weight close
to them. Indeed, all eigenstates with signi�cant pr follow this pa�ern and populate the
same set of lines. For λ � 2, we see a similar, although less sharp, pa�ern concentrated
on a few diagonal lines: these states are duals of the partially extended states at λ � 2
under the Aubry duality transformation (6.34) that includes both a Fourier transform
and a 45◦ rotation.

�e origin of these partially extended eigenstates at large λ can be explained by
rewriting the potential term of (6.33) as

+=< = λ�
[

cos{2cV (= +<)} + cos{2cV (= −<)}]
= 2λ� cos(2cV=) cos(2cV<) ≡ λ̃= � cos(2cV<). (6.36)

Since the e�ective disorder amplitudes λ̃= = 2λ cos(2cV=) along la�ice lines form a
quasiperiodic sequence, there will always be lines for which λ̃ � λ, that is, the disorder
is much weaker than it typically is across the system. If one removed the horizontal
hopping terms from (6.33), the remaining model would consist of independent aa chains
with parameter λ̃=: along lines where |λ̃= | < 2, all eigenstates would be extended [308].
Reintroducing the horizontal hopping terms would then hybridise the aa eigenstates
on di�erent lines. By the same argument, horizontal lines also form aa models, some
of which are in the extended phase: these hybridise with the aforementioned vertically
extended states, leading to mesh-like eigenstates living on the quasiperiodic grid of low-
disorder lines [Fig. 6.9(c)]. Since a �nite fraction [approximately 2/(cλ)] of all lines is
extended, the pr of these states will, for su�ciently large system sizes, scale as !2, i.e.,
as extended states. On intermediate scales, however, they appear one-dimensional, with
their 2d character limited to the intersections of horizontally and vertically extended
lines. �erefore, we call them partially extended.

On the other hand, the exponential localisation of lines with |λ̃| > 2 suppresses the
statistical weight of partially extended states away from the low-disorder lines. As a
result, partially extended and localised states at similar energies do not hybridise. �is
prevents clean mobility edges [334] and instead gives rise to the observed mixed spec-
trum, similar to other quasiperiodic systems [365–369].

It is indeed easy to verify that the state shown in Fig. 6.9(c) is extended precisely
along the lines with |λ̃| < 2 and that for |λ̃| > 2, the e�ective localisation length de-
creases with growing local amplitude (Table 6.1). Furthermore, since the partially ex-
tended eigenstates are e�ectively superpositions of extended Aubry–André eigenstates,
we expect their energies to lie within the spectrum of the relevant aa model. In partic-
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= ±35 ±105 ±64 ±6 ±76 ±93 ±23 ±47���λ̃=��� 0.526 1.577 2.628 3.679 4.729 5.779 6.827 7.874
b1D 3.662 1.641 1.162 0.942 0.815 0.730

Table 6.1. �e eight smallest local disorder amplitudes λ̃ for the 2daa model with
V = 169/239 and λ = 40. |λ̃| < 2 for the �rst two: the resulting extended
aa eigenstates account for the bulk of the statistical weight in Fig. 6.9(c). Sub-
sequent lines de�ne localised aa models, which appear in the same state as
progressively shorter barbs [comparable to the aa localisation length (6.12)]
close to the extended lines.
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Figure 6.10. Participation ratios of the eigenstates of the 2daa model close to zero energy,

as a function of λ and energy, for V = 169/239 (! = 239). Regardless of the
value of λ, a large number of eigenstates with energies within the bandwidth
of the critical aa model (black lines) have large (!1..!1.7) pr; no such states
occur outside of this energy window. Figure taken from Ref. 6. Perceptionally
uniform colour map chosen following Ref. 125.

ular, they should only occur between the lowest and highest eigenvalues of the critical
(λ = 2) aa Hamiltonian, as these bound the spectrum of the same for all λ < 2.† We
show that this is indeed the case in Fig. 6.10: the pr of eigenstates outside of the critical
bandwidth is substantially smaller than the large values a�ained by many eigenstates
inside. Note, however, that some states remain localised even inside this energy range:
these appear on la�ice sites with small |+=< | away from the extended lines. �e result is
the peculiar mixed spectrum of interspersed localised and partially extended states.

†For V = 1/√2, we �nd these bounds by exact diagonalisation to be ≈ ±2.703� (black lines in Fig. 6.10).
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6.2.2 �en� dynamics

In experimental se�ings, dynamics following a quantum quench from a given initial
state is o�en easier to access than individual eigenstates. Nevertheless, the coexistence
of localised and partially extended eigenstates at λ � 2 and the fact that the la�er
are largely con�ned on a special set of low-disorder la�ice lines indicate that the same
lines will also show peculiar dynamical properties. To con�rm this intuition, we have
considered the expansion dynamics of states initially localised on a single la�ice site
(=,<) under the 2daa Hamiltonian [cf. (6.25)]. In particular, we focus on the diagonal
ensemble

d=< =
∑
k

��〈k |=<〉��2 |k 〉〈k |, (6.37)

the long-time average of the density matrix |Ψ(C)〉〈Ψ(C) |, where |Ψ(0)〉 = |=<〉 and the
sum runs over the eigenstates of (6.33). Given the density distribution due to this diag-
onal ensemble, r=< (=′,<′) = 〈=′<′|d=< |=′<′〉, we de�ne its participation ratio similarly
to (6.35) as

PR=< =
( ∑
=′<′

��〈=′<′|d=< |=′<′〉��2)−1
. (6.38)

Broadly speaking, this participation ratio captures how many la�ice sites a particle will
reach starting from an initial state localised to a single site. It is plo�ed in Fig. 6.11 as
a function of the initial site for λ = 2 and 40, along with two representative diagonal
ensembles for each. At the critical point, diagonal ensembles show fractal properties
but altogether appear delocalised on the simulated length scales; indeed, pr ≈ !2 for
most initial sites. For λ � 2, the di�erence between low-disorder lines and the rest
of the la�ice appears very pointedly in the participation ratios. For most initial sites
(including the origin), the bulk of the probability distribution remains localised close to
the starting point, with exponentially suppressed probability of reaching the network of
low-disorder lines. On the contrary, starting from such a line leads to fast delocalisation
across this network, in a pa�ern similar to partially extended eigenstates [Fig. 6.9(c)]. By
evaluating |Ψ(C)〉 explicitly (§6.1.3), it can be shown that the expansion dynamics along
these lines occurs at constant speed, i.e., it is ballistic [6].

To quantify whether the diagonal ensembles in Fig. 6.11 are extended, we evaluated
the total radial probability % (A ) and mean radial density d (A ), de�ned by

% (A ) =
A+1/2∑
3=A−1/2

〈=′<′|d=< |=′<′〉, d (A ) = % (A )
# (A ) , (6.39)

where # (A ) is the number of sites whose distance 3 =
√
(< −<′)2 + (= − =′)2 from the
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Figure 6.11. Top panels: Diagonal-ensemble pr (6.38) as a function of the initial site for
λ = 2 and 40. At the self-dual point, the distribution appears almost uniformly
delocalised for most initial sites; at λ � 2, by contrast, all sites except those
along low-disorder lines show strongly localised dynamics.
Middle panels: Diagonal-ensemble densities r=< (=′,<′) for initial sites
(=,<) = (0, 0) and (35, 35) (green symbols) for λ = 2, 40. At the self-dual
point, special initial sites like the origin lead to pronounced fractal dynamics;
for more generic sites, the late-time distribution is almost uniform. At strong
modulation, delocalised dynamics occurs only on low-disorder lines.
Bottom panels: �e mean radial density d (A ) tends to a constant ≈ !−2 for
almost all initial sites for λ ≤ 2, indicating 2d extended dynamics [le�; blue
and red: λ = 2; green: λ = 0.1, starting from (35, 35)]. For λ � 2 (right),
the total radial probability % (A ) is approximately constant for initial sites on
low-disorder lines, indicating partially extended (quasi-1d) dynamics (blue
curve); for a generic initial site (red curve), exponential decay is capped at
very low levels by the contribution of delocalised lines.
Figure taken from Ref. 6. Perceptionally uniform colour map chosen following
Ref. 125.
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initial site is between A − 1/2 and A + 1/2. A constant % (A ) indicates states that are
uniformly extended along individual lines, while a constant d (A ) corresponds to states
extended over the whole plane. Indeed, for λ ≤ 2, d (A ) tends to a constant ≈ !−2 for most
initial sites, indicating almost uniform distributions compatible with extended states. For
λ � 2, % (A ) decays exponentially for most initial sites before it is eventually capped by
the contribution of delocalised lines. Starting from one of these lines, by contrast, leads
to a nearly constant % (A ), consistent with uniform delocalisation in one dimension.

6.2.3 Generality of e�ect

�e 2daa model (6.33) is �ne-tuned in the sense that the quasiperiodic modulation
must be applied at precisely ±45◦ to get in�nitely long weakly modulated lines. In Ref. 6,
I studied two ways in which an experimentally realised quasicrystal may di�er from this
idealised Hamiltonian:

• �e modulating potential may be tilted from its ideal direction. For simplicity, I
focused on models in which the wave vectors of the two cosine potentials remain
perpendicular, but no longer make 45◦ angles with the la�ice axes. �ese models
also admit an Aubry duality transformation similar to (6.34), marking out λ = 2
as a special self-dual point for all of them. For modulation angles close to 45◦, the
structure of the spectrum and eigenstates remains similar as long as λ is not much
larger than 2. One can understand these eigenstates as still living on low-disorder
lines, which, however, no longer align perfectly with the la�ice axes; as long as
the modulation is not too strong, it nevertheless remains possible for the wave
function to hop between adjacent la�ice lines and thus follow the low-disorder
region. For larger rotation angles, this structure is e�ectively destroyed; never-
theless, there is still no sharp transition at λ = 2 for all eigenstates, as also found
recently in Ref. 368. At the other extreme, if the wave vectors of the modulating
potential line up with the la�ice axes, the Hamiltonian becomes separable, and so
its eigenstates are outer products of Aubry–André eigenstates: like the aa model,
therefore, it undergoes a sharp localisation transition at the self-dual point.

• Random disorder always leads to exponential localisation in two dimensions, al-
beit with exponentially large localisation lengths [370]. To understand the e�ect of
such disorder on the 2daa model, I evaluated the diagonal-ensemble pr (6.38) for
several disorder con�gurations on top of quasiperiodic modulation near the self-
dual point. �e fractal features characteristic of this point (Fig. 6.11) become less
and less pronounced with increasing disorder; instead, initial sites on or near the
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weak-disorder network observed in the λ � 2 case retain a substantially larger
pr than most other la�ice sites. Individual diagonal ensembles display a strong
maximum near the initial site, consistent with localisation; however, the mean
radial density d (A ) only decays as a power law, rather than exponentially. �is is
probably so because even at the relatively large disorder strengths used in our sim-
ulations, 2d Anderson localisation has a larger correlation length than the system
sizes amenable to exact diagonalisation: accordingly, certain exotic features of the
2daa models would be amenable to experiment as well.

In future work, it will be interesting to study the e�ect of the delocalised “rare lines”
on mbl. �ese act as thermalising “seeds” that enclose �nite [average linear size: O(λ)]
Anderson-localised bubbles: this geometry is qualitatively di�erent from the typical no-
tion of 2d rare regions and may give rise to novel types of Gri�ths e�ects [371]. Studying
mbl on the large systems required by this geometry is numerically challenging: semiclas-
sical methods (such as the Gross–Pitaevskii equation) provide a useful �rst approxima-
tion in experimentally relevant scenarios [372]. Finally, certain 1d quasiperiodic systems
(including the Aubry–André model) exhibit a form of bulk–boundary correspondence,
which results in end modes topologically protected from random disorder [373]: a simi-
lar mechanism may protect the partially extended states of the 2daa model as well.





7
Conclusion

“Begin at the beginning,” the King said, very gravely,

“and go on till you come to the end: then stop.”

— Lewis Carroll, Alice in Wonderland

�roughout this dissertation, I developed several approaches to tackle the challeng-
ing complexity of quantum-spin-liquid systems. �e �rst of these captures qsl physics
in a semiclassical large-( approximation: in this limit, quantum correlations and uncer-
tainty relations become immaterial, making the models amenable to highly e�cient clas-
sical (Landau–Lifshitz) dynamical and thermodynamic simulations (§2.2). Semiclassical
techniques have previously been used successfully on a variety of models; standard ap-
proaches, however, have hitherto failed to capture spin-liquid physics in systems where
it is underpinned by local constraints and higher-order perturbative processes (§2.3).
�is includes historically and experimentally signi�cant models, such as quantum ver-
tex and dimer models and quantum spin ice (qsi), where the large-( approximation yields
frustrated Ising models, devoid of spin-liquid dynamics.

I found that this limitation can be eliminated by employing the large-( approximation
directly on the perturbative ring-exchange Hamiltonian that underpins the qsl physics
of these models. �is insight allowed us to develop a systematic approach to deriving
e�ective �eld theories for Rokhsar–Kivelson quantum dimer models [1]: this approach
recovers the familiar height and �ux mappings, as well as qualitatively correct u(1) gauge
theories, on bipartite la�ices (chapter 3). I complemented this approach with semiclas-
sical numerical simulations of the ring-exchange Hamiltonian in quantum spin ice [2]:
in addition to the photon modes readily captured by the �eld theory, these simulations
allow convenient access to the elusive gapped magnetic monopole (vison) quasiparti-
cles of qsi, their interactions and thermodynamic properties (§2.4). �ese approaches
greatly extend the power of semiclassical methods to capture qsl physics, covering the
phenomenology of most u(1) liquid phases.
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An important remaining challenge of large-( approaches is capturing the dynamics
of gapped excitations, such as the u(1) visons in qsi: this dynamics is due to instanton ef-
fects, which are challenging to include in large-( analytical calculations (§3.4.3), and are
not captured at all by low-temperature dynamical simulations (§2.3). �is issue is par-
ticularly pointed in Z2 spin liquids (e.g., dimer models on non-bipartite la�ices), where
all relevant excitations are gapped and the gauge symmetry itself is discrete, which is
again at odds with the smooth evolution imposed by semiclassics. It will be interesting
to see whether explicitly spin-1/2 techniques based on semiclassics, such as the trun-
cated Wigner approximation [374] or classical stochastic processes [375–377], are able
to provide a more accurate grasp of the dynamics and thermodynamics of the true spin
liquid models while retaining the intuitive power of large-( approaches.

�e second approach aims to �nd the exact ground-state wave function of qsl mod-
els by employing neural networks as wave-function ansätze. �e principal appeal of this
technique is the �exibility of deep neural networks, central to the success of modern
machine learning, which could allow them to represent wave functions with arbitrar-
ily complex structures in an unbiased fashion (§4.2). Contrary to these expectations, I
found that variational methods with such neural quantum states (nqs) generally strug-
gle to converge to ground states that contain both positive and negative wave-function
amplitudes [3]. I designed an ansatz (§4.3.1) that was able to capture the Marshall sign
rule of unfrustrated antiferromagnets on the square la�ice while enforcing translation
invariance, an improvement over previous approaches with deep neural networks. �e
more complicated sign structure in the spin-liquid phase of the �1–�2 Heisenberg model
on the square la�ice, however, remains an open challenge, both for our ansatz and for
most state-of-the-art approaches (§4.4.4).

�is sign problem appears to be an intrinsic limitation of all nqs ansätze that repre-
sent amplitudes and phases of the wave function independently, on account of the la�er
having an extremely complex structure in sign-problematic ground states apart from
special cases like the Marshall sign rule [198]. �is undermines the learning ability of
neural networks, which depends on e�ciently generalising relatively simple pa�erns.
�e key open question of nqs approaches is, therefore, whether network architectures
can combine sign and amplitude information in a way that allows changing the sign
of the wave function continuously during training: this is critical for sign-problematic
Hamiltonians as imaginary-time evolution under them (which is emulated by the train-
ing process) leads to destructive interferences and thus frequent sign changes. �us far,
the most successful nqs ansätze for spin systems achieve this by exploiting the connec-
tion between antiferromagnets and interacting fermion systems, a piece of deep physical
insight that does not generalise well to non-Heisenberg models (§4.5.4). In future work,
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I aim to explore whether simpler (and thus more generally usable) ansätze are capable
of capturing these complicated ground states.

Additionally, I reported on a theory–experiment collaboration on the low-tempera-
ture magnetism of the pyrochlore iridate Ho2Ir2O7 using magnetisation and magnetore-
sistance measurements, as well as numerical modelling (chapter 5). We found that the
resistivity of Ho2Ir2O7 is highly and speci�cally sensitive to the density of emergent mag-
netic monopoles in spin-ice iridates (§5.3.3): I discussed sca�ering mechanisms underly-
ing this behaviour, which appear equally relevant in related materials, providing a novel,
sensitive probe of magnetic monopoles in spin ice. Furthermore, holmium spins, which
form a dipolar spin ice coupled to the antiferromagnetically ordered iridium domains,
mediate an e�ective coupling between external magnetic �elds along the [111] crystal-
lographic direction and the same iridium domains (§5.2.2). �is allows the distribution
of the two symmetry-broken domain types to be controlled by an external �eld, a highly
unusual scenario for antiferromagnetic materials (§5.3.2). Since the mechanism requires
relatively large �elds, the antiferromagnetic domains remain protected from stray �elds,
making the setup potentially useful for antiferromagnetic spintronic technology [252].
Further research in this direction could focus on replicating a similar interplay between
antiferromagnetic order and spin-liquid physics in systems with larger coupling energy
scales, creating materials useful for technological applications at room temperature.

Finally, I discussed unique localisation properties of quasiperiodic Hamiltonians in
one and two dimensions (chapter 6). In particular, I found that the quantum localisation
transitions of the 1d Aubry–André model and several related Hamiltonians exhibit a
form of universality, which, unlike conventional second-order phase transitions, is not
captured by simple power laws and critical exponents [5]. Furthermore, I introduced
a 2d generalisation of the Aubry–André model on the square la�ice, which exhibits a
peculiar mixed spectrum of partially extended and localised eigenstates for arbitrarily
strong modulation [6]: the former are constrained onto a network of weakly modulated
lines of the la�ice, allowing them to coexist with localised states at the same energy,
without mobility edges. In the context of many-body localisation, such “rare lines” may
give rise to novel kinds of Gri�ths e�ects, which may shed light on the stability of mbl
in 2d in general.





A
Semiclassical simulations of quantum

spin ice

a.1 Vector calculus on the pyro�lore lattice

To construct the la�ice gauge theory (2.5), it is important to observe that the py-
rochlore la�ice is made up of link midpoints of a diamond la�ice whose sites are tetra-
hedron centres of the former; that is, variables on pyrochlore sites can be thought of as
link variables of the same diamond la�ice. In order to turn these variables into a la�ice
vector �eld E of the kind described in §1.1.2, we have to make the links directed and de-
�ne the �eld such that EAA ′ = −EA ′A . Importantly, the diamond la�ice is bipartite, that is, it
can be separated into two subla�ices � and � (the “up” and “down” tetrahedra) without
any links within a subla�ice: this allows us to turn any set of link variables G into such
a vector �eld by se�ing

EAA ′ =

{
G if A ∈ �, A ′ ∈ �
−G if A ∈ �, A ′ ∈ �, (a.1)

analogous to (2.4); note that no similarly consistent de�nition of la�ice vector �elds can
be given for non-bipartite la�ices.

La�ice scalar �elds can also be de�ned: they live on the sites of the diamond la�ice
and, like scalar �elds in R3 , their sign is uniquely de�ned. �is de�nition allows us to
introduce the la�ice divergence of a vector �eld and the la�ice gradient of a scalar �eld:

(gradD)AA ′ = D®A ′ − D®A ; (div0)®A =
∑
®A ′:〈AA ′〉

0AA ′ . (a.2)

It is easy to see that the gradient is a well-de�ned vector �eld, while div0 is a scalar �eld.
As an example, the la�ice divergence of the electric �eld 4 is the spinon charge of the
corresponding tetrahedron, in analogy with Gauss’ law.
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�e la�ice curl is de�ned on the plaque�es of the la�ice, by summing a vector �eld
around the links of each plaque�e. For the concrete example of the magnetic �eld 1 =

curl0,

1 ≡ curl0 =
6∑
8=1

0A8A8+1 = q1 − q2 + q3 − q4 + q5 − q6; (a.3)

the alternating signs in the �nal form appear because the tetrahedra around a plaque�e
belong to alternating diamond subla�ices. It is natural to de�ne the la�ice curl 1 to live
on the centres of the plaque�es, which in turn form a dual pyrochlore la�ice: this and
the fact that the curl in standard vector calculus is a vector �eld motivates making 1 a
la�ice vector �eld on the links of the corresponding dual diamond la�ice [cf. Fig. 1.6(b)].
Conveniently, the de�nition (a.3) has a sign ambiguity: reversing the direction in which
the plaque�e is traversed �ips the signs of all 0 �elds, and thus of 1 itself. �erefore, 1 on
a directed link of the dual diamond la�ice can be de�ned by (a.3), using the right-hand
rule to orient the plaque�e, analogous to the right-hand rule in standard vector calculus.
It follows easily from the de�nitions (a.2, a.3) that curl gradD = 0 for any scalar �eld D;
with some e�ort, it can also be shown that div curl0 = 0 (this object lives on the dual
diamond la�ice); that is, the operators grad, div, and curl behave like their counterparts
in continuum vector calculus.

�e la�ice gradient and divergence de�ned by (a.2) remain valid in arbitrary dimen-
sions, for any (bipartite) la�ice. Like its continuum counterpart, the la�ice curl is only
well-de�ned as a vector �eld in 3d, including la�ices other than the pyrochlore [see the
discussion of Ref. 15 of u(1) gauge theories on a cubic la�ice]. In 2d, the de�nition (a.3)
can still be evaluated, but as the plaque�es cannot be regarded as links of a dual la�ice
anymore, it is no longer a vector �eld, so objects like div curl0 become ill-de�ned.

a.2 �adratic estimates of the vison cost and interaction

Following Ref. 17, we estimate the zero-temperature gap and interaction strength
of two visons in a quadratic theory, where the energy of the magnetic �eld on each
plaque�e, −6 cos1, is approximated as −6 + 612/2. Let the number of visons on each
site of the dual diamond la�ice be =®A ; we want to �nd the lowest-energy con�guration
of the magnetic �eld for which div1 = 2c=®A . To do so, we consider a la�ice version of
Helmholtz’s theorem: any vector �eld 1AA ′ on the dual pyrochlore la�ice with periodic
boundary conditions can be wri�en as

1 = − gradD + curl0 +�`, (a.4)
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where D is a scalar potential de�ned on the dual diamond la�ice, 0 is a vector potential
de�ned on the original pyrochlore la�ice (both with the same periodic boundary condi-
tions as 1), and �` is a background �eld that only depends on the four fcc subla�ices
` = 0, 1, 2, 3 of the dual pyrochlore la�ice. Now, the cross-terms between the three com-
ponents vanish in the sum of 12 over all sites, that is, the approximate total energy of a
�eld con�guration can be wri�en as

� − �0 ' 62
∑
〈AA ′〉

12 =
6

2
∑
〈AA ′〉

[(gradD)2 + (curl0)2 + (�`)2] . (a.5)

Since D is uniquely determined by =, the energy is minimised if curl0 is identically zero,
that is, there are no non-gradient components of 1. From here on, we also neglect the�`

term in (a.4): these give rise to surface terms proportional to the overall “magnetisation”
of the con�guration within periodic boundary conditions [2, 127].

�e scalar potential D can be obtained by requiring that

div1 = − div gradD = 2c=. (a.6)

�e divergence and the gradient can be expressed in reciprocal space as

(gradD)` ( ®@) = − [
"̃†( ®@)] `U DU ( ®@) (a.7)

(div1)U ( ®@) = [
"̃ ( ®@)]U` 1` ( ®@), (a.8)

where the indices U = ± and ` = 0, 1, 2, 3 indicate the fcc subla�ices of the diamond and
pyrochlore la�ices, respectively, and

"̃ ( ®@) =
(

48 ®@·®A0/2 48 ®@·®A1/2 48 ®@·®A2/2 48 ®@·®A3/2

−4−8 ®@·®A0/2 −4−8 ®@·®A1/2 −4−8 ®@·®A2/2 −4−8 ®@·®A3/2

)
, (a.9)

where ®A0 = 00 [111]/4, ®A1 = 00 [111]/4, ®A2 = 00 [111]/4, and ®A3 = 00 [111]/4 are the vectors
pointing from a “+” diamond la�ice site to its nearest neighbours. It follows that (a.6)
can be wri�en as (we suppress the arguments ®@ from now on)

"̃"̃†D̃ = 2c=̃ =⇒ 1̃ = "̃†D̃ = 2c"̃†
(
"̃"̃†

)−1
=̃,

where we introduced the vectors =̃ = [=+, =−], D̃ = [D+, D−], and 1̃ = [10, 11, 12, 13]
for convenience. Equation (a.10) gives all ®@ ≠ 0 Fourier components of the ground
state magnetic �eld con�guration.† Now, the total energy of this con�guration in the

†"̃"̃† is singular at the Γ point: this is the origin of the constant term in (a.4).
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quadratic approximation is

� − �0 =
6

2
∑
®A
12(®A ) = 6

2#
∑
`,®@

��1` ( ®@)��2 ' (2c)26
2#

∑
®@≠0

=̃†
(
"̃"̃†

)−1
"̃"̃†

(
"̃"̃†

)−1
=̃

−→ 2c26+cell

∫
BZ

d3@

(2c)3 =̃
† ("̃"̃†)−1

=̃, (a.10)

where # is the number of fcc unit cells of volume +cell = 03
0/4, and (cf. Ref. 12)

"̃"† = 4

(
1 −W
−W∗ 1

)
=⇒ (

"̃"̃†
)−1 =

1
4(1 − |W |2)

(
1 W

W∗ 1

)
. (a.11)

[
W =

1
4
∑

48 ®@·®A` = cos(@G/4) cos(@~/4) cos(@I/4) − 8 sin(@G/4) sin(@~/4) sin(@I/4)
]

To obtain the interaction energy of two visons from the general form (a.10), consider
a positive and a negative vison, both on the “+” subla�ice, distance ®' apart. �at is,
let =(®0) = +1, =( ®') = −1, and =(®A ) = 0 otherwise. In reciprocal space, this yields
=+( ®@) = 1 − 48 ®@· ®' and =−( ®@) = 0; substituting this into (a.10) gives

� − �0 =
c26+cell

2

∫
BZ

d3@

(2c)3
|1 − 48 ®@· ®' |2

1 − |W2 |

= 2 × 60
3
0c

2

8

∫
BZ

d3@

(2c)3
1

1 − |W |2 −
603

0c
2

4

∫
BZ

d3@

(2c)3
cos( ®@ · ®')
1 − |W |2 . (a.12)

�e two terms of (a.12) can be regarded as the energies of the two isolated visons and
their interaction, respectively. �e bare vison energy works out to be ` ≈ 8.8486. For
large ®', the second term integrates to zero over most of the Brillouin zone due to the
rapidly oscillating cosine factor; the only exception is the vicinity of the Γ point, where
W = 1, so the integrand diverges. �ere, |W |2 ≈ 1 − @202

0/16, and so the integral becomes

�int. ≈ −4600c
2
∫

d3@

(2c)3
cos( ®@ · ®')

@2 = −600c

'
, (a.13)

which demonstrates the e�ective Coulomb interaction between visons at large distances,
arising from a purely short-range Hamiltonian.

a.3 Pin�-point blurring due to free and bound visons

We derive the contribution of visons to the equal-time correlator of the emergent
magnetic �eld, 〈1 ( ®@)1 (−®@)〉, for several arrangements of visons that are realised in the
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semiclassical quantum-spin-ice model. We assume throughout that there is no interac-
tion between photons and visons, that is, the overall correlator can be wri�en as the sum
of independent vison and photon contributions.

Let the vison number on each site of the dual diamond la�ice be =®A , which can be
Fourier transformed into =U ( ®@), as done in Appendix a.2. �e contribution of these
visons to the magnetic �eld is given by (a.10):

1 ( ®@) =
∑
`

1` ( ®@) = 2c1"̃†
(
"̃"̃†

)−1
=̃( ®@) = Ẽ=̃( ®@), (a.14)

where 1 is the row four-vector all entries of which are 1, and we introduce the row
two-vector

Ẽ = 2c1"̃†("̃"̃†)−1 =
2c

1 − |W |2
[
^∗ − W∗^, W^∗ − ^], (a.15)

where ^ = 1
4
∑
` 4

8 ®@·®A`/2. �e vison contribution to the correlator of 1 ( ®@) follows from
that of =( ®@) as

〈1 (−®@)1 ( ®@)〉vison =
∑
U,V

EUEV
〈
=U (−®@)=V ( ®@)

〉
. (a.16)

In the following, I derive the correlator of vison number, and hence the vison contri-
bution to the magnetic-�eld correlators, for vison arrangements relevant to our model.
For convenience, we focus on the behaviour along the @I axis, where the photon pinch-
point contribution vanishes [12], so the 〈11〉 correlator measured along it is entirely due
to visons and allows for direct comparison with the result in Eq. (a.16).

a.3.1 Debye plasma of dissociated visons

Let the visons interact through the reduced Coulomb interaction V+ (A ) =  @8@ 9/(4cA ).
Assume that the density d of visons is small, that is, both their typical separation and
the Debye screening length of the resulting plasma is much larger than the la�ice spac-
ing. Accordingly, we focus on the vicinity of Γ points in reciprocal space. From standard
Debye–Hückel theory [64], the pair correlation function of visons is

601 (A ) = 4−V@0@1q (A ) ≈ 1 − V@0@1q (A ); Vq (A ) =  4−A/bD

4cA
, (a.17)

where bD = ( d)−1/2 is the Debye screening length and 0, 1 = ± denote the positive
and negative vison species. To go from (a.17) to the correlators 〈=U=V〉, we note that the
long-wavelength theory does not discriminate between the two subla�ices. �erefore,
the density of visons in each is d/2 and 〈=U=V〉 does not depend on U and V in the long-
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wavelength limit. In this approximation,

〈
=U ( ®')=V ( ®' + ®A )

〉
∝

(d
4

)2 ∑
0,1=±

@0@1601 (A ) = −
d2

4
 4−A/bD

4cA〈
=U (−®@)=V ( ®@)

〉
2
= − d

2

4
1

®@2 + b−2
D

= −d
4

b−2
D

®@2 + b−2
D
. (a.18)

�e derivation above captures the correlation between pairs of two visons; however,
the correlation of visons with themselves also contributes to the 〈==〉 correlator. �is
contribution is clearly a X-function in real space, so it only couples each subla�ice to
itself; a�er Fourier transforming, we get

〈
=U (−®@)=V ( ®@)

〉
1
=
d

2
XUV . (a.19)

We now calculate the magnetic-�eld correlator 〈�(−®@)�( ®@)〉 using (a.16) along the
@I axis near the ®� = (002) pinch point. Since ®� is a reciprocal la�ice point of the fcc
la�ice, both subla�ices of the diamond la�ice behave the same way as at ®@ = 0, but a
relative phase ®� · ®A` = c is introduced between them. In practice, this means that the
〈=±=∓〉 correlators are the opposite of what they were near ®@ = 0, while the sign of
〈=±=±〉 remains una�ected. Equations (a.16, a.18, a.19) now yield

〈1 (−®@)1 ( ®@)〉free =
(2c)2d

4 sin2(:/8)
:2

:2 + b−2
D
≈ 64c2

 

1
1 + b2

D:
2 , (a.20)

where ®@ = (0, 0, 4c/00 + :). �at is, the Debye plasma of visons introduces a Lorentzian
blurring of the pinch points, with width b−1

D ∝
√
d .

a.3.2 Tightly bound dipoles

Since the dominant vison species at low temperatures is not the isolated vison, but
a nearest-neighbour dipole of them, we need to derive 〈1 (−®@)1 ( ®@)〉 for a gas of such
dipoles. Furthermore, the energy of a second-neighbour dipole is signi�cantly smaller
(by about 0.486) than predicted by the simple Coulomb approximation [Fig. 2.8(b)]. �e
Debye plasma approximation signi�cantly underestimates the population of these dipoles,
which must be corrected for explicitly. As the only e�ect of these associated dipoles is
a correction to the polarisability of the emergent magnetic �eld, their interactions with
one another can be neglected, so the only contribution to 〈==〉 correlators comes from
visons within the same dipole.

For nearest-neighbour (®A1 − ®A2 = 00〈111〉/4) dipoles, the real-space vison correlators
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are thus

〈=(®A )=(®A ′)〉 ∝



2d ®A = ®A ′
−d/4 ®A ′ − ®A = 00〈111〉/4
0 otherwise,

(a.21)

where d is the density of dipoles; the factor of 1/4 is due to the four possible orientations
of the dipole. Clearly, the two visons are on the same subla�ice in the �rst line in (a.21)
and on di�erent ones in the second; therefore, the reciprocal-space correlators are

〈
=U (−®@)=V ( ®@)

〉
= d

(
1 −W∗
−W 1

)UV
, (a.22)

from which the magnetic �eld correlator follows as

〈1 (−®@)1 ( ®@)〉nn =
dc2

4
2|^ |2 − W∗^2 − W^∗2

1 − |W |2 , (a.23)

which is constant along the@I axis. �at is, the contribution of nearest-neighbour dipoles
to the magnetic-�eld correlator is a uniform background that gradually submerges the
pinch point.

For second-neighbour dipoles (®A1 − ®A2 = 00〈110〉/2), real space vison correlators are

〈=(®A )=(®A ′)〉 ∝



2d ®A = ®A ′
−d/6 ®A ′ − ®A = 00〈110〉/2
0 otherwise.

(a.24)

Since the two visons of the dipole are on the same subla�ice, the reciprocal space corre-
lators are

〈
=U (−®@)=V ( ®@)

〉
= d

(
1 −

Φ︷                       ︸︸                       ︷
1
3
∑
8< 9

cos
@800

2
cos

@ 900

2

)
XUV (a.25)

〈1 (−®@)1 ( ®@)〉2nn = 8dc2 (1 − Φ) |W∗^ − ^∗ |2(
1 − |W |2)2 , (a.26)

which is proportional to sin2(@I00/8) along the @I axis. �is explains the small but sig-
ni�cant cosine modulation of the li�ing of the pinch point.

Besides the @I axis, we considered the behaviour of the 〈11〉 correlators around the
pinch points, especially the one at ®� = (002). Vison-number correlators are analytic in
all cases; however, the “response function” Ẽ gives rise to pinch points perpendicular to
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Figure a.1. Static correlation function 〈1 (−®@)1 ( ®@)〉 due to uniformly distributed bound
pairs of visons at nearest-neighbour (le�) and second-neighbour (right) dis-
tance. In the �rst case, the pinch-point pa�ern is complementary to that
due to photons [Fig. 2.9(b)]. For second neighbours, the correlator is largest
near the pinch points. �is behaviour is reminiscent of the Debye plasma
of dissociated visons, which gives rise to Lorentzian correlator peaks in the
immediate vicinity of pinch points. Figure taken from Ref. 2. Perceptionally
uniform colour map chosen following Ref. 125.

those due to photons (Fig. 2.9). �e Debye-plasma contribution is peaked at the pinch
point; its maximum matches the intensity of the photon contribution there, which results
in Lorentzian pinch-point blurring [12, 76]. On the other hand, closely associated dipoles
give rise to contributions proportional to the density throughout reciprocal space, which
reduce the overall contrast of the pinch points. For completeness, the 〈11〉 correlators
produced by �rst- and second-neighbour dipoles, Eqs. (a.23) and (a.26), are plo�ed on
the (ℎℎ:) plane in Fig. a.1.

a.4 Estimating the vison gap from thermal statistics

We discuss two methods to estimate the chemical potential of visons in a thermal en-
semble, and derive expressions for both in terms of statistics of the vison number and the
energy at a single temperature point, in a similar fashion to the �uctuation–dissipation
theorem. We treat our model as a classical thermodynamic system with microstates of
well-de�ned energy �U and vison number #U , weighted according to the partition func-
tion

/ =
∑
U

4−V�U+Z#U , (a.27)
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where Z is a �ctitious chemical potential introduced to keep track of vison number; in
the physical partition function, Z = 0.

�e �rst approach estimates the energy cost of a single vison directly, which can
formally be wri�en as `� = d� (# )/d# , where � (# ) is the mean energy of the system
constrained to # visons. In the thermodynamic limit, this derivative is equivalent to the
ratio of variations in 〈�〉 and 〈# 〉 due to a changing chemical potential:

`�
#→∞−−−−−→ m� (Z )/mZ

m# (Z )/mZ . (a.28)

Each of the two derivatives in (a.28) can be expressed in terms of derivatives of / , which
can in turn be rewri�en in terms of statistics of � and # :

m�

mZ

����
V

= −m
2 log/
mVmZ

=
1
/ 2

m/

mV

m/

mZ
− 1
/

m2/

mVmZ
= 〈#�〉 − 〈# 〉〈�〉 = cov(#, �); (a.29)

m#

mZ

����
V

=
m2 log/
mZ 2

����
V

=
1
/

m2/

mZ 2

����
V

−
(

1
/

m/

mZ

����
V

)2

= 〈# 2〉 − 〈# 〉2 = var#, (a.30)

and therefore

`� =
cov(�, # )

var#
. (a.31)

Another estimate of the excitation gap is the local slope of the Arrhenius plot log#
vs. 1/) , at least at low temperatures where # has not saturated. However, this is not
necessarily the gap of a single vison, but of whatever (possibly multi-vison) excitations
are created thermally in the system. �is slope is given by

`Arrh. = −
d log#

dV
= − 1

#

d#
dV

= − 1
#

m2 log/
mVmZ

=
cov(�, # )

#
.

Finally, it is instructive to consider `Arrh./`� = var# /# . As discussed before, if
the dominant thermal (collective) excitation of the system consists of < visons, `Arrh.

is expected to be <`� at low temperatures, and so var# /# ≈ <. We can obtain this
last result directly by considering that the number #̃ of collective excitations obeys a
Poisson distribution at low temperatures and so var #̃ = #̃ . �e result then follows
from # =<#̃ .
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Figure a.2. E�ective Arrhenius gap `Arrh. = −d log# /dV (red dashed line) and var# /#
(blue solid line) of visons in the semiquantitative model discussed in Ap-
pendix a.5. �e zero-temperature energy cost of bare visons and nearest-
neighbour vison pairs, �1 and �2, are given by the low-temperature simu-
lations in §2.4.2. �e model yields the expected zero-temperature limits of
both quantities, as well as a qualitative temperature dependence similar to
that seen in Fig. 2.12, for a wide range of the phenomenological parameters
�int() = 0) and<. �ey were chosen by hand to be 56 and 20, respectively,
in order to achieve a good numerical agreement. Figure taken from Ref. 2.

a.5 Semiquantitative model of the partition function

�e behaviour of vison number found in the simulations can be explained by the
following three observations:

(i) �e energy cost of a nearest-neighbour dipole of visons is smaller than that of a
single isolated vison.

(ii) An isolated vison polarises its surroundings, reducing the energy cost of nearby,
aligned dipoles even further.

(iii) �e energy cost of visons reduces as temperature increases because highly excited
photon modes “wash them out.”

To demonstrate this, we construct a simplistic model of the partition function (a.27),
which is semiquantitative at low temperatures and captures the salient features at large
) . If we ignore interactions beyond nearest neighbours, the partition function factorises
by diamond la�ice sites: / = /V1 , whereV is the number of such sites. Now, each site
can host an isolated vison of either charge, or one half of a nearest-neighbour dipole.
Assuming their energy cost is �1 and �2, respectively, we can write down a �rst approx-
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imation to /1 as
/1 ≈ 1 + 24−V�1+Z + 44−V�2+2Z , (a.32)

where �2 < �1 in line with observation (i).
Observation (ii) is implemented by changing the energy cost �2 of a dipole near

an isolated vison to �2 ± �int depending on its orientation. �is changes the partition
function of the link by

Δ/1 ≈ 42Z
(
4−V (�2+�int) + 4−V (�2−�int) − 24−V�2

)
= 24−V�2+2Z [ cosh(V�int) − 1

]
. (a.33)

In a crude approximation, we assume that each isolated vison introduces a �xed �int to
< nearby links and that the resulting Δ/1 can be factored into the partition function of
the isolated vison. �is gives

/1 ≈ 1 + 44−V�2+2Z + 24−V�1+Z (1 + Δ/1)< . (a.34)

Observation (iii) is concerned with the strong interactions between a highly excited
photon bath and the visons, a full treatment of which is a tall order. To estimate its
e�ect on the vison thermodynamics, we propose a “Hartree–Fock approximation,” where
the e�ect of visons on the photon cloud is neglected and we assume that the quadratic
theory that governs the photon modes at low temperatures [17] holds at arbitrary ) .
In this approximation, the energy associated with the gradient component 1grad of the
magnetic �eld is

� (1grad,) ) = −6〈cos(1grad + 1curl)〉 = −6 cos(1grad)4−) /(46) , (a.35)

since 1curl on each plaque�e has a Gaussian distribution of variance ) /(26). �at is,
all energy scales associated with 1grad, and hence with the visons, are exponentially
suppressed at high temperatures.

�e partition function (a.33–a.35) can now be used to derive thermodynamic quanti-
ties: var# /# and the slope of the Arrhenius curve, d(log# )/dV , are plo�ed in Fig. a.2.
�e results are in good qualitative agreement with the numerical simulation in Fig. 2.12.
Saturation occurs at a higher temperature than in the full large-( treatment, albeit well
below the zero-temperature energy cost of visons. More accurate estimates would likely
follow from taking the emergent electric �eld and photon–photon interactions into ac-
count, but this is beyond the scope of this work.





B
E�ective �eld theories for constrained

quantum systems

b.1 Exact ground state at the large-( rk point

�e ground state of the large-( rk Hamiltonian (3.9) at the rk point + = � can be
derived similarly to the ( = 1 case (§3.2). We �rst write (3.9) in a similar form to (3.3):

� = �
∑
?

(
1†11
†
3 − 1†21†4

) (
1113 − 1214

)
(b.1)

on plaque�es of four links. Now, each term of the expectation value 〈k |� |k 〉 is the
norm of a state (1113 − 1214) |k 〉; therefore, � is positive semide�nite. Furthermore, if
(1113 −1214) |k 〉 vanishes for all plaque�es, |k 〉 has zero energy, so it is the ground state
of � .

To construct such a state, consider products of bosonic coherent states (3.10) on each
link, projected onto the subspace that obeys the large-( constraint ∑

ℓ∈+ 1
†
ℓ
1
ℓ
= ( for all

vertices:
|k 〉 = P̂

∏
ℓ

|Vℓ〉ℓ , (b.2)

where P̂ is a projection operator onto the constrained subspace. We also de�ne the
operator P̂′ that projects onto the subspace where all vertices have ( dimers, except for
those around a particular plaque�e, which have (( − 1). It follows that 1113P̂ = P̂′1113

and 1214P̂ = P̂′1214, as both pairs of annihilation operators remove one dimer from
precisely these vertices. �erefore,

1113 |k 〉 = P̂′1113
∏
ℓ

|Vℓ〉ℓ = P̂′V1V3
∏
ℓ

|Vℓ〉ℓ ; 1214 |k 〉 = P̂′V2V4
∏
ℓ

|Vℓ〉ℓ

(1113 − 1214) |k 〉 = (V1V3 − V2V4)P̂′
∏
ℓ

|Vℓ〉ℓ . (b.3)
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�erefore, if V1V3 = V2V4 for each plaque�e, |k 〉 is the exact ground state of the rk
Hamiltonian (b.1) for arbitrary ( . A trivial choice is se�ing all V to be equal, which
concludes the construction.

In full generality, the constraint V1V3 = V2V4 around all plaque�es is satis�ed if Vℓ =
UE1UE2 , where E1 and E2 are the endpoints of link ℓ , and the {UE } are arbitrary complex
numbers for each vertex. Now, using (b.2, 3.10), the ground state can be wri�en in the
number basis as

〈{=ℓ }|k 〉 =
∏
ℓ

4−|Vℓ |
2/2 V

=ℓ
ℓ√
=ℓ !

=
∏
ℓ

4−|Vℓ |
2/2U

=ℓ
1 U

=ℓ
2√

=ℓ !
=

∏
ℓ

1√
=ℓ !

∏
E

U(E

∏
ℓ

4−|Vℓ |
2/2;

∝
∏
ℓ

1√
=ℓ !
, (b.4)

since =ℓ sums to ( around all vertices in every relevant con�guration. �at is, all valid
choices of V in (b.2) lead to the same ground state up to irrelevant prefactors.

We �nally note that in the ( = 1 case, =ℓ = 0, 1 in all relevant con�gurations, so∏
ℓ 1/√=ℓ ! is equal in all of them: that is, Eq. (b.4) recovers the standard rk wave func-

tion (3.4) in this limit.

b.2 Instanton measure on the square lattice

Instantons appear naturally in the compact gauge theory as stationary trajectories
of the action with q changing by 2c on a given site between g = ±∞. Unlike the point-
like instantons described in §3.4.3, these objects are smooth as a function of time, that is,
they have a nontrivial instanton core. We expand the action to quadratic order around
such solutions, similarly to the case ℎ = q ≡ 0 shown in §3.4.2. �e resulting �uctuation
determinant appears in the probability of instantons as a pre-exponential factor.

First, we have to construct such a stationary instanton solution. Using (3.28, 3.33)
with a single instanton event at ®A = g = 0, we get the following quadratic action in terms
of Fourier components:

S =
∫
(dl) (d2:)

{
lℎ(®:,l)q (−®:,−l) + D0(®:)

2
ℎ(®:,l)ℎ(−®:,−l)

+"
2

[
q (®:,l) − 2c8

l

]
× c.c

}
, (b.5)

where we introduce" = �(2/8 for brevity; 8/l is the Fourier transform of the Heaviside
step function in g . Since the di�erent Fourier components are decoupled in this action,
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we can minimise with respect to them separately, resulting in the stationary action

ℎ0(®:,l) = 2c8@"

l2 +"D0(®:)
q0(®:,l) = 2c8@

l

"D0(®:)
l2 +"D0(®:)

. (b.6)

In real space, this corresponds to a point-like instanton described in §3.4.3 together with
a power-law decaying “instanton core”. We should also note that (b.6) is not a stationary
trajectory under the original action, but it becomes one if the" (1−cosq) potential term
is replaced with the continued parabolic potential+ (q) = "

2 min= (q−2c=)2. Indeed, the
only point where q0 reaches c is ®A = g = 0, where the cusp in the potential is recovered
by the Villain substitution (3.33). �erefore, we use + (q) in what follows.

�e action can now be expanded to quadratic order in Xℎ and Xq around both the
trivial trajectory ℎ = q ≡ 0 and the instanton trajectory (b.6). Xℎ can easily be integrated
out in both cases, giving the following actions in Xq :

XS0 =
1
2

∫
(dl) (d2:)

(
l2

D0(®:)
+"

)
Xq (®:,l)Xq (−®:,−l) (b.7)

XSi = XS0 − c"

mgq0(®A = g = 0) [Xq (®A = g = 0)]2, (b.8)

where the additional term in (b.8) corresponds to the cusp of the continued parabolic
potential at q = c reached at ®A = g = 0. �e most important di�erence between the
two actions is that XSi has a zero mode k = mgq0, which corresponds to the continuous
time-translation symmetry of the setup. For such modes, the usual contribution to the
partition function, 4−Scl (det )−1/2, is replaced by

dg
√
〈k |k 〉

2c
4−Scl (det  ̃)−1/2, (b.9)

where Scl is the action due to the stationary instanton (3.35), and  ̃ is the �uctuation
kernel of (b.8) restricted to non-zero modes. Suppose |k 〉 is proportional to a basis vector
(this can always be achieved using a unitary transformation on the kernel  ). �en,  ̃ is
the principal minor of  that excludes the row and column ofk . det  ̃ is thus a cofactor
of the full kernel, and we formally have

det  ̃ = 〈k̃ | −1 |k̃ 〉 det (b.10)

by the cofactor formula for matrix inversion, where |k̃ 〉 is the normalised zero mode
|k 〉/

√
〈k |k 〉.



202 E�ective �eld theories for constrained quantum systems

In a matrix language,  is the sum of the kernel  0 of (b.7) and a dyad −λ|E〉〈E |,
where |E〉 corresponds to the X-function at ®A = g = 0 implied in (b.8) in an arbitrary basis.
For such a matrix, we have the following:

(i) det = det 0(1 − λ〈E | −1
0 |E〉);

(ii) If 1 − λ〈E | −1
0 |E〉 = 0,  −1

0 |E〉 is an eigenvector of  with zero eigenvalue;

(iii)  −1 =  −1
0 +

λ −1
0 |E〉〈E | −1

0

1 − λ〈E | −1
0 |E〉

.

�e �rst statement can be proved by inserting factors of  1/2
0  

−1/2
0 into the de�nition of

 ; the other two are straightforward to verify. Now, det  ̃ follows as

det  ̃ =

〈
k̃0

�����
(
 −1

0 +
λ −1

0 |E〉〈E | −1
0

1 − λ〈E | −1
0 |E〉

)�����k̃0

〉
× (1 − λ〈E | −1

0 |E〉) × det 0 (b.11)

= 〈k̃0 |λ −1
0 |E〉〈E | −1

0 |k̃0〉 det 0

= λ〈E | −2
0 |E〉 det 0. (b.12)

In the �rst line, we substitute statements (i) and (iii) into (b.10); in the second, we note
that 1 − λ〈E | −1

0 |E〉 = 0 in our case, so only the second term of  −1 gives any contribu-
tion.† Finally, we use that |k̃0〉 is the normalised zero mode, so, by statement (ii), it is
 −1

0 |E〉/
√
〈E | −2

0 |E〉. Altogether, the measure of the instanton solutions relative to that
of the instanton-free solution, (det 0)−1/2, is

dg

√
〈k |k 〉

2cλ〈E | −2
0 |E〉

4−Scl . (b.13)

In the (®:,l) basis,  0 is positive de�nite and diagonal,  0(®:,l) = l2/D0(®:) + " ,
λ = 2c"/[mgq0(0, 0)], and E (®:,l) = 1 (the Fourier transform of a X-function at the
origin). It is easy to verify that 1 − λ〈E | −1

0 |E〉 = 0, that is,  indeed has a zero mode;
furthermore,  −1

0 |E〉 ∝ mgq0 as expected. Now, substituting into (b.13) gives that the
measure of instanton solutions of a given sign is `�dg , where � = 4−S0 and

` =

√
"c

∫
(d2:)l (®:); (b.14)

at the rk point on the square la�ice, ` = �(3/2√c/8.
†Note that, since 1 − λ〈E | −1

0 |E〉 = 0 due to the zero mode, both terms in (b.11) are ill-de�ned. However,
both are �nite for any other λ, so we can formally evaluate it elsewhere and take the limit of λ going to its
physical value. �e divergence due to 1 − λ〈E | −1

0 |E〉 = 0 cancels, so (b.12) is indeed the correct limit.



C
Neural networkwave functions and the

sign problem

c.1 Sto�astic recon�guration

Stochastic recon�guration proceeds by approximating the imaginary-time evolution
of the trial wave function using Monte-Carlo sampling. Namely, given |Ψ\ 〉, we want
to �nd a new set of the real parameters† \ ′ = \ + X\ such that |Ψ′〉 = |Ψ\ ′〉 is a good
approximation to

|Ψ′exact〉 = 4−[� |Ψ\ 〉 ≈ (1 − [� ) |Ψ\ 〉, (c.1)

where [ is a small positive number that plays the role of the learning rate in machine
learning language. Since we only want to project out all excited states, the error in-
troduced by expanding 4−[� in (c.1) is irrelevant. |Ψ′〉 is optimised by maximising the
overlap of the (unnormalised) wave functions |Ψ′exact〉 and |Ψ′〉,

|� |2 = 〈Ψ
′
exact |Ψ′〉〈Ψ′|Ψ′exact〉
〈Ψ′exact |Ψ′exact〉〈Ψ′|Ψ′〉

. (c.2)

To linear order in both [ and X\ , the condition m\ ′
:
|� |2 = 0 leads to

∑
9

X\ 9 Re

[ 〈
m\ 9Ψ

��m\:Ψ〉
〈Ψ|Ψ〉 −

〈
m\ 9Ψ

��Ψ〉
〈Ψ|Ψ〉

〈
Ψ
��m\:Ψ〉
〈Ψ|Ψ〉

]

= [ Re

[ 〈
Ψ
��� ��m\:Ψ〉
〈Ψ|Ψ〉 − 〈Ψ|� |Ψ〉〈Ψ|Ψ〉

〈
Ψ
��m\:Ψ〉
〈Ψ|Ψ〉

]
. (c.3)

†Equivalent expressions can be derived for trial wave functions that are (piecewise) analytic functions
of complex parameters [38, 203]. �e result is identical to (c.7), omi�ing the real-part signs.
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In order to �nd X\ numerically, we rewrite the expectation values in (c.3) as Monte-Carlo
averages with respect to the quantum probability distribution ? (2) =

��〈2 |Ψ〉��2/〈Ψ|Ψ〉.
�is can readily be done by inserting a resolution of the identity; for example, we have

〈
Ψ
��� ��m\:Ψ〉
〈Ψ|Ψ〉 =

∑
2

〈Ψ|� |2〉 〈2 ��m\:Ψ〉
〈Ψ|Ψ〉 =

∑
2

��〈2 |Ψ〉��2
〈Ψ|Ψ〉

〈Ψ|� |2〉
〈Ψ|2〉

〈
2
��m\:Ψ〉
〈2 |Ψ〉

=
∑
2
? (2)�∗loc(2)$: (2), (c.4)

where we introduce

$: (2) =
〈
2
��m\:Ψ〉
〈2 |Ψ〉 = m\: log〈2 |Ψ〉 (c.5)

and the local energy

�loc(2) =
〈2 |� |Ψ〉
〈2 |Ψ〉 . (c.6)

�e expectation value (c.4) can now be estimated as the Monte-Carlo average of �∗loc$:

for samples distributed according to ? (2); the others follow analogously, resulting in

∑
9

Re cov($ 9 ,$:)︸            ︷︷            ︸
(: 9

X\ 9 = −[ Re cov(�loc,$:)︸              ︷︷              ︸
m\:

� (\ )

, (c.7)

as stated in (4.3). Solving this equation for X\: requires inverting the covariance matrix
( , which, while positive semide�nite, tends to be ill-conditioned even for a large number
of Monte-Carlo samples [38]. �is can be resolved either by using the pseudoinverse, or,
more commonly, by adding a small positive constant to the diagonal entries in order to
make the matrix invertible.

c.2 Estimating observables

Once the wave function had converged, the estimates of cumulative distribution func-
tions plo�ed in Figs. 4.5 and 4.8 were generated by drawing 100 000 samples out of the
probability distribution ? (2) =

��〈2 |Ψ〉��2/〈Ψ|Ψ〉 and sorting their phases.
Analogous to the estimate (c.6) of variational energy, the expectation value of any

operator � can be evaluated as the Monte-Carlo average of the local estimates

�loc(2) =
〈2 |�|Ψ〉
〈2 |Ψ〉 (c.8)

with respect to the quantum probability distribution ? (2) =
��〈2 |Ψ〉��2/〈Ψ|Ψ〉. NetKet



c.3. Average signs in exact diagonalisation 205

provides a facility for evaluating such expectation values within the sr protocol: this
was used to estimate the variational energy, 〈 ®(2〉, and the spin correlators (4.20) using
1 000 000 Monte Carlo samples. We exploited the translation invariance of the wave
function to rewrite the la�er two as

(2( ®@) = 1
# + 2

∑
8

〈®f8 · ®f0〉48 ®@·®A8 ; (c.9)

〈 ®(2〉 = #
∑
8

〈®f8 · ®f0〉, (c.10)

where both sums include 8 = 0 (note, however, that ®f0 · ®f0 ≡ 3/4).
We checked furthermore whether the converged wave functions obey parity and

point-group symmetries. �e parity operator P =
∏
8 f

G
8 commutes with all point-

group symmetries as well as the Hamiltonian: therefore, the parity of a wave function is
fully characterised by the expectation value 〈P〉, without any possibility of symmetry-
protected degeneracies. By contrast, the non-Abelian point group �4 does give rise to
such degeneracies, limiting the usefulness of plain symmetry-operator expectation val-
ues. Instead, we evaluated the statistical weight of eigenstates that transform according
to the di�erent irreps U of �4 using the projection operators [378]

%̂U =
3U

|�4 |
∑
6∈�4

jU (6)6̂, (c.11)

where 3U and jU are the dimension and characters of the irrep, respectively, and |�4 | = 8.
�e weight of each irrep is given by

FU =
〈k |%̂†U %̂U |k 〉
〈k |k 〉 =

〈k |%̂U |k 〉
〈k |k 〉 = 〈%̂U〉,

where we used the fact that the projector (c.11) is Hermitian and squares to itself. Both
FU and 〈P〉 were evaluated using 4 000 000 Monte Carlo samples in (c.8). [We used di�er-
ent samples here, as NetKet does not o�er a simple implementation of these symmetry
operators, so it proved more expedient to sample ? (2) directly.]

Converged variational energies and all other observables are reported in Tables 4.1
and 4.2, respectively.

c.3 Average signs in exact diagonalisation

To estimate the average Marshall-adjusted sign of the true ground state of the 10×10
frustrated model, we obtained the exact ground states for 4 × 4 and 4 × 6 la�ices using
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〈B〉 〈B〉MSR
4 × 4 3.53 × 10−2 0.9745
4 × 6 3.87 × 10−3 0.9650

10 × 10 ≈ 3 × 10−12 ≈ 0.88

Table c.1. Average sign 〈B〉 and Marshall-adjusted sign 〈B〉MSR of the ground state of the
�2/�1 = 0.5 square la�ice hafm for 4 × 4 and 4 × 6 la�ices, calculated by exact
diagonalisation. �e 10 × 10 la�ice is extrapolated from these, assuming that
〈B〉 decays exponentially in the number of spins [185].

the Lanczos algorithm as implemented in SciPy [379] and calculated the average sign

〈B〉k =

�����
∑
2
?k (2)

〈2 |k 〉��〈2 |k 〉��
����� =

�����
∑

2

��〈2 |k 〉��〈2 |k 〉∑
2

��〈2 |k 〉��2
����� (c.12)

for both the original and the Marshall-adjusted ground states, |gs〉 and ∏
8∈� fI8 |gs〉.

�ese average signs are given in Table c.1, together with an extrapolation to the 10× 10
la�ice, assuming an exponential decay of both 〈B〉 [185]. �e average sign of the origi-
nal wave function decays extremely fast and becomes negligibly small for our la�ice size.
By contrast, the average Marshall-adjusted sign remains close, but clearly distinct from,
one. For a 10 × 10 la�ice, the expected average sign is ≈ 0.88: since this is the di�erence
of the statistical weights of positive- and negative-amplitude states, we expect those to
be about 94% and 6%, respectively.



D
Monte-Carlo simulations of Ho2Ir2O7

As described in §5.1.2, the behaviour of holmium spins in a single iridium aiao do-
main of Ho2Ir2O7 is captured by the dipolar spin-ice Hamiltonian [68] with an additional
local 〈111〉 �eld to represent the coupling to the ordered iridium moments [69]:

H =
�

3
∑
〈8 9〉

f8f 9 + �ℓ3 ∑
8 9

f8f 9

[
4̂8 · 4̂ 9
A 3
8 9

− 3(4̂8 · ®A8 9 ) (4̂ 9 · ®A8 9 )
A 5
8 9

]
± ℎloc

∑
8

f8

− `Ho`0 ®� ·
∑
8

f84̂8, (d.1)

where the last term explicitly includes the external magnetic �eld ®� . Following exper-
iments on Ho2Ti2O7 [61], the magnitude `Ho of holmium moments was taken to be
10.0 `B. Given the distance ℓ = 00/

√
8 = 3.5988 å between nearest-neighbour holmium

atoms [69], this implies a dipolar interaction strength of� = `0`
2
Ho/(4cℓ3) ≈ 1.23 k. �e

nearest-neighbour coupling was set to � = −1.56 k based on Ho2Ti2O7 [61]; ℎloc was set
to 3.5 k by trial and error to ensure a good correspondence between the experimental
and simulated magnetisation curves in [100] �elds.†

�e e�ective model (d.1) was simulated on 6× 6× 6 cubic unit cells of the pyrochlore
la�ice (3 456 holmium spins); ℎloc was chosen positive throughout the sample to simulate
the interior of an iridium aiao domain.‡ Periodic boundary conditions for the dipolar
interaction were enforced using Ewald summation [127]; the same allows for introduc-
ing a demagnetising factor W , which e�ectively changes the external magnetic �eld ®�
to ®�e� = ®� − W ®" , where ®" is the net magnetisation of the sample. �is way, the sim-
ulations can be compared directly to the experimental data that are not corrected for
demagnetisation e�ects. Due to the irregular octahedral shape of the sample, account-
ing for demagnetisation accurately is a tall order; as an approximation, we set W = 1/3,

†No hysteresis was observed along this direction, suggesting that the response of type� and � domains
are identical, so the experimental data can be used to �t our single-domain simulations.

‡In the hysteretic case, the response of the polycrystalline domain structure was approximated using
weighted averages of the simulated pure type � and � domains, see §5.3.1.
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consistent with a spherical sample [380]. We used single spin-�ip simulations, which
allowed us to study time evolution as well.†

†�emagnetic �eld was changed at a rate of 0.2 Oe per mc sweep. In Dy2Ti2O7, one sweep corresponds
to about a millisecond in real time [272], so this sweep rate is equivalent to about 200 Oe/s, slightly faster
than the fastest experimental rate in Fig. 5.7(a). In fact, no dynamical hysteresis was observed in the
simulations up to about 0.1 t/s.
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[4] M. J. Pearce, K. Götze, A. Szabó, T. S. Sikkenk, M. R. Lees, A. T. Boothroyd, D. Prab-
hakaran, C. Castelnovo, and P. A. Goddard, arXiv:2102.04483 (2021).
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