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In this supplementary material, we provide more details on:

• Construction of our proposed dataset (Sec. 1).

• Further statistics of the proposed dataset (Sec. 2).

• Experimental evaluations on existing popular datasets
(Sec. 3).

• Additional qualitative results on the proposed dataset
with comparison to state-of-the-arts (Sec. 4).

1. Details of the Proposed Dataset

As mentioned in the main paper, existing salient object
detection datasets mainly contain images with simple fore-
ground and background, and often consist of very few ob-
jects. These images do not well represent the real-world
scenes that are generally more complex, containing multiple
objects in foreground and background along with rich scene
context. To address this problem, we propose a new dataset
that contains more challenging images with rich semantic
context and multiple objects. These images are closer to the
real-world scenarios.

The dataset is built on the MS-COCO [6] dataset, which
supplies complex image scenes and semantic segmentation
annotations of instances (Things) and regions (Stuff ). We
then use the SALICON [3] dataset which provides mouse-
based fixation sequence of respective images. These se-
quences determine the ground-truth salient objects. Our
dataset construction process consists of two phases. In the
first phase, ground truth salient objects are automatically
generated. In the second phase, a manual filtering process
is applied to ensure these ground truth salient objects gen-
erated from phase one are consistent with respective fixa-
tion maps offered by SALICON. This process improves the
quality of the dataset.

(1) Automatic phase: Although the SALICON dataset
provides mouse-fixation sequence data up to five seconds,
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Figure 1: Example images of overlapping segmentations that often
cause issues in the automatic ground-truth saliency generation. (a)
image, (b) foreground object, (c) background object, (d) resulting
incorrect saliency map. Red cross in (b) and (c) correspond to an
observer’s fixation. Best viewed zoomed in.

we only utilise the first three seconds based on the obser-
vations in [2]. Fosco et al. [2] show that humans generally
gaze from people to other objects (Things) during the range
of 0-3s. After which more fixations fall onto regions (Stuff ).
We automate the process to define ground-truth salient ob-
jects on all 15k images using SALICON fixation data. For
each image I ∈ RW×H with spatial dimensions W × H ,
there are N number of observer fixation data. For each ob-
server i ∈ [1, N ], we augment the fixation sequence to ob-
tain a new fixation sequence F i. The augmentation includes
a) cropping the fixation sequence to at most 3s and b) re-
moving repeated fixations on the same object. We assign a
saliency score so to an object o, if the j-th fixation f i

j ∈ F i

lands on that object.

  \begin {aligned} s_{o} &= \sum ^{N}_{i} \sum ^{T}_{j} g(f^{i}_{j}), \\ g(f^{i}_{j}) &= \begin {cases} 1 \quad \text {if } f^{i}_{j} \in P_{o}, \\ 0 \quad \text {otherwise} \end {cases} \end {aligned} 
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where T denotes the number of fixations in F i and Po refers
to the set of pixels belonging to the segmentation of object
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Figure 2: Examples of certain object categories (e.g., car and train)
correctly and incorrectly identified as salient in separate scenes,
with different object sizes. (a) and (b) are image and correspond-
ing generated saliency map, with those object categories correctly
defined as salient, during phase 1 of automatic saliency generation.
(c) and (d) are image and resulting saliency map generated with
incorrect saliency. The same object categories (car and train) are
relatively large and should be considered as background instead.

o. An object is then considered salient in the ground-truth,
if its saliency score is greater than half the number of ob-
servers for a given image.

We find that the segmentation data in MS-COCO some-
times overlap but no depth information is available to de-
termine their depth orders. It leads to the problem that a
saliency score can be assigned to two different objects when
a fixation lands on the overlapping regions of the segmen-
tation of both objects. Fig. 1 shows examples of such over-
lapping segmentations and the resulting incorrect saliency
maps. Further, there are object categories that are salient in
certain scenarios but are background in others. We observe
that the size of these objects are often relatively large when
they are background objects. Fig. 2 shows examples (e.g.,
cars, trains) of such cases and the incorrect saliency maps
produced.

To tackle the first issue, we manually go through the
dataset and define a set of object categories that are often
considered as background objects. We then exclude these
objects categories from the dataset. For the second issue, we
manually identify these object categories and exclude these
objects only if their relative size is greater than a threshold
of 60% of the images size. We determined this threshold
empirically and observe that the threshold effectively de-
termines if the object is a foreground or background object
in many scenarios. We utilize these two conditions to fil-
ter through the annotation data and exclude objects before
performing the automatic saliency scoring.

After we have generated the ground-truth saliency for all
images, we apply another automated filtering step to ensure
that the majority of the images contain complex scenes. We
observe empirically that a minimum of 4 objects and 2 dif-
ferent object categories produces a good compromise of ob-
taining complex images whilst maintaining a high number
of image count.

(2) Manual phase: This phase ensures that we estab-
lish a more consistent ground-truth saliency throughout our
dataset. We perform manual filtering by comparing the gen-
erated ground-truth saliency map with the saliency fixation
maps provided by SALICON. Specifically, we ensure that
the salient objects defined in phase-(1) have strong fixation
intensities in the corresponding SALICON fixation maps.
This allows us to find and remove images with inconsistent
saliency, as well as images with high fixation intensity on
objects that are not available in the MS-COCO dataset. Ex-
amples can be found in Fig. 3 of the main paper.

2. Additional Statistics of the Proposed Dataset
Here we provide further statistical information of the

proposed dataset. Fig. 3 (a) shows the distribution of object
and Stuff region categories in the proposed dataset. We can
see that the “person” category is most prevalent throughout
the dataset, which is quite expected as photos are commonly
taken with people as one of the main targets. In terms of
stuff region categories, there is a balance and it is not dom-
inated by a single category. The distribution of the sizes of
salient object shown in Fig. 3 (b) indicates that our salient
objects are generally of smaller scale with respect to the
image size. Fig. 3 (c) displays the distribution of distances
between salient objects and the image centre. Fig. 3 (d) re-
ports the statistics of the objects, object categories and stuff
regions. The statistics show that our dataset contains im-
ages with complex image scenes. Fig. 3(e) visualises the
overlay map from locations of all objects (i), salient objects
(ii) and Stuff regions (iii), respectively in an intensity map.
We also report the contrast of foreground salient objects and
surrounding background in local (f) and global (g) views
(following [5]). The local contrast compares the colour con-
trast between foreground (salient object) and background
in the local boundary of each salient object. Conversely,
global contrast compares the colour contrast of foreground
(salient object) and background from the entire image for all
salient objects. These graphs show that our GT salient ob-
jects have lower colour contrast to their surroundings. This
makes the GT salient objects more challenging to detect.
This suggests that top-down factors may be more useful for
our dataset, while simple low-level contrast is unlikely to be
effective.

3. Further Experiments and Generalisability
3.1. Runtime of Training

Table 1 illustrates the runtime for training our model and
state-of-the-art methods. All experiments were conducted
on the same system (CPU: i7-7700, GPU: GTX 1080Ti,
RAM: 32GB). Note, we do not include training runtime for
CapSal [15] as we are not able to train their network on our
dataset (as explained in the main paper).



Figure 3: Statistics of the proposed dataset. (a-c) are enlarged graphs from the main paper. (a) presents the distribution of all objects
and Stuff regions categories in the dataset. (b) and (c) reports the distribution of size and distance from image centre of salient objects,
respectively. (d) average number of all objects (Things), salient objects and regions (Stuff). (e) shows an intensity map from overlays of all
individual objects (i), salient objects (ii) and Stuff regions (iii). Local (f) and global (g) colour contrasts of salient objects.

3.2. Existing Datasets

In the main paper, we only evaluate our model and state-
of-the-arts on our proposed dataset, because existing popu-
lar datasets are not well suited for training our model (e.g.,
no object instance and semantic segmentation annotations)
and mostly do not contain images with more complex real-
world scenes. Here we provide further experiments to show
the generalisability of our model on these existing datasets.

We carry out evaluation on five common benchmark
datasets: ECSSD [13], PASCAL-S [5], HKU-IS [4], DUT-
OMRON [14] and DUTS [9]. For fair comparison we use
the training set (5534 images) from our proposed dataset

to train all comparison models and directly test on the five
datasets. Furthermore, the test images for each of the five
datasets are filtered into a new subset that mainly include
images that contain object categories defined in our dataset.
These are the object categories our model is able to gener-
ate saliency prediction. The resulting ECSSD, PASCAL-S,
HKU-IS, DUT-OMRON and DUTS thus respectively con-
tains 928, 807, 4177, 3228 and 4338 test images.

3.3. Quantitative Evaluation on Existing Datasets

Table 2 evaluates our technique on five common datasets
in comparison to existing state-of-the-arts. We would like
to note that the results reported in the table are established



ECSSD [13] PASCAL-S [5] HKU-IS [4] DUT-OMRON [14] DUTS [9]
Figure 4: Example images in common datasets that contain simple scenes. There are only one or very few objects. The object categories
are not defined in MS-COCO [6]. Images (top) and corresponding ground-truth saliency (bottom).

Table 1: Runtime for training our model and state-of-the-art meth-
ods on our dataset.

Method Training Runtime

BASNet [8] 36hrs (early stop)
CPD-R [11] 6hrs 40min
PFANet [17] 3hrs 20min
S4Net [1] 1hrs 20min
EGNet [16] 36hrs
SCRN [12] 13hrs
ITSD [18] 2hrs 13min
LDF [10] 5hrs 15min
MINet [7] 10hrs 40min

Ours 38hrs

from the five subsets defined earlier. Fig. 4 shows examples
of simple image scenes with salient object categories that
are not defined in our dataset. We also note here that CapSal
[15] is omitted in this experiment as CapSal is unable to
train on our dataset.

The results show that our proposed model is able to out-
perform state-of-the-arts for certain metrics and datasets
with good margin. Particularly, we perform the best on
the PASCAL-S for average F-measure and a very close sec-
ond for E-measure. Our method also outperforms on DUT-
OMRON in terms of average F-measure. For the rest, our
model is able to produce quite comparable results to the best
method for each dataset-metric combination.

We find three reasons for our method not always outper-
forming: a) Our method requires instance data for training.
However, such data is not available in existing datasets. b)
Our method mainly focuses on multiple salient object detec-
tion in complex scenes. As the other datasets contain mostly
images of very few objects, it is difficult for our model to
explore/leverage object and scene context relationships. c)
Some test images also contain GT salient objects of cate-
gories not defined in our dataset. Our method thus may not
recognise such objects. Despite the above constraints, our
method still show some ability to capture and predict parts
of those undefined objects, albeit not always outperforms.

Overall, our model can generalise quite well on common
datasets, even when it is directly tested on those datasets.
We believe that given sufficient data (i.e., object instance
and image segmentation), our model could be trained on
existing datasets and thus potentially perform better.

3.4. Qualitative Evaluation on Existing Datasets

In addition to the quantitative results on existing datasets,
we present qualitative visual comparisons in Fig. 5. It
demonstrates that our method is able to utilise scene con-
text information, separate salient objects from surrounding
background and reduce false saliency from distractors.

4. Additional Results on Our Dataset
Additional qualitative comparison with state-of-the-arts

on our dataset can be found in Fig. 6 and Fig. 7.
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Image GT Ours BASNet[8] CPD-R[11] PFANet[17] S4Net[1] EGNet[16] SCRN[12] ITSD[18] LDF[7] MINet[10]

Figure 5: Visual comparison of our proposed method with state-of-the-arts on existing popular datasets.
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Figure 6: Additional qualitative comparison of our method with ten other state-of-the-art saliency methods on our proposed dataset.



Image GT Ours BASNet[8] CapSal[15] CPD-R[11] PFANet[17] S4Net[1] EGNet[16] SCRN[12] ITSD[18] LDF[7] MINet[10]

Figure 7: Additional qualitative comparison of our method with ten other state-of-the-art saliency methods on our proposed dataset.


