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Abstract
Stabilised amorphous selenium (a-Se) is currently used in the majority of direct conversion mammographic X-ray imaging 
detectors due to its X-ray photoconductivity and its ability to be uniformly deposited over large area TFT substrates by con-
ventional vacuum deposition. We report experimental results on photocurrent spectroscopy (frequency-resolved spectroscopy 
(FRS) and single-time transients), on vacuum-deposited a-Se films. We show that all measured photocurrents depend criti-
cally on the relative time spent by the material in the light and in the dark. We identify that the observed pronounced variation 
in optical response depends on the density of trapped (optically injected) charge within 200 nm of the surface and show that 
it is the ratio of dark and light exposure time that controls the density of such charge. Our data confirm that the localised 
charge radically influences the photocurrent transient shape due to the effective screening of the applied field within 200 nm 
of the surface. The field modification occurs over the optical extinction depth and changes both the photogeneration process 
and the drift of carriers. Many aspects of our data carry the signature of known properties of valence alternation pair (VAP) 
defects, which control many properties of a-Se. Modelling in the time domain shows that light generation of VAPs followed 
by optically triggered VAP defect conversion can lead to near-surface charge imbalance, demonstrating that VAP defects can 
account for the unusual optical response. The stabilised a-Se films were deposited above the glass transition temperature of 
the alloy with composition a-Se:0.3% As doped with ppm Cl. Electron paramagnetic resonance measurements at tempera-
tures down to 5 K did not detect any spin active defects, even under photoexcitation above band gap.

1  Introduction

Amorphous chalcogenide semiconductors are used in 
a variety of electronic and optoelectronic technologies, 
from phase change memories to multibillion dollar X-ray 
image detector applications, and especially in mammog-
raphy [1–5]. Of particular interest among this class of 
materials is stabilised amorphous selenium (a-Se): a-Se 

that has been alloyed with small amounts of As (less than 
1%, typically 0.2–0.5%) to stabilise the structure against 
crystallisation and doped with a small amount of halogen 
(Cl) in the ppm range to enhance hole transport [3, 6–8]. 
a-Se is currently the most successful X-ray photoconductor 
used in commercial flat panel mammographic X-ray image 
detectors [9]. It belongs to a special class of non-crystal-
line solids called amorphous chalcogenide semiconduc-
tors [1–3]. While other chalcogenide compositions such 
as Ag-doped Ge-Te in this group have shown potential for 
radiation detection [1–12], a-Se is the only commercial-
ised X-ray photoconductor. Current interest lies not only 
in the use of a-Se but also in polycrystalline Se both for 
existing technologies and for novel devices which may 
underpin next generation systems [13–19]. The properties 
of a-Se have been widely reviewed in the literature and 
most recently by Tanaka [20]. Extending the functional-
ity of these materials will depend heavily on how such 
material properties can be controlled in device structures. 
We note that commercial a-Se detectors are based on a 
three-layer p–i–n structure in which the p-layer and n-layer 
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are thin (a few microns) and the i-layer is approximately 
200 μm. The p-layer (next to the substrate) is As2Se3 and 
the n-layer (between the i-layer and the positive electrode) 
is an alkaline-(Cs) doped Se1−xAsx (x ≈ 0.02–0.05) alloy 
which is n-type [21, 22]. The thin layers act as “blocking 
layers” and reduce the dark current, but X-ray absorption 
and transport occurring in the i-layer dictate device per-
formance; the work reported here is most relevant to that 
region. The work is aimed at improving our understand-
ing of charge exchange processes within the band gap of 
stabilised a-Se (e.g. carrier trapping and recombination) 
and examining the role of valence alternation pair defects 
in these charge exchange processes.

Pulsed optical excitation was used to measure photocur-
rents in a frequency-resolved spectroscopic (FRS) mode and 
also the form of the individual photocurrent transients in the 
time domain. Our data reveal a complex picture for charge 
exchange during the light and dark phases of the FRS measure-
ment. A striking feature of the overall transient response is the 
importance of a slow “recovery” period, during the light-off 
phase, which determines the form of the subsequent light-on 
transient and hence the FRS spectral shape. Spectral distortion 
in the lower frequency region is severe, and data in this region 
appear, at first glance, to lack consistency and reproducibility. 
However, by accounting for the kinetics of both fast and slow 
charge exchange over a wide frequency range, the observed 
behaviour is found to be both consistent and reproducible.

It is well established that a-Se contains a large number of 
defect states in the electronic band gap. In particular, a-Se 
has an “intrinsic” reservoir of bound and electrically charged 
defect states, valence alternation pairs (VAPs), which exist at 
the cross-linkage sites of the (predominantly twofold coor-
dinated) Se atomic chains and dominate the material struc-
ture. The molecular orbital electronic configurations and 
ground-state energies of VAP defects have been described 
by Kastner et al. [23, 24] who established the link between 
coordination number and defect charge states and clarified 
the role of lone pair electrons in bonding configuration 
changes at the defect sites. Prior to this, Street and Mott 
[25] demonstrated that the same defects, labeled simply as 
dangling bonds, exhibited negative effective lone pair elec-
tron correlation energies (negative Hubbard energy U) due to 
lattice distortion following a change in charge state, helping 
to stabilise these gap states. This extended the concept of 
Anderson localization, based on polaronic lattice distortion 
[26], to point defects. The negative U property of VAPs has 
significant impact, pinning the Fermi energy in a-Se near 
mid-gap [24], ensuring that only two VAP defects exist sta-
bly in thermal equilibrium. VAP defect pairs can also exist 
in close proximity, in which case they are termed intimate 
VAPs (IVAPs). IVAPs can be formed from atoms on the 
same chain or from different chains; they can also exist in 
pairs [27, 28].

The two stable, singly charged, VAP defects form sponta-
neously in equilibrium as a net charge neutral pair, labelled 
C+
3
 and C−

1
 [24], where C denotes the chalcogen (Se) atom 

at the defect site, the subscript is the coordination number 
for that atom, and the superscript is the defect charge state. 
The C+

3
 and C−

1
 defects have no unpaired spins and there-

fore are EPR silent [29]. However, other singly charged and 
neutral VAP configurations exist which possess a net spin 
and so are, in principle, EPR active. The defect configura-
tions C0

3
 and C0

1
 are metastable, but play a key role during 

the transformation between the stable states C−
1
↔ C+

3
 under 

non-equilibrium conditions. The structure, electronic prop-
erties, and their photogeneration in a-Se have been analysed 
by atomic scale modelling [27, 28, 30]. Such approaches 
have linked a variety of optically active phenomena (e.g. 
photodarkening) with the structural and electronic changes 
promoted by optical pumping and also provided information 
on charge density distribution and electron binding energies 
[28].

In this work, we suggest that VAP defects, and par-
ticularly, the interconversion between the two stable VAP 
configurations can explain our experimental data without 
invoking any stable populations of the various neutral over-
coordinated and hypervalent defects that have been proposed 
to exist [31]. Previous VAP-based interpretations of various 
electrical and optical properties of a-Se such as photocon-
ductivity, post-transit time-of-flight (TOF) signals, pho-
todarkening and interrupted field TOF have demonstrated 
the usefulness of VAP defect models [27, 29, 30, 32–39]. In 
fact a VAP defect-based model has been successfully used 
to explain the “ghosting” and the drop in sensitivity of a-Se 
photoconductors [40]. In some of this work, electron (hole) 
binding energies within the band gap have been suggested 
for VAP-based defects, although there is no generally agreed 
consensus on which VAPs or VAP complexes (including 
IVAP pairs) can be unambiguously assigned to these energy 
levels [38].

We have developed a model which ascribes many of the 
principal charge exchange and storage events observed in 
photoconductivity experiments to VAP defects. Our model 
is able to reproduce the very different optical responses 
observed in the high- and low-measurement frequency 
domains. The calculations reveal that, during optical exci-
tation, strong hole trapping significantly modifies the elec-
tric field distribution in the near-surface region beneath the 
illuminated face of the solid. This field modification, in turn, 
changes both the balance of charge exchange, photogenera-
tion and transport processes occurring in the near-surface 
region significantly beyond the optical extinction depth. 
By taking this into account we are able to explain what at 
first sight appear to be “anomalous” transient shapes and 
FRS data “distortion” at low frequencies. We have carried 
out electron paramagnetic resonance (EPR) measurements 
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down to low (4 K) cryogenic temperatures under intense 
laser light irradiation to test for the presence of light-induced 
spin active defects, but found no evidence for these.

2 � Experimental procedure

Stabilised a-Se films of nominal thickness 100 μm were 
prepared by the vacuum evaporation of pre-alloyed a-Se: 
0.3% As (doped with Cl in the ppm range) pellets from a 
molybdenum boat onto an Al-coated glass substrate in a 
conventional stainless steel vacuum deposition system. The 
substrate was heated and kept approximately at 65 °C dur-
ing the deposition, which is known to result in high-quality 
a-Se films with good hole transport [41]. A semi-transpar-
ent circular gold electrode was used to complete a sandwich 
structure of Au/a-Se/Al. The photoexcitation was restricted 
to the central region of the Au electrode to avoid fringe 
field effects. The films were of electronic device quality and 
equivalent to the i-layer in a typical p–i–n-type a-Se X-ray 
detector structure. Charge transport and trapping in films 
of nearly identical composition and preparation conditions 
have been already extensively reported [41–43], and will 
not be repeated here, though parameters determined from 
similar time-of-flight transient photoconductivity measure-
ments as in the latter references were used in the modelling 
the section below.

Frequency-resolved spectroscopic (FRS) measurements 
were performed using a 405 nm laser diode source for above 
optical gap (2 eV) excitation. In order to obtain a wide fre-
quency range (from 0.1 up to 106 Hz), acousto-optic light 
modulation was employed. The Fermi level pinning close to 
mid-gap in a-Se results in low dark carrier concentrations 
and low dark conductivity. This necessitates the application 
of high dc voltages of typically 400 V across the a-Se layer 
of thickness of approximately 100 μm. The dark electric 
fields were, therefore, in the region of 4 × 106 V/m; however, 
we discuss below that during a light pulse the field profile 
rapidly becomes spatially non-uniform. Lock-in amplifica-
tion was used for signal processing and to directly generate 
the FRS data; the lock-in reference and phase signals were 
set by light modulation. Closed cycle He cryogenics with 
high-stability temperature control was employed to vary the 
temperature of the sample, and single transient response was 
obtained using a digital oscilloscope together with a small 
current sampling resistor, averaging over typically several 
hundred transients for each measurement. Photocurrent tran-
sients were obtained using sandwich device structures, with 
front face illumination through semi-transparent surface 
gold electrodes. This geometry avoids coplanar electrodes 
which complicate data interpretation due to surface trapping 
as highlighted recently [44].

Electron paramagnetic resonance (EPR) measurements 
were carried out at the EPSRC UK National EPR Facility at 
the University of Manchester. The EPR measurements were 
performed using a Bruker EMXPlus spectrometer equipped 
with a ER4119SHQ resonator and a liquid He cryostat. The 
sample was sealed in a helium-filled quartz tube. The meas-
urements were conducted at X-band (ca. 9.4 GHz) micro-
wave frequencies, with 405 nm laser irradiation over a range 
of power densities from 0.1 to 10 W cm−2 and temperatures 
from 295 to 5 K. The measurements were also checked for 
reproducibility against standard samples of known spin char-
acteristics, as well as with the known instrumental resolution 
of 5 × 1013 spins cm−3. The background signal was recorded 
and subtracted for each single spectrum. No EPR signal 
above the background was observed from these a-Se films 
at any temperature, either in the dark or under laser illumina-
tion up to the highest power density used.

The absence of an EPR signal during laser irradiation 
was unexpected given the previous reported spin detection 
in laser irradiated a-Se at low temperatures [29]. In the lat-
ter work, the illumination was from an Ar laser at 514.5 nm 
(absorption depth of ~ 0.1 μm) with a light intensity of 
50 mW cm−2. Our measurements used 405 nm excitation 
(absorption depth of ~ 0.05 μm) and a power density span-
ning a range greater than that used in [29]. There are some 
differences in sample properties: while a pure a-Se film was 
used (with no substrate deposition temperature information) 
in [29], our sample is stabilised a-Se (0.3% As with ppm 
Cl) and deposited at a substrate temperature above the glass 
transition temperature. The latter deposition condition is 
known to yield films of high electronic quality (with low 
concentration of deep hole traps).

3 � Frequency‑resolved spectroscopy

Typical FRS data sets, shown in Figs.  1 and 2, were 
recorded over six orders of optical excitation frequency 
and illustrate, respectively, the effects of changing the bias 
levels and light excitation intensities. The data in these 
figures are for three similarly fabricated samples (S1, S2 
and S3). Other samples exhibited similar behaviour, but 
in general we observed slight variation in peak value from 
sample to sample. These data raise some specific ques-
tions concerning the form of the transients sampled by 
the FRS method during “light-on” and “light-off” phases. 
From both figures, it is clear that the low-frequency region 
of the spectra do not conform to the expected square wave 
response which would signify a typical flat “in-phase” 
(X) signal and a corresponding zero quadrature signal (Y). 
This observation indicates that the transient photocurrent 
response to a square light pulse at low frequency (i.e. a 
“slow measurement time window”) does not follow the 
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excitation profile. Instead, the in-phase component shows 
a steep decline with increasing frequency, and the quad-
rature component is negative.

As the frequency is increased, more conventional FRS 
spectra are observed, with the peak in the quadrature sig-
nal crossing the in-phase signal at the point of inflexion. 
This indicates that the photocurrent transients, at high fre-
quencies, do conform to a simple exponential form, with 
similar rate characteristics for both the rise and the decay. 
The natural line shape for FRS Y spectra which results from 
sampling such symmetrical exponential rise and decay tran-
sients is Lorentzian, with characteristic exponential rise 
and decay time 1/(2πfmax). Figures 1 and 2 record data from 
three different samples; samples 1 and 3 (Fig. 1) show a time 
response at high frequency which can be approximated by a 
Lorentzian fit resulting from single exponentials, with time 
constants 12.1 μs and 41.9 μs, respectively (using an experi-
mentally determined pre-factor). The time response for sam-
ple 2 (Fig. 2) is characterised by two-component exponential 
rise and decay times, with time constants 11.6 μs (account-
ing for 88% of the decay magnitude) and 130 μs (12% of the 
decay). The shoulder on the FRS spectra in Fig. 2 confirms 
that two processes are involved in the rise and decay events. 
While some variation is observed in the time response from 
these films, they exhibit the same general trends, with the 
dominant processes over the measured frequency range 
being broadly similar.

The magnitude of the Y-signal peak varies with both volt-
age, Fig. 1 and light intensity, Fig. 2, but the frequency of 
the peak, fmax, remains relatively constant for each sample 
(it was found to vary from sample to sample as mentioned 
above). This absence of any electric field dependence of the 
peak frequency fmax suggests that neither the photocurrent 
rise nor the decay rates are controlled by the hole transport 
rate across the sample, i.e. by the transit time. In this case, 
kinetic control must be associated with some other time-
dependent charge control process and exchange process at 
defects is an important candidate.

At lower measurement frequencies, Figs. 1 and 2 demon-
strate that the photocurrent transients exhibit severe distor-
tion: the fit to the model, Lorentzian, spectrum generated 
using simple exponential transients is poor for both X and 
Y components over this frequency range. Some additional 
and slower current controlling mechanism becomes active 
at low frequencies which does not control the response at 
high frequencies. These processes are not immediately dis-
cernible from the shape of the FRS spectra, but could be 
linked to some intrinsic property of a defect system. For 
these reasons, it is important to understand the individual 
transient responses and to identify experimental conditions 
which have influence on the form of these transients, to help 
build a physical picture of the dynamic processes occurring 
within these measurements.
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4 � Single photocurrent transients

Individual photocurrent transients, including both the rise 
and decay, are shown in Fig. 3. The transients shown were 
averaged over a long train of light excitation pulses, typi-
cally several hundred periods. It is a common observation 
for a-Se that slow changes can be triggered by the applica-
tion of light or voltage excitation [45, 46]. Some stabilisation 
time is, therefore, necessary in order to yield highly repro-
ducible transients and this was allowed for all data reported 
here. The individual transients shown in Fig. 3 explore the 
effects of varying the length of the dark time, between light 
pulses, for a fixed light pulse duration of 0.5 ms and a fixed 
positive bias of 500 V applied to the illuminated surface. It 
is observed that varying only the dark time between light 
pulses has a profound effect on the form of the “light-on” 
transient; for the data shown in Fig. 3, the dark rest time var-
ied between 0.5 ms and 509 ms, over three orders of magni-
tude. This includes lengthening of the dark time beyond the 
time taken for the photocurrent transient to have completely 
decayed. We note that there is generally a small, but repro-
ducible persistent increase in the value of the dark current 
for longer dark times.

In the case of the shortest dark time shown (500 μs), a 
simple exponential rise and decay are observed, consistent 
with the high-frequency FRS spectral shape. For this short 
dark recovery time, the transient amplitude is small. The 
obvious effects of lengthening the dark time are twofold: 

firstly, an increase in the magnitude of the photocurrent and 
secondly, and most dramatically, a change in shape of the 
photocurrent transient during the light pulse viz. the devel-
opment of an ‘overshoot’, with amplitude also strongly 
dependent on the length of the dark time.

The evolution of transient shape in Fig. 3 explains the 
low-frequency form of the FRS spectra: a frequency-depend-
ent overshoot, whose magnitude increases at low frequencies 
(longer dark times), would produce both the steep decline of 
the X-component and also the negative sign of the Y-compo-
nent. As the FRS measurement frequency is increased, the 
square wave signal processing nature of lock-in detection 
dictates that dark time is reduced. The reduced dark time 
in the higher frequency domain is the necessary condition 
for suppression of the overshoot; the resulting exponential 
photocurrent rise/decay is clearly seen for the shortest dark 
time (500 μs) shown in Fig. 3. The inset in Fig. 3 shows the 
normalised post-optical-pulse transients and demonstrates 
that these vary only in magnitude and that the photocurrent 
decay rate, for fixed bias and light pulse duration, is inde-
pendent of the length of the dark time. The marked effect of 
the dark period on the “light-on” photocurrent transient pro-
vides important insight to the nature of the charge exchange 
processes driven by the light excitation and underscores that 
it is the balance of the light-on and light-off times that con-
trols many features of the photocurrent transient shape.

We stress that it is the length of the dark recovery time 
well beyond the end of the recorded transient decay which 
determines the amplitude and shape of the subsequent pho-
tocurrent transient. It seems likely that slow reorganisation 
of bonding configuration, perhaps with associated charge 
adjustment, occurs in this dark period. However, these inter-
nal changes have only a very small effect on the measured 
dark current. Such slow “recovery” processes, linked to con-
figurational changes at defects, are a known feature of VAP 
centres in chalcogenide glasses [47].

The results of fitting the measured photocurrent light-off 
transients from one of the samples (S2) to two-component 
exponential decays are shown in Fig. 4 for which a wide 
range of “light-on” pulse lengths were used to obtain data, 
with a fixed dark time of 0.5 ms. The time constants obtained 
for three bias voltages are plotted as a function of light pulse 
duration in Fig. 4.

The decay was found to be double exponential in nature 
with fast and slow components,

where A1 and A2 are the pre-exponential constants and τ1 
and τ2 are the decay time constants. The rates in Fig. 4 cor-
respond to 1/τ1 (fast) and 1/τ2 (slow) decay rates. In all cases, 
A1 is about 85–90% of the whole decay (A1 + A2). The sam-
ple S2 used to provide the data for Fig. 4 is that used to 

(1)iph(t) = A1 exp(−t∕�1) + A2 exp(−t∕�2)
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obtain the FRS spectra shown in Fig. 2, which also pointed 
to the presence of two rate processes. The rate constants 
and fractional contributions inferred from the FRS spectra 
agree well with the numbers obtained from analysing the 
decay constants.

This more detailed approach does reveal a very a small 
dependence of the decay rate on the applied bias, not dis-
cernible from the spectral peak position in Fig. 1; however, 
the most significant change in the decay rate is observed 
for different optical pulse durations: the shorter the optical 
pulse, the faster the photocurrent decay. This is discussed 
further in Sect. 6. No dependence of decay rate on dark time 
was observed.

5 � Thermal activation

The effect of temperature on the rate constants was investi-
gated using high-frequency FRS data; the results are shown 
in Fig. 5. These data were recorded using sample S3, for 
which a room temperature FRS spectrum is given in Fig. 1; 
the characteristic room temperature rate constant for this 
sample was measured to be 41.9 μs. The change in the rate 
constant with temperature can be determined from the shift 
of the high-frequency peak of the quadrature signal in the 
FRS spectra (1/2πfmax). The measurements were made with 
a positive potential of 400 V applied to the electrode on the 
photoexcited surface. As the temperature is reduced from 

295 K, an initial rate increase is observed, i.e. a change 
in the opposite sense to that expected from Arrhenius acti-
vation (Fig. 5). This trend continues until approximately 
240 K is reached, when the rate is a maximum. These data 
demonstrate that the processes giving rise to the transients, 
measured at room temperature (where FRS data and single 
transients were obtained), do not show Arrhenius activation. 
Only when temperature is significantly reduced (to below 
240 K) does Arrhenius behaviour emerge.

It is clear then that the mechanism(s) controlling the high-
frequency current transients at temperatures close to room 
temperature are not associated with thermally activated 
charge release from gap states; that process alone would 
continue to show strong activation at and near room tem-
perature. However, when the temperature drops significantly 
below room temperature, the rate constant does become 
thermally activated with an activation energy of around 
0.2 eV; this compares well with the typical effective energy 
of shallow traps that control hole transport in a-Se (over 
the same temperature range) [38]. In this low-temperature 
regime, therefore, the photocurrent decay process is likely 
to be limited by the hole mobility.

Close to and at room temperature, some other mechanism 
for current control is required to explain the change in the 
sign of thermal activation. Clearly, at these higher tempera-
tures, the dwell time (release time) of a hole in a shallow trap 
is reduced. This, together with the lack of voltage depend-
ence, argues against transport limiting the photocurrent tran-
sient. Reported hole mobility data for a-Se would, at the 
electric field values employed, give rise to fast photocurrent 
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trode. In all cases, the faster decay (A1) comprises of 85–90% of the 
total decay magnitude, and the slower decay A2 comprises of 10–15% 
of total decay magnitude
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Fig. 5   Arrhenius plot of the high-frequency quadrature FRS peak 
(triangles) measured on sample S3. The inset shows some of the nor-
malised FRS peaks measured at different temperatures. Dash-dot line 
shows how the modelled photocurrent decay rate varies as a function 
of temperature (The model is described in Sect. 6)
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(sub-microsecond) decay times. Of the known rate constants 
for transient current flow in a-Se, only that associated with 
hole lifetimes are of the order of 10–100 μs [38, 48], similar 
to the time scales reported above.

6 � Modelling charge exchange and electric 
field distortion

6.1 � Overview of the VAP‑based model

The objective of the model in this work is to quantify our 
understanding of the way in which the dark/light times 
control the shape of photocurrent transients and, equally, 
the marked change in charge exchange kinetics near room 
temperature revealed by the non-Arrhenius temperature 
dependence. Such a model must account for charge stor-
age (trapping) and recombination. It must also account for 
any associated electric field change which, in addition to 
trapping and recombination, can influence current flow. We 
show that many features of the FRS data can be successfully 
reproduced if a high concentration of sub-surface positive 
charge is allowed to build during a light pulse, with subse-
quent slow charge relaxation (recovery) effect during the 
following dark period.

The fundamental assumption of the model in this work is 
the existence of charged under- and over-coordinated VAP 
defects, C−

1
 and C+

3
, which may include their derivatives or 

combinations [28]. The structure is considered to be charge 
neutral before non-equilibrium experimental conditions 
are established. The model assigns the primary, positive, 
charge trapping process as a light-induced conversion of 
C−
1
 to C+

3
, i.e. C−

1
+ 2h+ → C+

3
. We have assumed that the 

C+
3
 and C−

1
 defects involved (formed at separate Se chains) 

are effectively isolated, in the sense that electron transfer 
between defect sites does not occur. Also, the inclusion of 
a light-generated population of C+

3
 defects, with a spatial 

(depth) profile similar to the extinction depth of the excit-
ing light, was found to be crucial in order to successfully 
model our data. Thus, the model is built on a combination 
of direct light generation of charge neutral pairs (VAPs) fol-
lowed by C−

1
→ C+

3
 conversion. We have modelled the “back 

conversion” in the dark as sequential capture of electrons 
into the charge-unbalanced population of C+

3
 defects, i.e. 

C+
3
+ 2e− → C−

1
.

Trapping and release of carriers from shallow electron 
and hole traps, not necessarily ascribed to VAP species, are 
included in the model. The shallow traps maybe excited 
states of VAP defects or simply a derivative of a VAP defect 
[38]. Further, the transport effect of a sharply decreasing 
distribution of localised states from the transport band edge 
to some depth ΔE would appear as though there is an effec-
tive level of shallow traps located at ΔE. The inclusion of 

shallow traps allowed us to discriminate at any specific 
time between the fraction of electrons/holes which contrib-
ute freely to transport (with a “band mobility”) and those 
dwelling in traps. We assume it is this free carrier population 
which can partake in recombination. Electron–hole recombi-
nation has been modelled with IVAPs providing the recom-
bination channel; this notion has been reviewed for chalco-
genide glasses by Shimakawa et al. [49]. The close proximity 
of the IVAP components allows us to approximate them as 
single, polarised, “pair defects”: they were not allowed to 
store charge in the model, only to facilitate sequential hole-
electron capture. It should be acknowledged that this choice 
probably represents a subset of the total IVAP population 
for which charge separation is sufficiently small (this is dis-
cussed further in Sect. 7). The assumption on the one hand 
of effectively isolated C+

3
 and C−

1
 defects for charge storage, 

and on the other hand, of closely coupled C+
3
 and C−

1
 defects 

in IVAPs for recombination, is important in the model and is 
also convenient. Such a distinction was noted by Adler and 
Yoffa [23] who pointed out that for isolated species one can 
neglect any Coulomb interaction energy in the total energy 
of the defect. Electron and hole capture processes are critical 
for this work and the choice of appropriate values for capture 
rate coefficients is, therefore, important; more detail on the 
model parameterisation is given in the next two sub-sections.

The importance of near-surface positive charge storage 
in the model is its effect on the local electric field profile 
and band curvature, reducing the near-surface field strength 
and locally flattening the energy bands. These effects exert 
a major influence on the current flow and ultimately on the 
form of photocurrent transient. The reason for the field per-
turbation is that although the integrated positive charge in 
the system (contacts plus bulk sample) remains constant, 
the build-up of stored positive sub-surface charge results in 
a reduction in the sheet charge density on the top metal con-
tact. In the limit of significant charge storage in the sample, 
the field profile in the sub-surface region is dictated by the 
volume density of positive charge in the defect states. Under 
the constant voltage conditions used, the low field near the 
surface is compensated by a small increase in field strength 
in the remaining sample.

Owing to the near insulating properties of a-Se, charac-
terisation methods almost exclusively use high electric field 
conditions. The outcomes of the model presented here sug-
gest that the low-field conditions, albeit confined to a small 
region below the surface, dominate the transient photocurrent 
response. In this region, the build-up of optically injected car-
rier densities become controlled by the local carrier lifetime. 
The photocurrent can be thought of as being driven by the 
extraction of holes from the low-field zone. The limitation on 
the magnitude of the photocurrent, however, is determined by 
the supply of photogenerated holes from the low-field region, 
and the diffusion and/or drift of these holes to the high field 
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region for extraction. The recombination lifetime for the pho-
togenerated electron and hole population in the near-surface 
region becomes the controlling factor in the current decay. 
This situation is illustrated schematically in Fig. 6.

6.2 � The physical model and numerical algorithm

Rate equations were established to account for the evolution 
and movement of charge carriers during light excitation i.e. the 
information required to map the solution of Poisson’s equation 
in time, allowing one to calculate the instantaneous electric 
fields and band bending needed to compute transient current 
flow. The overall goal is to test if charge transfer properties 
connected with valence alternation defects can explain our 
data. Specifically, we wanted to test if (near-surface) positive 
charge, stored in excess C+

3
 defects during the start of each light 

excitation pulse, but decaying during the dark period, gives 
rise to the measured transient distortion. The rate equations 
used are given in Eqs. (3) and (4), together with the associated 
form of Poisson’s equation (2). The rate equations account 
for charge continuity: electron and hole generation, recombi-
nation, capture, release and movement (current divergence). 
Their parameterisation includes both VAP defects and shallow 
electron/hole traps, and their solutions for time t provide the 
instantaneous spatial charge profiles needed to populate the 
Poisson equation (2). In one-dimensional geometry (neglect-
ing variations in the lateral y and z directions), the Poisson and 
rate equations are

(2)
�2�

�x2
= −

q

�s

(

N+
vap

− N−
vap

+ N+
h
− N−

e
+ p − n

)

(3)

�n

�t
=G + AeNcN

−
e
e−Ee∕kT − Aen(Ne − N−

e
) + A−

vap
pN−

vap
− 2A+

vap
nN+

vap
−A+

ivap
nN+

ivap
+

�

�x
Jn

where x is measured from the light-receiving electrode 
towards the rear electrode, φ is the local instantaneous 
potential φ(x,t), p = p(x,t) and n = n(x,t) are the local instan-
taneous (spatially distributed) free hole and electron concen-
trations, q is the elementary charge, εs is the dielectric per-
mittivity of the semiconductor (ε0εr), Jp and Jn are the local 
hole and electron current densities, G refers to the optical 
generation rate, which includes the temperature and field 
dependence of the photogeneration efficiency based on 
[50] (rather than the more complicated full Onsager expres-
sion), N+

vap
 and N−

vap
 are the local concentrations of the singly 

charged, isolated, VAP defects C+
3
 and C−

1
, Nh∕N

+
h

 and 
Ne∕N

−
e
 represent the total/ionised concentrations of shallow 

hole and electron traps, while Eh and Ee are the effective 
depths of these shallow traps from the respective transport 
band edges. Nivap and N+

vap
 are the local concentrations of 

overall neutral and (transiently) positively charged IVAPs 
which together act as the recombination channel. The rate 
coefficients for each process are labelled A with the subscript 
denoting the process and are discussed in detail in the next 
section. Other symbols have their usual meanings.

A numerical algorithm was developed for solving the 
set of Eqs. (2) to (4). The initial dark conditions are deter-
mined assuming ∂n/∂t = ∂p/∂t = 0 and by solution of Pois-
son’s equation using dark values for the fixed charge den-
sity at VAP and shallow trap sites. Most notably, the initial 

(4)

�p

�t
=G + AhNvN

+
h
e−Eh∕kT − Ahp(Nh − N+

h
)

− A−
vap

pN−
vap

− A
ivap

pNivap +
�

�x
Jp

Fig. 6   A schematic illustration showing the band diagrams and volt-
age distributions before (left) photoexcitation and during (right) a 
light pulse. Photogeneration and charging of VAPs is illustrated, 
together with the effect the sub-surface charge has on the volt-

age profile. The degree of near-surface band flattening depends on 
the local charge density; the flat band profile depicted here requir-
ing ρ+   ~ 5 × 1015 cm−3 for an exponential charge depth profile with 
extinction depth 0.2 μm with an applied voltage of 400 V
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condition has no excess positive (or negative) trapped 
charge. The initial band bending determined for samples 
with no prior illumination history then resembles the tilted 
bands depicted on the left in Fig. 6. A light excitation 
cycle was then invoked with switch-on at t = 0 and switch-
off at t = 1/(2f), where f is the modulation frequency of the 
light source. The rate equations describe the evolution and 
movement of charge during light excitation; they contain 
several terms, all space (x) and time (t) dependent. The 
numerical procedure adopted for their solution was based 
on rate equation linearization (Euler’s method). With this 
method, high precision is required in order to compute 
the finely varying local derivatives; hence time intervals 
δt of typically 10–10 s were used: δt was sufficiently short 
to ensure that the rate equations were at all times deal-
ing with small changes in charge concentration, ensuring 
good time resolution represented the main computational 
overhead.

For any specific t, the calculation determined charge 
exchange and movement at, typically, 1000 values of x. 
These were non-linearly spaced so that a higher resolution 
could be achieved in the critical light absorbing region. 
The spatial information on fixed and mobile charge was 
passed into Poisson’s equation which was then solved 
numerically using Newton’s method; the fixed potential 
difference between the front and back surfaces formed the 
boundary conditions for this calculation (φ(0,t) = applied 
voltage V at x = 0 and φ (L,t) = 0 at x = L, the sample thick-
ness). With the potential and charge distributions now 
obtained for this t, the value of electron and hole photocur-
rent contributions Jn and Jp was obtained from the usual 
expression for drift and diffusion. These values of J pro-
vide a point on the photocurrent transient corresponding to 
the time t. The total number of successive time intervals δt 
was sufficient to ensure that a complete transient could be 
obtained, so a total time longer than the excitation cycle 
time was used, typically t = 5/f. This choice of total time 
was made in order to ensure that the correct conditions for 
a repeatable cycle had been established.

6.3 � Assignment of rate coefficients

For the VAP-related events, the assignment of rate coeffi-
cients is complicated by the problem that the stable charge 
conversion of defects involves multiple steps. In the pre-
sent model, this issue was dealt with using the fact that the 
dynamic processes, which emerge from molecular orbital 
discussions, identify rate-limiting steps for valence alterna-
tion charge exchange sequences. This allowed us to use a 
single rate coefficient for each sequence. We note that the 
charged VAP states, C−

1
 and C+

3
 in the continuity/rate equa-

tions, (3) and (4), could in principle also be associated with 
As atoms in the dilute alloy materials used here, arising from 

under- and over-coordinated As atoms ( As−
2
 and As+

4
 ) in the 

chains and cross linking chains. Our model does not distin-
guish between different chemical species of a VAP defect. 
However, the energy cost of forming under- and over-coordi-
nated As defects is expected to be somewhat greater than for 
that of a chalcogen atom and so there is some justification 
for assuming that it is probably the Se-related defect species 
which undergo charge conversion.

For hole capture associated with the positive charging in 
the region of the sample directly excited by light, the calcu-
lation assumes that a spatially decaying profile of VAPs is 
produced on a time scale which is fast compared to the 
measurement time scale. The charge build-up then corre-
sponds to the conversion C−

1
→ C+

3
 through an initial capture 

of a hole followed almost immediately by valence reconfigu-
ration and subsequent electron emission (or a second hole 
capture). Each of these steps must have a characteristic time. 
Since atomic reorganisation followed by the emission of an 
anti-bonding electron are expected to occur quickly (Sect. 7), 
we identify hole capture to be the rate-limiting step. For 
these reasons, the double charge exchange is accounted for 
by the single rate coefficient A−

vap
 and the term A−

vap
pN−

vap
 

appears in the equations for both ∂p/∂t (hole capture) and 
∂n/∂t (electron release).

In semiconductors with high carrier mobility, electron 
and hole capture at point defects is frequently described by 
Shockley–Read–Hall (SRH) kinetics [51]: the incoming car-
rier is considered to have ballistic motion and, in large part, 
the energy loss mechanisms dictate the size of a capture 
cross section, σ. However, for low-mobility materials, the 
rate at which carriers can diffuse to a sink may limit the 
overall capture rate. In such a case, the incoming particles 
are not ballistic instead they execute a diffusive motion down 
a local potential gradient towards the capture site. Diffusion 
rate-limited capture is often described by the Langevin 
model [52] which treats capture at a singly charged, Cou-
lomb attractive defects. The probability of thermal escape 
from a Coulomb potential is implicit in the value of the Lan-
gevin rate coefficient: qμ/εs, which in the present case has 
the value  A−

vap
= 2.8 × 10−7 cm3 s−1. This value was deter-

mined using a (band) hole mobility of μh = 1 cm2 Vs−1 [53]; 
the measured drift mobility value for a-Se was not used here 
as it factors in time spent in the shallow traps and the value 
of p used in Eq. (3) refers to the density of free holes in the 
valence band at time t.

Double (sequential) electron capture into C+
3
, sourced 

from the dark current, was used to model the C+
3
→ C−

1
 back 

conversion both during optical excitation and in the dark 
phase. The back conversion rate is likely to be endothermic 
[24], it would, therefore, be rather slow and contribute very 
little to measurements which involve short dark times. It 
does, however, exert a major influence on low-frequency 
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FRS spectra and single transients which include long dark 
times. Simply assigning a Langevin coefficient to the first 
electron capture step at the Coulomb attractive C+

3
 site pro-

ducing the C0
3
 defect would be inappropriate because of the 

instability of C0
3
 which energetically favours a rapid return 

to the C+
3
 state. Such instability in capture mirrors, for exam-

ple, the reduction of an SRH capture rate when the initial 
stage of capture is into a thermally unstable excited state 
rather than directly into the ground state [54]. Consequently, 
we assigned a much lower number for this rate coefficient: 
A+
vap

∼ 10−13 cm−3 s−1, with this single coefficient parame-
terising the double electron capture process in the term, 
−2A+

vap
nN+

vap
.

The rate coefficients in Eqs. (3) and (4) connected with 
electron–hole recombination in the low-field region, A−

vap
 and 

A+
vap

, determine, respectively, the rate of hole capture at the 
net charge neutral IVAP defect, and the rate of subsequent 
electron capture at the resulting positively charged system. 
Aside from the small time interval associated with the 
sequential hole and electron capture events constituting 
recombination, the IVAPs were constrained to retain their 
stable (dipole) charge neutral configuration: like any defect 
recombination centre, no charge is stored by the IVAP pair. 
Since we modelled hole capture as a charge neutral event, a 
Langevin rate coefficient was not used (the IVAP field is not 
Coulombic) .  Rather  an  SRH cross  sec t ion , 
σivap ≈ 1 × 10–15 cm2, was assumed (at room temperature), 
with a corresponding rate constant Aivap = vthσivap = 1 × 10–8 
cm3 s−1 in Eq. (3). At very close distances though, the hole 
will experience interaction with the short range dipole field 
of the IVAP. Short range effects were considered by Lax [54] 
who treated the effect of polarisation of neutral point defects 
by the incoming particle. In the present case, polarisation is 
intrinsic to the charge organisation of the IVAP and the long 
range attractive component of the dipole field, E(r) ~ (1/r3), 
will aid hole capture. However, the temperature variation of 
σ (and hence the rate coefficient) is likely to be associated 
with the stronger short range dipole field. We have assumed 
that thermalisation competes with capture for the first parti-
cle capture event at the IVAP and that a temperature power 
law applies similar to that often measured for capture at 
attractive centres. In the model, we have assigned a variation 
of T−2 to σivap and hence a temperature variation of T−1.5 to 
Aivap.

The recombination process is completed by electron cap-
ture into the now Coulomb attractive defect and assigned 
N+
ivap

 a Langevin rate coefficient = A+
ivap

= 2.8 × 10−7 cm3 s−1, 
(assuming a band mobility of 1 cm2 Vs−1); this is signifi-
cantly larger than Aivap in Eq. (4). Unlike the double charge 
transfer associated with trapping and relaxation at isolated 
VAPs considered above, IVAP recombination was implicitly 
treated as two distinct processes, each requiring a rate 

coefficient. We suggest that valence configurational changes 
are transiently involved in the full IVAP recombination 
sequence and do not limit either rate process, but may play 
an important role in stabilising the IVAPs as recombination 
centres during the transient event; this is discussed in more 
detail in Sect. 7.

The shallow traps were assumed to be charge neutral 
before capture. Capture events are assigned the rate coef-
ficients Ah and Ae, respectively, for hole and electron traps in 
Eqs. (3) and (4), and SRH capture at charge neutral defects 
was used in the model. Capture cross sections σ in the range 
10–17–10–15 cm2, usually linked with neutral capture, and 
were tested. Optimisation was achieved for σ = 5 × 10–16 cm2 
for both types of trap and so the corresponding rate coef-
ficients: Ae = Ah = 5 × 10–9 cm3 s−1 were used in the model. 
The emission rate coefficients for these shallow traps are 
linked to their respective capture coefficients through 
detailed balance using the particle binding energies, Eh and 
Ee. The effect of shallow traps would remain the same if 
we were to assume charged shallow traps, but instead use a 
lower concentration so that their product remains the same.

6.4 � Model predictions

It became clear from our initial attempts at modelling the 
experimental data that in order to reproduce the shape of 
the measured transients, (i) efficient positive charge stor-
age in the sub-surface was important, (ii) positive charge 
must increase significantly during direct light excitation, and 
(iii) the stored charge must relax back slowly over time in 
the dark. These attributes, are known to be characteristic 
of VAPs [35, 49]. The calculated transients are compared 
directly with the experimental data of Fig. 3, where the 
model outputs are given by the dashed lines. The values 
assigned to all parameters which best succeeded in matching 
the data are summarised in Table 1. Since the rate equations 
contain a number of variables, it is useful to comment on the 
sensitivity of the fit to the values used for these parameters. 
Many of the values used (e.g. “band” mobility, shallow trap 
energy depth and relative permittivity) are typical for a-Se 
and were considered to be fixed. Rate coefficients were cho-
sen to be consistent with Langevin or SRH capture for either 
charged or neutral defects as appropriate. The concentrations 
of both shallow traps and VAPs are not accurately known 
and were varied here, within plausible limits, to improve the 
fit. In terms of fitting the detail of the shape of the transient 
overshoot, it was discovered that the charge density remain-
ing in the VAP population following each dark period was 
the most sensitive fitting parameter.

The simulation confirms that transient overshoot is con-
sistent with field modification near to the surface, and allows 
us to understand these transients in the following way. Dur-
ing long (experimental) dark times, any net stored charge 
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that exists in the near-surface VAP population (excess C+
3
 ) 

relaxes closer to the equilibrium charge-balanced popula-
tion, so that when the next optical pulse arrives, the bands 
are fully tilted at the interface (Fig. 6, left). Both types 
of carrier are rapidly extracted, electrons being removed 
to the top electrode and holes driven into the bulk of the 
solid towards the rear electrode. These processes produce 
a large rate of initial increase in current and large current 
amplitude. However, as the photocurrent transient (and VAP 
photogeneration) proceeds, hole trapping into the C−

1
 popula-

tion occurs. This results in positive charge storage. As the 
positive charge density ρ+ increases, so does the effective 
screening of the surface field and associated flattening of 
the bands (Fig. 6, right). The latter processes reduce the 
drift current and an overshoot results, with the measured 
current dropping to the value of the smaller, steady-sate, 
hole extraction current.

For the calculated transients in Fig. 3, the surface concen-
tration of VAPs was assumed to have the value 
3.5 × 1015 cm−3. The various transients were calculated by 
assuming different initial (exponential) positive charge den-
sity near the surface at t = 0. For the (longest) modelled dark 
time of 509 ms, the surface concentration of VAPs was 
assumed to be N+

vap
= N−

vap
= 3.5 × 1015 cm−3, i.e. zero stored 

charge at the start of the transient. For the modelled curves 
associated with the 89 ms, 39 ms, and 19 ms dark times, 
respectively, initial N+

vap
 concentrations of 3.92 × 1015 cm−3, 

4.31 × 1015 cm−3 , and 4.69 × 1015 cm−3 provided the best fit 

(together with the correspondingly lower concentrations of 
N−
vap

 ); the transient calculated for a fully charged VAP ( N+
vap

 ) 
population is also shown.

Our simulations confirm the necessity of including VAP 
photogeneration and the resulting enhanced positive charge 
storage in the sub-surface: a decaying exponential for the 
depth profiles of N+

vap
 and N−

vap
 was needed for good agree-

ment between the model and experiment. If charge storage 
were to result from hole trapping at a uniform defect distri-
bution, then trapping would occur throughout the film thick-
ness, resulting in an extensively distributed ρ+ profile. Such 
a charge profile would not yield the measured overshoot and 
field-independent FRS signal. An optimised characteristic 
decay depth of 0.2 μm was used for this exponential VAP 
profile. This is somewhat greater than the expected (low 
field) optical extinction depth (0.05 μm for 405 nm light). 
However, a build-up of injected carrier density beyond the 
region of light penetration is probable due to the carrier dif-
fusion. In fitting these transients, it was found to be impor-
tant to include electron trapping at shallow traps. This pro-
cess reduces the large electron current which would 
otherwise result from extraction of electrons to the nearby 
top contact in conditions of a strong field. The concentration 
of shallow traps was set to Nh = Ne = 2 × 1015 cm−3. The hole/
electron shallow trap energies were assumed to be 
0.2 eV/0.32 eV from the respective band edges and these 
values were not adjusted (it is possible to make the same fit 

Table 1   List of parameter values used in the model

Parameter Physical properties Assigned value(s) at room temperature

N
+
vap

, N−
vap

Concentration of singly charged VAP defects Surface (uncharged) population: N+
vap

= N
−
vap

= 3.5 × 1015 cm−3. 
Exponential depth profile due to photogeneration, decay length 
0.2 μm; bulk concentration = 1 × 1012 cm−3

Ne, Nh Concentration of shallow electron and hole traps Ne = Nh = 2 × 1015 cm−3 (lower values can be used if the capture 
cross section below is increased)

Ee, Eh Energy of shallow traps relative to their associated band edges Electron traps: 0.32 eV
Hole traps: 0.2 eV

A
−
vap

Langevin rate coefficient for C−
1
→ C

+
3
 conversion (rate-limiting 

process considered to be hole capture)
A
−
vap

= 2.8 × 10−7 cm3 s−1

A
+
vap

Rate coefficient for the complete C+
3
→ C

−
1
 dark charge recovery 

process (electron capture)
A
+
vap

≈ 10−13 cm3 s−1

Nivap Concentration of neutral recombination centres (considered to be 
subset of IVAP pairs)

Nivap = 7.7 × 1012 cm−3

Ae, Ah Rate coefficients for electron (hole) capture into (empty) shallow 
electron (hole) traps

Ae = Ah = 5 × 10–9 cm3 s−1

cross section, σ = 5 × 10–16 cm2

Aivap Rate coefficient for hole capture into (overall) charge neutral 
IVAP, Nivap

Aivap = 1 × 10−8 cm3 s−1

cross section, σ = 1 × 10–15 cm2

A
+
ivap

Langevin Rate coefficient for Coulomb attractive electron capture 
at the C+

3
  IVAP component, N+

ivap

A
+
ivap

= 2.8 × 10−7 cm3 s−1

μe, μh Electron, hole “band” mobility μe = μh = 1 cm2 Vs−1

εs Permittivity of a-Se 6.5ε0 (ε0 = absolute permittivity)
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by decreasing the shallow trap concentration and increasing 
the capture cross section, as mentioned previously).

The screening effect described can be used to understand 
several experimental observations: the different rates of 
increase seen in the photocurrent after different dark times 
(Fig. 3) can be explained in terms of the different amounts 
of positive charge remaining at the end of the dark time. 
The dependence of the decay rate on the light pulse dura-
tion (Fig. 4) can be explained by incomplete charge build-up 
during the shorter light pulses, so that the subsequent hole 
population decay is not taking place in the very low-field 
region described.

The model was also able to simulate transients measured 
with short dark time, a condition which additionally applies 
to the high-frequency end of the FRS spectra. In such cases, 
insufficient time is available for discharge, so that the stored 
ρ+ profile becomes approximately static for the whole spec-
tral measurement. For this case, the free hole population 
build-up during the optical pulse and decay (on removing 
the photoexcitation) can be described by Eq. (5),

where C ≅ G�, G is the photogeneration rate and τ is some 
effective hole lifetime. During photocurrent decay, only a 
fraction of the total injected hole population in the low-
field region is extracted to form a current because the IVAP 
recombination channel removes holes with a time constant 
τ. The photocurrent decay is due to the decay in the “supply” 
of holes. This explains both the insensitivity of the measured 
FRS rate to applied voltage (Fig. 2) and the reduced magni-
tude of the current transient amplitude for short dark times 
(and high frequencies) in Fig. 3.

The initial recombination channel IVAP concentration 
was set at Nivap = 7.7 × 1012 cm−3 (although as previously 
noted, this refers to the subset of IVAPs which act as effi-
cient recombination centres, and is not meant to be an esti-
mate of the total IVAP population). The concentration of 
Nivap decreases by one each time a hole is captured, while 
the concentration of positively charged IVAPs, N+

vap
, is incre-

mented up by one.
The modelled high-frequency (extraction current) decay 

rate as a function of temperature is compared with experi-
mental data in Fig. 5. As the temperature is initially reduced 
from ambient, the calculated rate can be seen to increase, in 
agreement with the measured rate, approximately, as ~ T−1.5. 
This power low-temperature dependence predicted by the 
model reflects the temperature dependence of the capture 
coefficient used to describe the rate-limiting capture pro-
cess (charge neutral capture of the hole) in the IVAP-linked 
carrier recombination scheme. It is consistent with the idea 
that close to room temperature, carrier build up during light 

(5)
Δp(t) = C

[

1 − e
−t

�

]

(for rise); Δp(t) = C
[

e
−t

�

]

(for decay)

excitation and the subsequent decay control the transient 
response. At lower temperatures, defect control of recom-
bination is not expected to dominate current decay; instead, 
the onset of strong hole trapping at shallow traps (due to 
slow release) during transport through the bulk of the film 
dictates the decay rate. The activation energy, 0.2 eV, is the 
characteristic depth of the hole traps used in the model.

7 � Valence alternation defects: 
energy and charge transfer 
during photoexcitation

The interpretation and modelling of our experimental data 
rest on the notion that, under laser excitation, generation of 
VAPs occurs and the VAP population becomes charge unbal-
anced ([C+

3
] ≠ [C−

1
]) due to hole capture. The build-up and 

decay (following the removal of laser excitation) of the 
associated charge strongly influences band bending and 
in turn current flow. Valence alternation defects exhibit 
a wider spectrum of dynamic properties than is typically 
used to account for the behaviour of point defects in solids, 
owing to lone pair-mediated bonding configurations and the 
charge transfer associated with valence alternation. Here, 
we add further comments which may reinforce the idea that 
valence alternation defect kinetics drives the observed opti-
cal response. Three principal processes are considered: (1) 
the high efficiency of hole trapping by isolated VAPs dur-
ing light excitation, (2) the mechanisms by which IVAPs 
may promote efficient recombination and (3) the processes 
involved during a (long) dark period, in which the stored 
charge relaxes back towards neutrality. Consistent with our 
low temperature, optically excited EPR measurements, no 
stable spin active defect states are invoked in our modelling.

7.1 � Efficient hole trapping

Positive charging during optical excitation, achieved by the 
transformation, C−

1
 to C+

3
, requires three steps: (i) a change 

of charge from C−
1
 to C0

1
, (ii) a configurational change from 

C0
1
 to C0

3
 and finally (iii) a further change of charge from 

C0
3
 to C+

3
. Molecular orbital discussions indicate this com-

plete sequence is exothermic [24]. The initial charging step, 
C−
1
→ C0

1
, is most likely to involve hole capture given that 

the C−
1
 centres are Coulomb attractive and the supply of 

holes is large under photoexcitation. This initial step then 
should be efficient; however, for charge conversion to con-
tinue, the hole must remain at the defect and not be returned 
to the valence band. The neutral dangling bond C0

1
 produced 

by step (i) is energetically unfavourable in a-Se and is unsta-
ble. A lone pair electron is used in a fast bonding configura-
tional change-transforming C0

1
 into to the neutral C0

3
, step (ii). 

The VAP charge conversion still requires one more positive 
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charge to be transferred to the defect site. Capture of a sec-
ond hole at the C0

3
 is of course possible, but likely to be less 

efficient than step (i) because it is charge neutral. Moreover, 
the C0

3
 defect is itself unstable and the electron orbital occu-

pancy of C0
3
 may provide a more efficient process: it has one 

electron occupying an anti-bonding, σ* orbital, i.e. close 
to the bottom of the conduction band and so very weakly 
bound. The thermal emission rate for the anti-bonding 
electron, ω ~ ω0e−ΔE/kT , in the limit that ΔE → 0, ω tends 
to ω0 which we can assume to be on the order of a pho-
non frequency. We note that electron emission will also be 
enhanced by the strong electric fields present in our samples. 
We suggest, therefore, that for the non-equilibrium condi-
tions established in our experiments, hole capture followed 
by electron emission, rather than the capture of two holes, 
is the most likely positive charge storage sequence, although 
the end result is the same. This results in the overall conver-
sion of C−

1
 to C+

3
, i.e.

and is described by the single rate coefficient, A−
ivap

 in 
Eq. (3). Efficient hole trapping is a well-acknowledged prop-
erty of a-Se [55, 56]. The VAP route qualitatively described 
here offers a mechanism for this based on the intrinsic defect 
population of the material. Note that, in principle, the model 
does not discriminate between As-based and Se-based 
valence alternation pair defects as long as the structure has 
these VAP and IVAP centres. The individual VAPs and 
IVAPs can involve single or multiple Se chains and can also 
occur in groups mentioned in Ref. [28].

7.2 � Recombination at IVAPs

An IVAP recombination channel has been used to account 
for transient response in the high-frequency domain, in 
which equal, exponential rise and decay times are measured. 
Such exponential carrier build-up and decay would emerge 
if a single defect type of fixed concentration controlled 
recombination, such a recombination centre cannot store 
charge during the recombination process, at least on a time 
scale that can influence transient response. The suggestion 
that IVAPs may be efficient recombination centres has been 
made by several authors (e.g. [47].). Here, we argue that it 
is the atomic proximity of the positive and negative charges 
in the IVAP system that may allow this class of defect to act 
as a significant recombination channel.

In Sect. 6.3, it was noted that the initial hole capture 
event at C−

1
 generates the C0

3
 placing the IVAP momentar-

ily configured as C0
3
− C+

3
. This is a critical point in the 

overall recombination process because, at least for an iso-
lated VAP, the instability of the anti-bonding electron in 

C
−
1
(Coulomb attractive hole capture) → C

0
1
(valence alternation)

→ C
0
3
(�∗electron emission) → C

+
3

the C0
3
 configuration leads to ionisation and generation of 

C+
3
. We suggest that this does not occur in the case of an 

IVAP because the weakly bound anti-bonding σ* electron 
at C0

3
 may be spatially stabilised by the close proximity of 

the positive C+
3
 charge. Provided the dwell time of the σ* 

electron is sufficiently long, the positively charged C0
3
− C+

3
 

system is now favourable for electron capture. The resulting 
C0
3
− C0

3
 configuration is of course unstable, but transfer of 

a single σ* electron between the two C0
3
 sites will promote 

configurational change. The latter process is by tunnelling 
and for IVAPs with small site separation, it occurs on a time 
scale likely to be short compared with any other in the entire 
sequence. Bonding reconfiguration finally returns the IVAP 
to its original and time-averaged C+

3
− C−

1
 form. The recom-

bination event is now complete. There is some similarity 
between these events and DAP (donor–acceptor pair) recom-
bination: both involve sequential hole and electron capture 
at an initially charged dipole defect followed by an internal 
transfer of one electron between the two dipole sites.

7.3 � Charge recovery in the dark period

The charge relaxation in the dark has been modelled based 
on C+

3
→ C−

1
, as the unbalanced charge in the VAP defect 

pool returns towards the equilibrium, net charge neutral 
value. The rate for the process is too slow to influence high-
frequency data, but for low frequencies, it has a dominant 
effect. It occurs on a time scale which is much longer than 
the time taken for the current to decay as can be seen in 
Fig. 3.

The charge exchange sequence, C+
3
→ C−

1
, in the dark is 

overall endothermic, requiring energy 2Eb + ULP, where Eb is 
the bond energy and ULP is the lone pair electron correlation 
energy [24]. This energy requirement is qualitatively con-
sistent with a slow process. The sequence can be achieved 
in principle by either electron capture or hole emission. The 
relative rates for these processes are not known, but the over-
all time constant from the experiments can be estimated to 
be approximately 65 ms. In this model, we have described 
the dark relaxation process as sequential capture of two 
electrons from the electron component of the dark current 
flowing in the structure. An alternative explanation is based 
on the emission of two holes as observed in a-As2Se3 films 
[57]. However, the data reported in [57] were taken under 
very different non-equilibrium conditions to ours viz. open 
circuit conditions (xerographic dark discharge).

We modelled the first event in the process as electron 
capture into the Coulomb attractive C+

3
, generating C0

3
 with 

no bonding reconfiguration. Efficient loss of this anti-bond-
ing electron at this stage facilitates the back transformation; 
indeed, one might envisage that the process C0

3
→ C+

3
+ e− 

might be stochastically selected many times before a dwell 
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time of the electron is sufficiently long to accommodate the 
capture of a second electron. This would explain the slow 
rate of discharge. Upon the capture of the second electron, 
C0
3
 rapidly undergoes an exothermic bonding configuration 

change to produce the stable C−
1
 defect. The endothermic 

charge relaxation can be viewed as the thermodynamic drive 
to recover overall neutrality, with volume Coulomb charging 
energy and strain energy minimised on a long time scale.

8 � Conclusions

We have investigated the transient photocurrent behaviour 
of a-Se using both FRS and single transient analysis with 
variable dark period recovery times. For both measure-
ments, complicated “non-ideal” behaviour is observed. 
For example, the FRS quadrature signal exhibits a distinct 
peak in the kilohertz range, the position of which is inde-
pendent of the light intensity and applied voltage, but has 
some sample-to-sample dependence. The low-frequency 
in-phase and quadrature photocurrents evince anomalous 
behaviour with the quadrature signal becoming negative 
with a very broad shoulder or peak. By measuring photo-
current transients, however, we are able to show that the 
form of the transient depends critically on the relative time 
spent by the material in the light during pulse excitation 
and time spent in the dark undergoing recovery. This is 
the origin of the distortion of FRS spectra observed at 
low frequencies.

A model to simulate and understand photocurrent tran-
sients has been described using numerical and simultaneous 
solution of Poisson’s equation, and the electron and hole 
continuity equations with charge exchange rate equations. 
The model specifically includes the field and temperature 
dependence of the photogeneration process in a-Se in the 
photogeneration region. The model established that the 
distortion of the electric field profile due to strong near-
surface charging plays a key role in determining the tran-
sient response. Positive charging (hole trapping) in the 
near-surface region of the structure that encompasses the 
photogeneration region was found to be essential in order 
to explain the symmetrical, near-exponential transients at 
high frequencies (with short dark pulse) and the large tran-
sient overshoots which occur after long dark pulses. A spe-
cific attribute of the model is the use of valence alternation 
pair (VAP) defects in trapping and recombination processes 
and also the interconversion between these VAP defects to 
account for the kinetics of charge transfer. The light-induced 
creation of long-lived spin active defects were excluded in 
the model based on the lack of the EPR signal in samples 
illuminated with a 405 nm laser beam at 10 W cm−2 down 
to 5 K.

We have demonstrated that valence alternation pair (VAP) 
defects provide a plausible route for charge storage and we 
further suggest that the properties of IVAPs account for 
the main recombination channel. A particular property of 
VAP defects in a-Se is that they are readily generated and 
converted by light excitation, which provides an efficient 
route to preferential near-surface charge storage. By using 
this process within our simulations, good agreement for the 
rather complex variation in transient shapes was obtained. 
VAPs are responsible for many properties of a-Se; here, we 
have demonstrated that the role played by VAPs in trapping 
and recombination can be sensed using photocurrent spec-
troscopy in the frequency domain with photocurrent tran-
sients in the time domain. The ability of the light-induced 
VAP model (and associated charge exchange processes) to 
reproduce the transient photocurrent response demonstrates 
that VAP defects may play an important role in the dynamic 
optical response of a-Se. This finding supports similar con-
clusions for X-ray response [40] concerning the reduction 
in sensitivity of a-Se X-ray detectors upon exposure to high-
dose radiation.
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