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ABSTRACT OF DISSERTATION

Routing and Applications of Vehicular Named Data Networking

Vehicular Ad hoc NETwork (VANET) allows vehicles to exchange important information

among themselves and has become a critical component for enabling smart transportation.

In VANET, vehicles are more interested in content itself than from which vehicle the content

is originated. Named Data Networking (NDN) is an Internet architecture that concentrates

on what the content is rather than where the content is located. We adopt NDN as the

underlying communication paradigm for VANET because it can better address a plethora of

problems in VANET, such as frequent disconnections and fast mobility of vehicles. However,

vehicular named data networking faces the problem of how to efficiently route interest

packets and data packets.

To address the problem, we propose a new geographic routing strategy of applying NDN

in vehicular networks with Delay Tolerant Networking (DTN) support, called GeoDTN-

NDN. We designed a hybrid routing mechanism for solving the flooding issue of forwarding

interest packets and the disruption problem of delivering data packets. To avoid disruptions

caused by routing packets over less-traveled roads, we develop a new progressive segment

routing approach that takes into consideration how vehicles are distributed among different

roads, with the goal of favoring well-traveled roads. A novel criterion for determining

progress of routing is designed to guarantee that the destination will be reached no matter

whether a temporary loop may be formed in the path.

We also investigate applications of vehicular named data networking. We categorize

these applications into four types and design an NDN naming scheme for them. We propose

a fog-computing based architecture to support the smart parking application, which enables

a driver to find a parking lot with available parking space and make reservation for future

parking need. Finally we describe several future research directions for vehicular named

data networking.

KEYWORDS: Named Data Networking, Vehicular Named Data Networking, Routing,

NDN applications, Smart parking Application
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Chapter 1

Introduction

Vehicular Ad hoc NETwork (VANET) is a communication architecture that has emerged

from Mobile Ad hoc NETwork (MANET) to support communication among vehicles.

Vehicles in a VANET organize themselves in an ad hoc fashion with regards to the neighbor

relationship among them and help each other by forwarding packets from other vehicles to

the desired destination. VANET makes traffic information and other important information

available to vehicles and has become a critical component for enabling smart transportation.

It can improve road safety and traffic efficiency and provide other information such as

parking, gas station, and entertainment information. The quality of experience for using

vehicles can be greatly improved with the assistance of VANET.

There are several variants of VANET. If each participating vehicle is allowed to

communicate only with other vehicles via wireless connections and exchange information,

it is called Vehicle to Vehicle (V2V) communication. If a participating vehicle can also

connect to Road Side Units (RSUs), which are considered part of the infrastructure, it

is called Vehicle to Infrastructure (V2I) communication. Finally, Vehicle to Everything

(V2X) communication means that a vehicle can additionally communicate with any entity,

including other vehicles, infrastructures, gateways, pedestrians, and other Internet of Things

(IoT) devices.

Implementing VANETs with the traditional IP-based network is challenging because
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frequent motions of vehicles result in rapid changes in the topology, and network

connectivity is short-lived and intermittent. In an IP-based network, the sender needs

to specify the IP address of the destination. It works fine in the traditional wired network

because the IP address is associated with the logical location inside networks, and we have

a way to forward the packets to the location. In VANETs, the address associated with a

vehicle will not give us an efficient way to forward packets to the destination because the

IP address no longer gives the clue of the location due to the mobility of the vehicles.

Named Data Networking (NDN) [1] is a recently proposed future Internet architecture

based on the Information-Centric Networking paradigm [2]. NDN specifies what the content

is rather than where the content comes from, focusing on the name of the content instead

of the address of the packet. NDN does not need to route packets to a specific address but

only needs to find the producer of the content or whoever caches the content in the network.

Because of caching of the data inside the NDN network, a mobile node can get the data

from any inside network cache without the need to specify the IP address of the producer.

Therefore, it can naturally support the mobility of the producer and is more suitable for

VANETs.

In NDN, the specification of the name of content uses a hierarchical, variable-length,

and human-readable structure, similar to URLs. A consumer interested in some content

sends out an interest packet, which contains the name prefix of the content with other

parameters. The Interest packet is usually sent out by broadcast and thus may cause

the flooding problem in the network. If either a producer or an intermediate router with

cached content receives the Interest packet, it will send back the matched data packet to

the consumer along the reverse path the interest packet has traveled.

NDN supports the mobility of consumers and producers because they are not assigned

any IP addresses that have to be attached to the Internet at some fixed point. They can

move to different places without worrying about changing the addresses – the problem

with the current IP-based network. NDN also enables in-network caching of content so

2



that the content can be fetched from any available cache, even though the producers may

have moved to different places at the time. NDN maintains self-certification of every data

packet. Each data packet is signed by the producer with its private key, and therefore, can

be verified by consumers who receive the data packet. Consumers verify the signature of the

received data packets to check the integrity and authenticity by using the key locator, which

includes the signing key information, carried in the data packet to get the corresponding

public key certificate [3]. This is important for VANET because we often need to make sure

that packets forwarded by some intermediate nodes in VANET come from a valid source.

All these features make NDN a good fit as a fundamental architecture for the VANET

environment [4].

While using NDN for VANET is a promising approach, it also brings several issues.

Early work on Vehicular Data Named Networking (V-NDN) [4] depends on broadcasting

interest packets to find the producer of the required content. This can cause flooding issues

inside the network. For those applications that focus on location-associated information,

such as traffic information, geographical routing can help direct the interest packet to its

desired destination. For geographical routing, there is a “local maximum” problem when a

node may not find a neighbor closer to the destination than itself. While perimeter routing

partially solved the problem, all these solutions are proposed in the context of MANET,

where they consider that mobile nodes form the topology of a graph, in which each node is

a vertex, and the communication link between two nodes is an edge. In VANETs, mobile

vehicles have to travel on the road. The topology formed by considering the city map is at

a higher abstraction level, where intersections are vertexes and roads represent edges. The

question becomes how to take advantage of this and make the geographical routing more

efficient.

Another issue with VANETs is the high mobility of vehicles. In NDN, the data packet

for satisfying an interest is sent to the consumers in the reserve path of what the interest

packet traveled. The path was set up when the interest packet was sent from the consumer

3



to the producer. Due to the mobility in VANET, the vehicles on the reverse path may

have moved to other places. The problem becomes how we can still get the data packet

back to the consumers. The high mobility may even lead to partitioning of VANETs when

a vehicle cannot find any other vehicles in its transmission range. This can interrupt the

transmission of both interest packets and data packets. Routing in these scenarios becomes

even more challenging.

To address these issues, we propose two approaches in this thesis. One is based on

geographical routing. We enhance it with Delay Tolerant Networking (DTN) to deal

with the network partition problem by allowing a vehicle to carry the packets for a short

period of time. We propose a hybrid geographic routing solution with restricted greedy,

greedy, perimeter, and DTN modes in packet forwarding. To deal with the interruption

of forwarding of data packets, we update the data packets with location information so

that they can be forwarded in the correct direction even if some intermediate nodes are

dislocated. We also allow the consumers to update requests when their location changes.

The other approach is based on source routing. To use the road graph made available

by the map on the vehicles, we propose a progressive segment routing approach that allows

multiple segments to be formed based on the observed density information about roads, in

order to choose the most efficient path for the packets. We need to make sure that progress

is made when the routing path can be dynamically changed by multiple segments. The

general idea is to choose well-traveled roads over less-traveled roads to reduce the failure

rate of packet delivery. A novel criterion for determining the progress of routing is designed

to guarantee that the destination will be reached even if a temporary loop may be formed

in the path.

After dealing with the routing problems, we turn our focus on V-NDN applications.

Many applications have been investigated, and they have different behaviors, features

and characteristics. We categorize these applications and discuss their communication

requirements. Some applications are more time sensitive than others and may need better
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quality of service (QoS). We present an NDN naming scheme for these applications and

design a priority model to prioritize the delivery of packets based on their types and names.

Finally, we develop a smart parking application to demonstrate how location-based routing

approaches can be used in V-NDN applications. The application is designed based on

the fog computing framework, which brings the computation and storage services close to

the end-users and allows sensor data collected to be processed locally. The smart parking

application enables drivers to query the availability of parking space and make reservations

ahead of time.

1.1 Overview of NDN System Architecture

Since our work is based on the NDN architecture, we present an overview of NDN here. In

NDN, names are used to identify the content and are the most critical part. NDN uses a

hierarchical, variable-length, and human-readable structure to represent names. NDN can

support many functionalities such as multicast, mobility, content distribution, and delay-

tolerant networking. In NDN, there are two types of packets, interest packets and data

packets. Interest packets are sent by a consumer and contain the name prefix of the content

with other parameters. Usually, a consumer application uses consumer/producer API to

request content. It sends an interest packet to the network to get the desired content,

usually by broadcast. The data packet contains the name prefix of the content with some

parameters plus the data. The data packet will be returned to the consumer if either the

intermediate router or a producer has received the interest packet. The data packet is

forwarded to the consumer using the reverse path of the matched interest packet.

The forwarding engine in NDN has three main data structures as shown in Figure 1.1:

Content Store (CS), Pending Interest Table (PIT), and Forwarding Information Base (FIB).

• CS: CS is composed of the name of the content and cached data. NDN uses the

caching ability in its intermediate nodes to reduce required upstream bandwidth and

downstream latency. It can also increase the probability that data content can be
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Figure 1.1: NDN Forwarding Engine

shared in the mobile environment. NDN packets are independent, self-identifying,

and self-authenticating so that consumers can fetch the content from CS and verify

the origin of the content.

• FIB: NDN uses FIB to forward the interest packet upstream toward the source(s).

The FIB is populated by name prefixes based on the routing protocol. Each entry

of FIB contains a list of the outgoing interface(s) for each name prefix as forwarding

entries. NDN FIB is similar to IP FIB. However, an NDN FIB entry contains a list

of interfaces rather than having only one best next hop as in IP FIB. Forwarding

strategies have been used to retrieve the Longest Prefix Matching (LPM) entry from

the FIB and decide when and where to forward the interest.

• PIT: It contains all the interest names with their associated interface entries, which

have been forwarded upstream but are not yet satisfied. The PIT entries are removed
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if the matching data packet is found and the corresponding interest can be satisfied,

or if the timer expires without any satisfaction.

1.2 Contributions

Our contributions can be highlighted in several aspects:

1. GeoDTN-NDN: a Geographic Routing Strategy with DTN Support for

Vehicular Named Data Networking: an improved V-NDN routing strategy that

enhances geographical routing to efficiently forward interest and data packets.

• We propose a hybrid geographical-routing scheme. The proposed hybrid

geographical routing strategy includes restricted greedy, greedy, perimeter, and

DTN modes. We explore the details of how the modes should be transitioned

from one to another.

• We design a method to direct data packets propagation toward the consumer,

aiming to facilitate NDN data packets propagation when facing high mobility of

vehicles in VANETs.

• We evaluate the GeoDTN-NDN performance in terms of efficiency and effective-

ness.

2. Progressive Segment Routing (PSR) for Vehicular Named Data Networks:

a routing strategy that utilizes Dijkstra’s algorithm and source routing to reduce

delivery failure.

• We propose an innovative routing algorithm that considers the density of vehicles

on the road when deciding which path to take. This achieves the goal of avoiding

less-traveled roads.
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• We allow intermediate nodes to dynamically change the routing path based on

locally measured density information so that a more efficient routing path can

be found.

• We define a novel criterion for determining the progress of routing to guarantee

that the destination will be reached even if a temporary loop may be formed in

the path.

• We evaluate the effectiveness and efficiency of the proposed PSR.

3. Applications of Vehicular Named Data Networking.

• We present a classification to categorize different V-NDN applications and

introduce the associated NDN naming scheme.

• We propose a priority model to prioritize delivering the data content based on

the NDN data type and name.

• We develop a smart parking application using a fog computing architecture that

supports IoT data collection and avoids the overcrowdedness of the central cloud

approach.

• We conduct simulations to evaluate the performance of the smart parking

application. The results show that the proposed solution achieves better

performance than existing solutions.

1.3 Thesis Organization

The remainder of this dissertation is organized as follows. In chapter 2, we review the

literature related to routing in V-NDN and VANET applications. Chapter 3 discusses

the hybrid geographical routing scheme for efficient forwarding of interest and data packets.

Chapter 4 presents the progressive segment routing approach for using multiple segments for

packet forwarding in vehicular named data networking. Chapter 5 analyzes different NDN
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applications and presents a naming scheme. It also describes the smart parking application

to allow drivers to find parking space and making reservations. Finally, Chapter 6 concludes

the thesis and points out future research directions.
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Chapter 2

Related Work

This dissertation builds upon a considerable body of previous work. Our discussion on

related work consists of two parts. Section 2.1 discusses work related to routing techniques

for VANETs. Section 2.2 discusses work related to applications using VANETs.

2.1 Related Work on Routing in VANETs

Early work on routing for VANETs does not use any framework of NDN. Using geographical

location information was first introduced in MANETs in general, not specifically for

VANETs. Several papers dealt with various problems associated with geographical

routing [5, 6]. To deal with the potential partition problems caused by wireless networks

in extreme condition, such as deep space exploration and wireless networks in mobile

or extreme terrestrial environments, Delay Tolerant Networking (DTN) was proposed.

Clustering techniques have been used in NDN to improve the routing efficiency. Finally, we

will discuss work on routing in vehicular named data networks.

2.1.1 Geographical Routing

Geographical routing depends on the knowledge of the geographical location of the

destination to guide the forwarding of packets. The basic strategy is to use Greedy

Routing [5], in which each node always forwards a packet to the neighbor that is the closer
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(greedy strategy) to the final destination than itself. Collectively, the packet will finally

arrive at the destination. Each node maintains only one-hop information for neighbors

instead of per-destination routing entries. However, the greedy strategy has its limitation.

It is possible that a node may not find a neighbor that is closer to the destination than

itself, even though a path to the destination exists. This typically happens when there

is an obstacle (such as a building), which affects the distribution of wireless nodes in the

space, resulting in a void area in the final topology formed. This is the well-known “local

maximum” problem with the greedy routing.

Several solutions have been proposed to solve the local maximum problem. Greedy

Perimeter Stateless Routing (GPSR) [7] is the most prominent one among them. GPSR

is a geo-location routing protocol that has two modes: greedy and perimeter. GPSR uses

the greedy mode until the packet arrives at a node that has no neighbors that is closer to

the destination than itself. At that point, it switches to the perimeter mode. If the packet

arrived at the forwarding node N from node M, the edge that node N will forward to is the

next edge sequentially counter-clockwise about N from edge (M, N). This is usually called

right-hand rule. It switches back to the greedy mode when a neighbor node that is closer

to D is found. GPSR requires the topology of nodes to be a planar graph. It can be a

complicated task to transform a non-planar graph into a planar graph. Several follow-up

studies explore how to make sure the topology is a planar graph or how to transform a

non-planar graph into a planar graph by removing edges in the graph.

Greedy Perimeter Coordinator Routing (GPCR) [6] adopts an alternative approach to

address the planar graph issue. It uses the urban street map as the forwarding graph,

instead of the graph generated by the neighboring relations among wireless nodes. The

solution considers each intersection as a vertex and the road between two intersections as

an edge in the graph. In addition to greedy and perimeter modes, GPCR introduces the

restricted greedy mode into the forwarding process. The greedy and perimeter modes are

only applied at the intersections where the forwarding decision is made. A node forwards
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packets along the street to the next intersection uses the restricted greedy mode until it

finds a node at an intersection. Vehicles at the intersection are called “coordinator vehicles”

and are responsible for making routing decisions. The routing decisions at intersections can

be either greedy or perimeter. If a “local maximum” is reached, the perimeter forwarding

is chosen at the intersection, and the node has to decide to forward packets to the next

street by applying the right-hand rule. Beacon messages are used to determine if the node

is at a road or intersection. The main issue with GPCR is that when no vehicle is at the

intersection, it can lead to the cross-link issue with possible routing loops.

VANET Cross-Link Corrected Routing (VCLCR) [8] proposed a routing protocol based

on the natural planner graph of urban areas where the intersections are considered vertices

and the streets between two intersections are considered edges. VCLCR avoids routing

to empty intersections by detecting cross-links, resulting from the perimeter mode in the

GPCR algorithm. It proposed a simple strategy by recording a path (a list of streets and

intersections) a packet traveled during the perimeter mode. When a packet is routed to a

road or intersection on the list, the node will know that there is a loop or cross-link and try

to avoid that.

2.1.2 Delay-Tolerant Networking (DTN)

In VANET, communication between vehicles can be disconnected when vehicles move apart.

This is the well-known intermittent connectivity problem. When a forwarder cannot find

any other nodes within its communication range, the network is essentially partitioned.

DTN [9] is a paradigm of routing proposed to deal with the disconnectivity issue in wireless

networks. To cope with intermittent connectivity, DTN uses store-carry-forward routing.

The packet can be buffered at the intermediate node in the routing path if there is no

available next-hop forwarder to forward the packet. This duration that the intermediate

node has to buffer the packet depends on how long it takes to find an appropriate next-hop

node that can continue to forward the packet. When there are multiple next-hop nodes to
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forward the packet, selecting the next-hop forwarder can determine the fate of the packet.

It is a hard decision to determine the best forwarder so that the packet can have the highest

chance for successful delivery.

The DTN routing can be categorized into two main categories, deterministic routing,

and stochastic routing. Based on these two types, different routing protocols have been

designed. In deterministic routing, the routing protocols know the future movement and

have the complete network topology. In stochastic routing, the routing protocols are not sure

of the mobility pattern of the network. Usually, stochastic routing depends on historical

data to predict the future behavior of mobile nodes and makes decisions based on some

stochastic model.

Mobile Relay Protocol (MRP) [10] is a relay-based approach used in conjunction with

traditional ad hoc protocol. It takes advantage of node mobility to disseminate messages to

mobile nodes. MRP protocol combines message routing and storage in the network. The

packet follows the normal routine process until it gets to an intermediate node without

neighbors. Then that intermediate node stores the packet and enters into relaying mode.

Model-Based Routing (MBR) [11] uses a mobility model of mobile nodes, which contain

the location information that can be used to select a relaying node without flooding. It also

uses the motion of vehicles as an approach to contribute to the delivery of the message.

MaxProp [12] attempts to provide a routing protocol for DTN messages. MaxProp

approach aims to increase the reliability of data delivery in DTN by determining which

packets to be transferred to other nodes and which packets to be dropped. It is based on

determining the data delivery likelihood to discover the path to a destination.

2.1.3 Clustering in NDN

For NDN, one of the techniques proposed to improve the routing efficiency is clustering. M.

Gohar et al. [13] introduced clustering-based routing to solve the mobility issue of producers.

They proposed a cluster-based device mobility management (CB-DMM) technique to
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manage the producer’s movement from one access router to another. A Cluster Head (CH)

is selected based on storage capacity, energy, and the CH’s location. When a producer

moves to a new location, it first informs the new access router about its information. The

new access router informs the CH about this producer’s information. The CH adds/updates

the new location of the producer and sends a binding acknowledgment to the new access

router. When the CH receives a content request, it knows the new location of the producer

and can forward to it.

Huang et al. [14] introduced a cooperative caching strategy in NDN to improve caching

efficiency. The authors argue that the caching in the current NDN is non-cooperative. So

the content can be cached anywhere, which can cause higher latency and overhead in data

delivery. They proposed a cluster-based method to divide vehicles into clusters based on

their location and movement. They introduced a cooperative caching mechanism to enable

the CHs to cache the content by cooperating with RSUs. Cluster members can benefit from

fetching the content from CHs. They also designed a popularity-aware cache replacement

method to make popular content more likely to stay in the cache for a longer period of

time. This work achieves good performance in reducing the delay and average hop count,

and improving the hit ratio.

2.1.4 Routing in Vehicular Named Data Networking

The first work that applies NDN to VANETs is V-NDN [4], which took advantage of the

content-centric approach and caching capabilities of intermediate nodes in NDN and made it

work coherently with the vehicular networks. It encodes the Geo-location information into

data names and uses greedy forwarding to get packets to the destination. It may encounter

the “local maximum” problem. Another issue is that it may cause the flooding issue when

the Interest packet is broadcast in the network without specifying any destination.

C. Bian et al. [15] proposed a geographical-based design of the NDN forwarding strategy

for urban areas in VANETs to handle the issues caused by dynamic topology. The authors
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employ a timer-based forwarding decision mechanism to promote reliability, multi-path

forwarding, and caching ability. The forwarding strategy is based on selecting the furthest

node from the sender.

Last Encounter Content Routing [16] proposed an opportunistic routing method, which

forwards interests to vehicles that have the content based on the information collected

before. They target applications with content not related to a specific location, such as

retrieving music or sharing video. To decrease the content exploration overhead, it lets

each node maintain the content locations using a data structure called “Last Encounter

List (LEL),” which contains the content list and content locations. These last encounter

lists are exchanged when two vehicles encounter. When vehicles get LEL information, they

will update their lists. A timer-based rebroadcast mechanism is used to reduce the chance

of rebroadcasting the same interest, in which vehicles are allowed to rebroadcast interest

after a timer expires, and they have not heard other vehicles broadcasting the same interest.

Maryam, et al. [17] studied how to mitigate the flooding storm of interests and address

link disconnectivity issues in Vehicular Content-Centric Networking. They proposed an

Intersection Based Forwarder Selection (IBFS) scheme, which tries to find the content

within one hop, and if not found, the interest will be broadcast to the network. The

method consists of two phases. The first phase is the intersection sharing phase, in which

performance metrics are exchanged between neighbors within the transmission range. The

second phase is the interest/data packet forwarding phase, in which a consumer selects a

relay node whose trajectory information is the best. The goal of IBFS is to reduce the delay

and minimize the number of forwarders in the forwarding path.

Navigo [18] is a more recent work that considers the urban area situation and exploits

Geo-location information for forwarding the interest packets to the destination. It assumes

that every node has access to a static map. Navigo considered two types of applications:

1) the applications where the consumer can determine their geographical location, such

as searching for road traffic in a specific area and finding the available parking, and 2)

15



the applications where the consumer cannot determine the location of data, such as music

sharing. It uses Dijkstra’s algorithm to calculate the shortest path to the destination by

considering each intersection as a node and the street between two intersections as an

edge. Navigo uses the exploration phase (flooding) when there is no information about

the data location in the FIB table. So it can suffer from the interest flooding problem in

the exploration phase. Another issue is that it assumes that Data packets will be sent to

the consumers in the reverse path of the interest packets, which can get interrupted when

the nodes on the path move. When calculating the shortest path, Navigo prefers wider

roads (with more lanes) over narrower roads (with fewer lanes) because they are likely

to have more traffic. Therefore, it adjusted the costs of edges by making them inversely

proportional to the number of lanes. In contrast, our approach measures the density of

traffic on the roads and adjusted the costs of edges accordingly that can more accurately

reflect the situation of road conditions.

2.2 Related Work on Applications of VANETs

There is quite a lot of work related to applications of using VANETs. Some of them have

been mentioned in Section 2.1.4. In this section, we will focus on related work in three

aspects, NDN-based Internet of Things (IoT), fog cloud computing and the smart parking

application.

2.2.1 NDN-based IoT

Integrating NDN with IoT has been investigated by some researchers in the last few years.

The following related work focuses on NDN-based IoT applications.

The authors in [19] proposed a vehicular information network architecture that relied

on NDN and used IoT technology. Each vehicle is equipped with a sensor(s) to collect data

such as weather conditions, location information, etc. The authors focus on designing a

hierarchical naming scheme that supports both the pull-based and push-based models for
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disseminating the sensed data in V2V communication. The hierarchical naming scheme

includes the geographical-location of the sensed device so it can be accessed by names. The

authors introduced collectors that can be gateways or smartphones. The main function

of collectors is to collect data. In addition, they define the metadata that can also be

generated by the collectors. The authors include aggregator servers that provide support to

collect, process and disseminate the results at different granularity. The authors proposed

a method to support data packet aggregation and interest packet segregation by modifying

the PIT table. They introduced timers for PIT table entries, and each timer can be set

based on the requirement of each application. The authors introduced a good solution to

support distributed mobility management and a location-based scheme. However, using

several aggregator servers at several levels can be expensive.

Kumar et al. [20] aimed to enhance the Routing Protocol for Low power loss networks

(RPL) commonly used in IoT and use it as a routing protocol for mobile nodes such as

vehicles. The authors proposed a solution to enhance the mobility feature by allowing

mobile nodes to broadcast to neighbors. Each parent mobile node contains a table that

stores mobile node information about all of its children. Once the mobile child node has

moved, the parent node broadcasts the mobile node information to its neighbors. They also

integrated the content-centric feature into the RPL protocol to reduce energy consumption

and latency. This solution first implemented the enhanced mobility feature by using IP

addresses and used RPL for vehicles.

François et al. [21] introduced the idea of pushing data content in Content-Centric

Networking (CCN), in which only one-way interests can carry the small embedded sensed

information by using the CCN namespace. The intermediate nodes do not cache or create

a PIT entry, and only the FIB forwards the interest packets. The solution was discussed in

the context of CCN and did not address the issue of the mobility in VANETs.

Amadeo et al. [22] studied using NDN for IoT in terms of easy data access, energy

efficiency, security, and mobility support. However, dealing with IoT devices can be
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challenging, especially in a wireless environment such as VANET. NDN supports receiver-

driven communications, so the IoT pull-based solutions are suitable to deal with the IoT

in NDN because the nature of NDN supports it. Amadeo et al. [23], proposed a pull-

based solution to collect data in WSN. The authors introduced a smart forwarding scheme

to efficiently retrieve data from different sensors to allow the sink node to retrieve data

efficiently. They also discussed how NDN can support reliable push-based IoT traffic such

as periodic data. For example, sensors for environmental monitoring may want to send

measurements at fixed intervals about the observed parameters in the environment. Sensors

for health monitoring may want to send event-triggered data, such as the measured blood

pressure if it exceeds a safety threshold. These data are suited for using the push-based

model.

2.2.2 Fog Cloud Computing

In this Section, we explain related work of using fog cloud computing. Khattak et al. [24]

introduced the integration of fog nodes into VANETs. The authors designed an architecture

to implement this integration with an infotainment application scenario. They used the

cache size of fog nodes as a parameter to evaluate its impact on this integration on the

fog-enabled VANET environment.

Both [25] and [26] have studied the ability of cloud computing, especially fog computing,

on VANET, to support the computational demands and reduce the response time. The fog

computing at edges has the benefits of bringing computing, processing, and storage closer

to the sensor devices. Hou et al. [27] introduced the idea of exploiting fog computing in

VANET. Xiao and Zhu [28] also introduced a similar idea of vehicular fog computing. They

presented cost-effective and on-demand fog computing for vehicular applications. Grover et

al. [29] demonstrated that real-time applications of VANET can be implemented using fog

computing.

Tang et al. [30] proposed a parking slot allocation strategy that considered the real-time
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parking slots information by exploiting the fog computing-based capabilities on a smart

parking architecture, aiming to enhance smart parking in real-time. The deployed fog

nodes (RSUs) at parking lots. These fog nodes can communicate with each other using

wired communication, allowing them to process parking requests collectively. Meanwhile,

the centralized cloud can promote smart parking capability by enforcing global optimization

on parking requests. The authors provided an allocation strategy that considered the

comprehensive factors, such as walking costs, driving costs, and waiting costs. The main

issue with the approach is that installing, deploying, and maintaining RSUs for every parking

area to achieve one-hop communication can be expensive.

Yi et al. [31] proposed a parking reservation auction system that uses cloud computing

with the association of parked vehicle cloud. The authors aim to guide mobile vehicles to the

available parking spaces with less effort. They focused on monetary rewards to compensate

for the service cost of vehicles and allocate the workload to each CPU. The solution results

in improved performance due to the fog node contribution.

2.2.3 Smart Parking Applications

Developing smart parking solutions can reduce the parking search time and traffic

congestion. It can also alleviate environmental pollution and fuel consumption. Some

existing projects such as SFpark (San Francisco) and LA Express Park (Los Angeles) [32]

take advantage of smart parking applications to allow drivers to locate available parking

spaces using smartphones. Many sensors were deployed to collect the sensed data in those

projects and send them to nearby meters. Drivers with smartphone devices can request

the availability of parking spaces. However, real-time availability data is only available for

vehicles located near the parking location. Also some desired functions are missing from

both systems.

Recently, smart parking applications have also attracted many researchers in academia

and industries. Several survey papers [32, 33, 34, 35] have been published with a focus on
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smart parking applications. Lin et al. [32] presented a survey paper about the smart parking

ecosystem. They introduced a comprehensive classification of smart parking applications by

identifying functionalities and problems of existing work. They divided existing work into

three macro-themes based on the target of the work. The first category is the information

collection tools that assist in gathering data such as sensors, actuators, and parking meters.

The second category is system deployment, which includes the software system that assists

with the statistical analysis of the collected data and provides data prediction. The

third category is service dissemination that analyzes the relationship between the gathered

information and some social feature related to the driver’s behaviors.

Hassoune et al. [34, 33] discussed some technologies about parking availability mon-

itoring, parking reservation and dynamic pricing. The authors in [34] investigated

different technologies regarding parking availability monitoring. These technologies help

the dissemination of the associated information regarding parking space availability and

parking reservation. The authors aimed to ensure higher customer satisfaction and increase

revenue from parking services. The authors studied the parking infrastructure from different

perspectives, including the various parking lots infrastructure.

Faheem et al. [35] presented a review paper showing different Intelligent Parking Services

(IPS), which are used for parking guidance and parking facility management. They represent

all the techniques that contribute to having an efficient and modern parking system. The

authors provided economic analysis for assessing and exploring the project’s feasibility.

Parking reservations have also been investigated by several previous studies. Integrating

reservation policies with smart parking provides many benefits for both the drivers and

managers of parking areas. Delot et al. [36] proposed a reservation protocol that allows

vehicles to search for the available parking slots related to their requested event. Vehicles

with similar interests in a relevant event will work cooperatively. Besides that, the relevant

direction of vehicles is taken into account to support the reservation strategy. They aimed to

avoid competition between the vehicles by introducing a probability function that includes

20



a threshold to verify whether an event is relevant for a vehicle or not.

Doulamis et al. [37] introduced an intelligent parking reservation management system

that relies on an optimal strategy, aiming to promote service quality of drivers and increase

the parking spaces utilization. The authors proposed an approach to utilize the interval

scheduling principles. Reservations are represented as a list of parking requests with

interested time intervals. They introduce a scheduler that can determine whether to accept

the task and assign it to some resource or deny it. They also introduced an adaptive pricing

policy such that the price is proportional to the rejection probability of a parking request.

Karbab et al. [38] proposed a scalable and low-cost car parking framework (CPF). The

authors introduced driver guidance, automatic payment, parking lot retrieval, security, and

vandalism detection. They used smartphone applications to reserve parking slots with

hybrid wireless communications. The GPS helps in getting the real-time location and

guides the drivers to the destination. All these parking applications are based on using

the traditional network, without considering the possibility of getting help from the NDN

architecture.
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Chapter 3

GeoDTN-NDN: a Geographic

Routing Strategy with DTN

Support for Vehicular Named Data

Networking

3.1 Overview

We consider VANET in an urban environment and assume that vehicles do not have

access to a static global map. Each vehicle is equipped with wifi in the ad-hoc mode for

communicating with other vehicles. We also assume that each vehicle knows its location,

speed, and moving direction. We apply NDN to VANET because each vehicle in need of

some content will be considered the consumer of the content, and there may be one or

multiple producers of the content. The consumer sends out interest packets specifying the

content it needs. The corresponding data packets will be sent back to the consumer by the

producer or some intermediate node inside the network.

We observe that VANET applications may be interested in location-associated informa-

tion, such as the traffic situation along the road to the destination or the parking information
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near the destination, or any point of interest such as gas stations and restaurants at a specific

location or some point along the path to the location. So we adopt an approach similar

to Navigo [18] to include geographical location in the interest packets, so that we can use

geographical routing to get the interest packet to a producer node in the location. We do

not even need to name a specific node but any node in that location. This addresses the

flooding problem with the forwarding of interest packets in NDN.

Data packets for satisfying the interest are forwarded in the reverse path in NDN, which

is fine in the original wired network environment. However, it can cause problems in the

mobile environment of vehicular networks because the nodes along the path may have moved

and the sender of the interest packet may also have moved. In this paper, we will include

the Geo-location of the sender in the interest packet so that data packets can be forwarded

back to the original sender of the interest packet using its location information. If the

location of the sender has changed, we can let the sender resend the interest packet toward

the source with current (updated) location. We expect that the interest packets will meet

the data packet at some node in the middle. This will make sure that we can deliver the

packets to the original sender with a higher success rate.

To further address the network partition problem caused by high mobility in VANET,

we propose to use Delay-Tolerant Networking (DTN) to enhance the geographical routing

for vehicular named data networks. When a node cannot find a neighbor that can make

progress for the interest/data packet forwarding, we can let the current node carry the

packet for a while until it encounters a neighbor. At that time, we can let the forwarding

process continue.

3.2 System Design and Forwarding Strategy

To use geographical routing strategies for forwarding interest and data packets, we include

the geographical location of the destination (either a producer of the content or the location

of an area of interest) in the interest packet. The intermediate nodes can use this location
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information to determine how to forward the packet instead of flooding it in all directions.

To facilitate the geographical routing of corresponding data packets back to the consumer,

we include the location information of the consumer in the interest packets. This location

information will be copied to the data packets when they are generated as an answer to the

interest packets.

Each vehicle maintains a table of current neighbors. Each node periodically sends out

a beacon message. The name of a beacon message has a special prefix “/hello” to be

distinguished from other messages. Other nodes within the transmission range will record

the information in their neighboring tables. Based on the entries in a neighboring table, a

node can find the best neighbor as the forwarder. A node can also determine whether it is

on the road or at the intersection by using beacon messages.

3.2.1 Selecting a Neighbor

Among all neighbor modes, we can select a neighbor that is the best to forward the packet,

based on a score that measures the distance and the velocity. Both the distance and velocity

can be positive and negative. If the neighbor is ahead with regard to the moving direction

of the current node, the distance is positive, and otherwise, it is negative. If the neighbor

is moving in the same direction with that of the current node, the velocity is positive, and

otherwise, it is negative.

We use the following formula (3.1) to calculate the neighbor score (NS) and the node

with the largest NS will be indicated by the sender for doing the next hop forwarding.

NS = α× V + β ×D (3.1)

where,

• α, β are system parameters,
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• V is the velocity of the neighbor node (only positive and negative as the direction

plus the speed),

• D is the distance from the current node.

3.2.2 Splitting Space into Geographical Areas

In traditional IP forwarding, we need to specify the destination IP address, which contains

the location information because the IP address is not only used as an identification but

implies where it is attached to the Internet as well. Meanwhile, packets in NDN carry data

names instead of destination addresses. In geographical routing, we need to steer an interest

packet to where the data is located.

In order to specify the geographical location, we adopt the idea of splitting the space into

Geographical Areas (Geo-areas) [18]. More specifically, the space is divided into grids in our

scheme. Producers that generate the content are located in certain Geo-areas. Consumers

are interested in the content related to certain geographical locations. They may not know

the ID or the exact location of the producers, but they know the Geo-area(s) they are

interested in. Therefore, consumers can specify the Geo-area while sending interest packets.

As mentioned, the interest packet is extended to carry more fields, including the location

information specified by the Geo-area. The interest packet will be forwarded toward the

center position of the destination Geo-area. Then the node near the center will broadcast

the packet to all nodes in the same Geo-area. Thus, the interest packet will be finally

forwarded to a corresponding producer.

Figure 3.1 shows how to split the space into grids (Geo-areas) and how to steer an

interest packet toward a specific Geo-area. A consumer (Yellow) is located in GeoArea 1 1

and wants to get the traffic information of GeoArea 2 1. The consumer does not know

the position of the producer (green). At first, the destination position field in the interest

packet will be the center position (blue) of GeoArea 2 1. The forwarders (red) will use this
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information to forward the packet toward the destination. The last forwarder will broadcast

to all nodes in the Geo-area and to reach a corresponding producer.

Figure 3.1: Forwarding to Geo-Area

3.2.3 Forwarding Strategies

Geographical routing uses location information to forward the packet toward the destina-

tion, typically consisting of two modes – greedy mode and perimeter mode. In the greedy

mode, packets are forwarded to a neighbor that is closest to the destination. When a

node does not have a neighbor that is closer to the destination than itself, the forwarding

will change to the perimeter mode, in which packets are forwarded to the neighbor based

on the right-hand rule [7]. The perimeter forwarding is only successful if the graph is a

planar graph. In the urban environment, we can consider the streets as the edges and

the intersections as the vertices of the graph, which is naturally a planar graph. The only

restriction is that when a packet is forwarded on the streets, we can no longer use the

general greedy forwarding. Rather we will use the restricted greedy forwarding introduced

in GPCR [6].
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One of the issues in VANET is that we do not have an always-connected network because

of the high mobility of vehicles. It is normal that the network becomes partitioned for a

period of time. Therefore, in addition to greedy, perimeter, and restricted greedy, we

introduce the DTN mode to the packet forwarding process. When a node cannot find any

desired neighbor, it will carry the packet for a while until it can forward the packet to some

desirable neighbor. The state transitions among different modes are shown in Figure 3.2.
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Figure 3.2: Transitions between restricted greedy, greedy, perimeter and DTN modes in the
proposed forwarding strategy

Initially, when a vehicle is about to send out an Interest packet, it specifies the location

of the destination and also includes its own location in the packet. It will find the best

neighbor that is closest to the destination or carry it until it finds such a neighbor. Then it

will forward the interest packet to this neighbor.

3.2.3.1 Restricted Greedy Forwarding

When a node on the street (not at intersections) receives a packet, it will use the restricted

greedy forwarding strategy. It will forward the packet along the street in the same direction
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the packet has traveled. This implies that the current node only selects neighbors in the

forwarding direction, opposite to the direction the packet comes from. It will select the

neighbor that is farthest from the current node so that it can make the biggest progress for

forwarding the packet. The only exception is that one of these neighbors is located in the

intersection, in which case the neighbor in the intersection is preferred and the forwarding is

transitioned to greedy mode. If it cannot find any neighbors in the direction, it will change

to DTN mode by carrying the packet along the street.

Figure 3.3 shows such a scenario. A sender vehicle S, located on the road between

intersection J3 and J4, wants to send an interest to GeoDest 1 1. It selects the best

forwarder A from its neighboring table based on the best neighbor score and forwards the

interest packet by specifying the desired forwarder within its transmission range along the

street toward J3. Vehicle A forwards the interest packet to vehicle B and so on until the

interest packet gets to the intersection. At that time, a decision has to be made to determine

which street the packet should be forwarded to until the interest packet reaches the final

destination.

3.2.3.2 Greedy and Perimeter Forwarding

The node at the intersection will make a decision to do greedy forwarding or perimeter

forwarding. It will first use a greedy forwarding strategy by finding one among the neighbors

closer to the destination than itself and not on the incoming street. Then, the packet will

be forwarded along the street where the selected forwarder is located toward the next

intersection. The mode is transitioned to restricted greedy forwarding. If it cannot find

such a node, the mode will be transitioned to perimeter mode. In this case, it will use

the right-hand rule to locate a street, excluding the one where the packet comes from. It

will find one of the neighbors on that street that is farthest away from the current node as

the forwarder. After that, the forwarding mode will also be transitioned to the restricted

greedy. If there is no neighbor on that street, the forwarding mode will transition to DTN

28



Figure 3.3: A Scenario of Forwarding Strategy

mode. The current node will carry the packet.

In Figure 3.4, sender S sends an interest packet to GeoDest 1 1. It first forwards

to a coordinator node at J2, where the forwarding decision is made to decide on what

street to follow. The mode, in this case, is greedy. When the interest packet reaches

intersection J8, it switches its mode to perimeter mode because there is no intersection

vertex closer to the destination. Intersection J8 uses the right-hand rule and forwards the

interest packet to intersection J7. By using the right-hand rule, the chosen street is the

next one counter-clockwise. Also, at intersection J7, the mode is perimeter mode. When

the interest packet reaches J10, the mode is switched to greedy again. The purple circles

around the intersections (J8 and J7) indicate the intersections that decide to use perimeter

mode, while the red circles around the intersections indicate the greedy mode.

29



Figure 3.4: A scenario of forwarding strategy (Perimeter mode)

3.2.3.3 DTN Forwarding

Our proposed strategy can decide to switch to DTN mode after checking the availability of

forwarders from a neighboring table. If the next forwarder node is missing, meaning that

there is no available vehicle to forward the packet from neighbors in the road or the current

node is scored better than its neighbors as mentioned in 3.2.1, then it switches to DTN

mode.

In DTN mode, the current node will carry the packet for as long as it takes. When

the node travels into the next intersection, the forwarding mode will change to greedy

forwarding. Before it gets to the next intersection, it will forward the packet to that

neighbor if it finds a neighbor along the street in the forwarding direction. If the neighbor

is not at the intersection, the mode will transition to restricted greedy; otherwise, it will

transition to greedy forwarding.
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The DTN mode uses “hold/carry and forward.” It will change some fields in the interest

packet.

• M: a flag field that indicates the mode of the packet. The flag will be changed to DTN

mode.

• DTN EXP: if the mode is set to DTN mode, an expiration time will be set to indicate

how long the selected node buffers and carries this packet. Once the timer expires,

the node will drop the packet.

The idea behind our solution is that after entering DTN mode, it takes advantage of

vehicle motion to hold/carry the packet toward the destination. If this vehicle finds a

suitable next node to forward the packet, the mode will be changed to restricted greedy

or greedy/perimeter, depending on whether the next node is on the same road or at the

intersection. If this vehicle cannot find such a time within the expiration time, the packet

will be simply dropped.

Figure 3.3 shows that when a vehicle E cannot find any neighbor node within its

transmission range to forward the packet, it will switch to the DTN mode and carry/hold

the interest packet until it finds a next neighbor.

Here is the summary of the algorithm for forwarding interest packets.

1. The vehicle looks up the neighboring table and check whether it is approaching an

intersection. If not, it will use the restricted greedy forwarding to choose the neighbor

on the same road with the highest score to forward the packet to the next intersection.

2. When the vehicle is approaching the intersection, the routing mode is changed to

greedy or perimeter, depending on whether it can find a neighbor on the road that

leads to the destination based on greedy forwarding. In the perimeter mode, the

vehicle find a next neighbor node on the road based on the right-hand rule.

3. When a node does not find a forwarder node with a better score than itself on a road

or intersection, it switches to DTN mode.
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4. When a node is in DTN mode, if its DTN EXP expires, the packet will be dropped. If

it finds a neighbor that can forward the packet further, the forwarding will exit DTN

mode depending on the location of the neighbor.

3.2.4 Data Packet Forwarding

In the NDN architecture, the path the interest packet traveled will be recorded in the

Pending Interests Tables (PIT) in the intermediate nodes. The data packet for satisfying

the interest will be sent in the reverse path by looking at the PIT tables. However, it

sometimes may be difficult for the data packet to take the reverse path because of the high

mobility of vehicles. We have included the location information of the consumer in the

interest packet. When a data packet is forwarded back from the producer to the consumer,

we can take advantage of this location information to help direct the forwarding of the data

packet. Our solution is based on the push-based model that allows the producer to push

the data packet toward the consumer.

Sender

receiver

Figure 3.5: Sender, receiver and intermediate nodes remain in their position

We consider three scenarios. First, when the producer (receiver of the interest packet),

the consumer (sender of the interest packet), and intermediate nodes remain in the same

position. Once the producer receives the interest packet, it can forward the data packet via

the reverse path using the NDN forwarding mechanism. Figure 3.5 shows how the sender
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sends an interest packet to the producer (receiver), and then the data packet is returned in

the reverse path to the sender. This scenario is the simplest case that can directly use the

existing NDN mechanism.

Sender

receiver

BA

Figure 3.6: A changes its position and B comes in A’s previous position

The second scenario is the case in which some intermediate node changes its position,

and it is possible that some new node comes to the position to replace the node that has

moved. In this situation, we can use the push-based model using the location information

of the consumer. The data packet will be pushed toward the geographical location of the

consumer using a similar method for interest forwarding. Once the packet reaches a node

that has information about the interest in its PIT table, it can use the NDN mechanism to

forward the packet. Figure 3.6 shows that an intermediate node A moves to a new position

and node B is a new an intermediate node that comes to the position of A. Node B did not

participate in forwarding of the interest packet. However, the data packet will be forward

to B by the push model, and it will in turn forward the packet toward the sender of the

interest packet, even if it did not have a PIT entry for the request.

The third scenario is when the sender of an interest packet moves away from its original

position. If the distance is far enough to be out of range of the upstream neighbor and
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receiver

Sender

Figure 3.7: Sender changes its position before receiving the Data back

yet the requested data has not been satisfied; it should resend the interest packet toward

the producer, including its new position in the packet. This new interest packet may reach

some intermediate node from the path taken by transmitting the previous interest packet.

Under the NDN model, those nodes will cache the content if the data packet has gone

through it toward the original location of the sender. Therefore, the consumer can exploit

the NDN feature of caching and receives data from the first node that has the data in its

cache instead of traveling all the way to the producer. Figure 3.7 shows that the sender

updates its position by sending a new interest packet to the producer and gets the data

packet from the first intermediate node met on the original path. This can reduce the time

the consumer gets the content from the producer in the mobile environment.

3.3 Simulation

We evaluated our proposed forwarding strategy (GeoDTN-NDN) for vehicular named data

networking by simulation and compared its performance with the original implementation
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of applying NDN to VANETs called V-NDN [4]. We used an ns-3 based open-source NDN

simulator ndnSIM [39] (Version 2.6) and the SUMO microscopic traffic simulation for urban

mobility [40] as a starting point, and implemented the forwarding strategies for interest

packets and data packets. We used a map of the University of Kentucky Campus in the

city of Lexington, KY as the area for moving vehicles. There are lanes in two directions for

all streets. The vehicle speed limit is 30 km/h. We assume that the transmission range of

signals of all vehicles is 150 meters. Figure 3.8 shows the University of Kentucky campus

map in SUMO-GUI.

Figure 3.8: University of Kentucky campus map in SUMO

3.3.1 Simulation Scenarios

To evaluate GeoDTN-NDN performance, we considered two scenarios. In scenario 1, we

set the number of vehicles to be 50, 100, 150, 200, 300, 400, 500, 600, 700, 800, and 900.

We took into consideration parameters such as location, moving speed, and the direction of

vehicles. We also considered the number of neighbors within a transmission range. Based on

the topology, we set the system parameter for calculating the best score as α = 0.6, β = 0.4.

Table 3.1 shows the parameters of Scenario 1.
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Table 3.1: Simulation Step Parameters of Scenario 1
Scenario 1

Maximum transmission range 150 m

Number of nodes 50, 100, 150, 200, 300, 400,...,
900

Vehicle speed 0-30 km/h

Geo-area size 200× 200m

Simulation duration 200 ms

MAC type IEEE802.11

Table 3.2: Simulation Step Parameters Scenario 2
Scenario 2

Maximum transmission range 150 m

Number of nodes 100

Number of consumers 10, 20, 30, 40, 50, 60, 70, 80,
and 90

Vehicle speed 0-30 km/h

Geo-area size 200× 200m

Simulation duration 200 ms

MAC type IEEE802.11

In Scenario 2, we considered that not all vehicles send interest packets to get the data.

Those vehicles that send interest packets are called consumers, which will get the data from

vehicles acting as producers. In Scenario 2, the total number of vehicles is 100, and the

number of consumers are set to be 10, 20, 30, 40, 50, 60, 70, 80, and 90. Table 3.2 shows

the parameters of Scenario 2.

3.3.2 Simulation Results

We compare the performance of GeoDTN-NDN with V-NDN [4]. The performance metrics

used include the packet delivery rate, end to end delay, packet loss rate and throughput.

We first present results in Scenario 1.

1) Packet Delivery Rate. It is defined as the ratio of data packets successfully received to

the total interest packets sent. Figure 3.9 shows that our solution achieves higher delivery

rate than the original V-NDN. The delivery rate of our solution increases from 30% to 65

% when the number of vehicles increases from 50 to 900, while V-NDN remains steady and
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then increases up to 40%. When the number of nodes increases, the density of nodes in the

simulated area also increases. The higher density means better connectivity among nodes.

Furthermore, the distance between nodes will be smaller. This results in higher delivery

rate if we have more vehicles in the area. Because GeoDTN-NDN introduces DTN mode

and a more robust data packet delivery mechanism, its delivery rate is nearly 22% higher

than V-NDN.

Figure 3.9: PDR for the number of vehicles

2) End to end delay. It is defined as the time from sending the request to receiving the

request. Figure 3.10 shows the delay when we have different numbers of vehicles. Overall,

the graph shows that when the number of vehicles increases, the delay decreases, partly due

to caching in NDN. When there are more vehicles in the network, the chance of finding the

content is higher. GeoDTN-NDN has lower delay than V-NDN. However, the improvement

is not very significant.

3) Throughput. It is defined as the number of successfully transmitted packets per
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Figure 3.10: Delay for the number of vehicles

unit time. Figure 3.11 shows that the throughput of V-NDN increases from 0 to 8000,

while GeoDTN-NDN throughput increases from 1000 to 14000. The throughput in both

schemes increases when the number of vehicles increases. GeoDTN-NDN achieves better

throughput because the forwarding strategy of GeoDTN-NDN selects the best forwarded

among all neighbors.

In Scenario 2, we used a fixed number of vehicles (100) and a variable number of

consumers. We used the same performance metrics as in Scenario 1.

1) Packet Delivery Rate (PDR). Figure 3.12 shows that the delivery rate of interest

packets. GeoDTN-NDN performs much better, compared with V-NDN. The PDR of V-

NDN remains stable at approximately 10%. Meanwhile, the PDR of GeoDTN-NDN is 25%

when the number of consumers is 10%. Then it has a jump when the number of consumers

is 20%. After that, when the number of consumers increases, there is a slight decrease in

the delivery rate, probably because more requests sent to the network cause a higher loss

rate.

2) End to end delay. Figure 3.13 shows that the delay for GeoDTN-NDN is less than

that of V-NDN. From the graph, we can the delay increases when the number of consumers

increases. When the number of consumers is higher, the number of requests sent to the
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Figure 3.11: Throughput for the number of vehicles

Figure 3.12: PDR for the number of consumers
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network increases. Thus the traffic in the network is higher.

Figure 3.13: Delay for the number of consumers

3) Throughput. Figure 3.14 shows that as the number of consumers increases, the

throughput for both schemes increases significantly. This is because the throughput is

simply the aggregated rate over all consumers. We can observe that GeoDTN-NDN shows

a significant improvement in throughput, especially when the number of consumers are from

50 to 90.

In summary, our proposed solution GeoDTN-NDN can improve performance with regard

to packet delivery rate, end to end delay and throughput, in both evaluated scenarios.

3.4 Summary

In this Chapter, we discussed the main challenges when applying NDN to VANETs. We

proposed a hybrid geographic routing solution (GeoDTN-NDN) combining the restricted

greedy, greedy, perimeter, and DTN modes to improve packet delivery forwarding in urban

area. Our proposed solution incorporates the strengths of both Geographical routing
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Figure 3.14: Throughput for the number of consumers

and DTN forwarding. We introduced a mechanism for data packet propagation and

considered the scenarios where the sender changes its location. Our simulation results

showed significant improvement in packet delivery rate and throughput of the proposed

forwarding strategy.
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Chapter 4

Progressive Segment Routing for

Vehicular Named Data Networks

4.1 Design Overview

In this chapter, we shift our focus on an urban environment where vehicles use the vehicle

to vehicle (V2V) communications and each vehicle has a map to get the road information,

including the attributes of roads and intersection locations.

We have the same targeted category of VANET applications (transportation) as in the

previous chapter. An observation is that the producers of the content for these applications

are typically located in a certain geographical area. Using the location information of

potential sources can direct the interest packets in a certain direction. Therefore the flooding

caused by a broadcast of interest packets can be avoided. In particular, with the assumption

that the vehicles in these applications are equipped with a map of an area of interest (e.g.,

in urban areas), a simple approach is to use Dijkstra’s algorithm to calculate the shortest

path from the consumer to the producer of the content as the routing path for forwarding

interest packets.

We have to address several issues with regard to the routing of interest packets. First,

we need to determine the metric of cost of edges used in Dijkstra’s algorithm. The physical
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distance may be a good measure if we are figuring out a path for a vehicle to travel to the

destination. However, we are interested in forwarding the interest packets to the destination.

It is the nature of VANETS that communication may experience frequent disconnectivity

due to the fast mobility of vehicles. When selecting a path, we may want to have a path

with the least chance of being disconnected.

Second, the path condition may change over time. Letting the source node calculate

the whole path to the producers of the content may lead to a sub-quality path. We need

to make the decision on how far the source should dictate the forwarding of the interest

packets.

Third, if multiple points along the path make decisions, we may end up with a loop in

the forwarding process. We have to make sure the algorithm can avoid such situations.

To address these problems, we propose a progressive segment routing (PSR) approach

for handling interest packets in vehicular NDNs. The new routing algorithm takes into

consideration how vehicles are distributed among different roads and choose well-traveled

roads over less-traveled roads. The goal is to reduce the failure rate of packet delivery. The

whole routing path consists of multiple segments. The source will calculate the routing path

to some intermediate target intersections as the first segment, and the rest of the path will

use the shortest path as the default. After reaching the intermediate target, the default

shortest path can be re-calculated by relay nodes based on changed conditions. At this

time, another segment can be formulated, followed by another default shortest path to the

destination. The process continues until the producer of the interest is reached.

One problem with the multi-segment routing is that it may generate a loop because the

intermediate targets calculate the path independently from the previous path. To avoid

an infinite loop in the path, we propose the idea of progressive segment routing. When a

node generates a source routing path, not all nodes can re-calculate and update the path

in this source routing path. Instead, only those nodes with a shorter distance on the map

graph than the current node can update the path and send the interest packet toward the
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producer, including its new position in the packet.

4.2 Progressive Segment Routing Strategy

Most routing problems can be reduced to finding the shortest path in a graph. If we can

build a graph among all vehicles, called vehicle graph, we can use the same algorithm to find

the routing path, except that this graph is constantly changing. Notice that this vehicle

graph is different from the map graph, in which vertices are intersections and edges are the

roads connecting these intersections.

The basic idea of our approach is to reduce the routing problem to the problem of finding

the shortest path in the map graph. The starting step is to use source routing. When the

consumer needs to send out an interest packet, it computes the shortest path using the

map graph. The remaining problem is how to forward a packet from one intersection to

another. When a vehicle on one road approaching the intersection needs to relay packets

to the next vehicle, it should choose one on the correct road, under the assumption that

the GPS information is accurate enough and neighboring nodes have exchanged location

information. Once the message is received by a vehicle on the new road, we assume that the

restricted greedy forwarding mechanism [6] will be used. That is, nodes will always forward

the packet along the road in the same direction the packet has traveled. This restricted

greedy forwarding will continue until the node relaying the message is approaching the

intersection.

As we mentioned before, the physical distance may be a good measure for finding a path

for a vehicle to travel to the destination, and may not necessarily be the best for finding a

path for packet forwarding. We need to take into consideration the frequent disconnectivity

due to the fast mobility of vehicles. We will use the approach to avoid less traveled roads

to reduce the chance of getting into the situation in which a vehicle cannot find the next

relay node. To that end, we will estimate the density of vehicles on each road and adjust

the distance by the density as the cost of edges used in the algorithm.
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Our proposed routing mechanism consists of two major steps, density estimation of

roads and progressive routing.

4.2.1 Collection of Density Information

To achieve the goal of routing interest messages along the roads that have constant traffic so

that a node will likely find the following relay nodes, we developed a mechanism to estimate

how frequently each road is traveled. We used density to measure how busy a road is,

defined as the number of vehicles traveling on the road per distance unit. We normalized

it to the range of 0 to 1. We will give a definition next and explain how it will be used to

adjust the distance information used for calculating shortest paths. We do not expect to

have density information of all the roads on a map for scalability reasons. The total number

of roads may be too large to keep the status up to date. The states maintained at each

node should also be minimal. Therefore, we will let each vehicle keep track of the number

of vehicles encountered for the last n roads it traveled, where n is a design parameter and

can be adjusted. For example, we can let a vehicle keep track of n = 8 roads most recently

traveled. When a vehicle encounters another vehicle on a road, the exchange of beacon

messages between these vehicles will allow each identifies that another vehicle is on the

same road. A vehicle maintains a list of IDs of other vehicles on the current road. Once it

moves on to the next road, it only needs to remember the number of vehicles encountered.

When a vehicle needs to record the number of vehicles on a new road and has already

had n road information stored, the oldest road information will be discarded. The stable

state is that each vehicle has the information of the number of vehicles on last n roads it

traveled. Note that the number recorded by a vehicle on a road is an undercount of the

actual number of vehicles on the road because it most likely cannot meet every vehicle on

the road. Nonetheless, it is the best estimate we can get that actually reflects how busy

each road is.

For each road, the density is determined by the number of neighboring vehicles Ni, the

45



length of the road Li, and transmission range of wireless signal R. We can define the density

of road i as follows.

Deni = min(
Ni

β ∗ Li
R

, 1) (4.1)

where β is a parameter that defines the target of saturation level and β ≥ 1.

Under the assumption of transmission range being R, for a road of length L, we need at

least L
R vehicles to cover the whole road length, if the vehicles are evenly distributed on the

road with equal distance among themselves. However, that will not happen in reality. The

redundancy parameter β states the target number of vehicles (i.e., β times L
R) to accomplish

smooth communication on the road. In practice, β can be somewhere in the range of 5 to

20. The ratio of the actual number (Ni) of vehicles on the road over this target number

(β ∗ Li
R ) is defined as the density of the road. To limit the density number to the range from

0 to 1, we put an upper limit of 1 to get the density value.

When a consumer node or a relay node needs to calculate the shortest path to the

destination, it asks its neighbors about the number of the vehicles recorded on their last n

roads traveled. The current node calculates the average number of vehicles for each road it

has information. Using formula (4.1), it can calculate the density of roads for which it has

information. If the node does not have information about the number of vehicles recorded,

it just considers the density to be 0.

After getting the density information, the node can calculate the adjusted distance for

each road as follows:

Disi = Li ∗ (1− α ∗Deni) (4.2)
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where α (0 ≤ α ≤ 1) is a parameter that defines how aggressively we want to adjust distance

values.

We can look more closely at how the values of α will adjust the distance values; if α = 0,

then Disi = Li. The density information does not affect at all the length value. In the

unlikely case when α = 1, we will have Disi = 0 if the density is Deni = 1; that is, we will

consider the length of the road is 0 if density is 1. The larger the values of α, the higher

the density’s effect on the road length. More likely, we expect that α get a value close to 1,

such as 0.8 or 0.9. This reflects our preference for higher-density roads over lower-density

roads.

4.2.2 Progressive Routing Algorithm

When a consumer (source) node needs to send an interest packet, it calculates the entire

path using Dijkstra’s algorithm on the underlying map with the length of road adjusted by

the collected density information. Using source routing, it attaches the interest packet with

the path, defined as a sequence of intersections that the interest packet should travel. The

relay node selectively chooses a forwarder when approaching intersections to ensure that

the packet is forwarded to the next node on the right road. Assisted with the restricted

greedy forwarding [7] on the road, the interest packet can be forwarded to the destination

locations.

However, the source node only has a limited view of the whole network topology because

its neighbors only store densities of up to n roads. It may find the better path close-by

and choose a sub-optimal path far away. Also, the density information may change over

time. Therefore, the source routing path may not necessarily be optimal for the interest

packets to travel. To provide more flexibility, we allow the relay nodes on the source

routing path to make new decisions to update the source routing path based on their

density information collected at the location closest to where the packet will travel with

more up-to-date information [41]. The path traveled so far from the consumer node to
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Figure 4.1: Updating source routing path

the relay node is called a segment. The rest of the path will be another segment, which

can potentially be divided into more segments if other relay nodes downstream update the

routing path.

For example, in Figure 4.1, source node A calculates the path to destination D is

[A,B,E,D]. However, when the packet arrives at B, B finds that a better path [B,C,E,D]

based on its density information. It will replace the original path with [B,C,E,D]. Finally,

the packet will go through [A,B,C,E,D] to get to the destination D. We have two segments

[A,B] and [B,C,E,D] in this routing path.

One possible problem with the dynamic updating of the source routing path is that we

may end up with a loop in the routing path. For example, in Figure 4.1, after B updates

the routing path [A,B,E,D] with its newly found path [B,C,E,D], it forwards the packet

to C. However, C may find the path [C,B,E,D] is the best path to destination D based

on the information it collected; thus, it will forward the packet back to B. This process can

continue forever.

To deal with this problem, we propose a progressive approach for segment routing.

While we still want relay nodes to be able to update the routing path, we will impose a

condition on who can update to make progress toward the destination at each step.

After calculating the source routing path from the current node to the destination with
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density-adjusted lengths, the progressive segment routing algorithm uses the unadjusted

graph with the original lengths of roads to calculate the distance from each node in the

path to the destination. In the source routing path, these nodes having a longer distance

than the current node to the destination (both distances using the unadjusted lengths) will

be marked. When approaching these marked intermediate nodes in the path, the relay node

will not update the source routing path. Only when approaching unmarked intermediate

nodes, the relay node may possibly update the source routing path.

We go back to the example in Figure 4.1. At node A, all nodes in the source routing

path, including B,E, and D have a shorter distance than A. So, no nodes are marked.

When approaching intersection B, the relay node will update the path because it finds a

better path to D, i.e., [B,C,E,D]. However, because C has a longer distance to D than

that from B to D in the unadjusted graph, C is marked. So, the updated source routing

path is [C∗, E,D]. When the relay node approaches C, because C is marked, it will not

update the routing path. Rather, it will just forward the packet to a node on the road from

C to E. When approaching E, a relay node will not be able to find a better path to D.

Finally, the packet will be delivered to D. By imposing these restrictions, we can avoid the

routing loop problem.

We present the progressive segment routing algorithm that a relay node will execute

upon receiving a packet to forward it to the next node in figure 19. Step 2 determines

whether to update the source routing path; only unmarked intersections will trigger the

update. Steps 9 to 15 decide which nodes in the updated path get marked based on the

distance to the destination compared to the distance from the current intersection to the

destination.

We give another example in Figure 4.3 to show that using the progressive segment

routing can guarantee that the packet will be forwarded to the final destination, even if a

node may be visited twice (a loop). When the original source A forwards the packet to

D, the source routing path is [A,B,C, F,D]. Since no nodes in the path have a shorter
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Data: current node nc, destination D, source routing path P = [L1, L2, · · · , Lk]
1 if the current node approaches an intersection L1 then
2 if the intersection L1 is marked in the source routing path then
3 remove L1 from the routing path
4 forward the packet to a node on the next road (L1, L2)

5 else
6 collect density information from neighboring nodes
7 calculate the adjusted length for each road edge based on densities
8 calculate the shortest path P ′ from L1 to D using the adjusted lengths
9 if P ′ is different from P then

10 use the unadjusted map graph to calculate the distance dc from L1 to D
11 for each node ni in P ′ except L1 do
12 use the unadjusted map graph to calculate the distance di from ni to

D
13 if di > dc then
14 Mark ni

15 replace P by P ′

16 remove L1 from P
17 forward the packet to a node on the road from L1 to the first node in P

18 else
19 forward the packet to the next vehicle using restricted greedy forwarding

Figure 4.2: Progressive Segment Routing Algorithm

distance than A, they are not marked. Approaching intersection C, the updated routing

path based on density can be P ′ = [C,E,G,D]. The distance of the current node C to D

is 3+6=9 using the map graph. We calculate the distances of nodes in P ′. The distance

from E to D is 7, which is smaller than C’s distance to D. So, E is not marked. Similarly,

G and D are not marked. So, the updated routing path is P = [E,G,D].

When the packet approaches E, the updated routing path based on density can be

P ′ = [E,B,C, F,D]. The distance of the current node E to D is 3+4=7 using the map

graph. We calculate the distances of nodes in P ′. The distance from B to D is 12, which

is greater than E’s distance to D. So, B is marked. Similarly, C is marked; however, F

is not marked. So, the updated routing path will be P = [B∗, C∗, F,D]. Based on the

algorithm, when the packet approaches B, no update of the routing path will happen since

B is marked. Similarly, when the packet approaches C, no update of the routing path will
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Figure 4.3: An example of progressive segment routing

happen since C is marked. It is fine that the path may be updated when approaching F ,

but that will not cause a problem because we guarantee that progress is made when we do

an update each time. The routing path in this example consists of three segments, [A,B,C],

[C,E] and [E,B,C, F,D].

We will make one more observation. Just from the temporary loop ([C,E,B,C]) in

which the packet travels, it seems that the routing path is not optimal. Actually, based on

the states collected by the decision making relay nodes, the decisions are the best they can

make at the time. The changes of the network states or the limitation of information they

can get lead to inconsistent views of the network. However, the algorithm will still make

sure that the packet can be delivered to the final destination.

4.3 Simulation

4.3.1 Simulation Environment

We use an ns-3 based open-source NDN simulator ndnSIM (Version 2.6) [39] and the

SUMO microscopic traffic simulation for urban mobility [40] as the starting point. We
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Table 4.1: Simulation Step Parameters of Scenario 1
Scenario 1

Maximum transmission range 150 m

Maximum transmission range
of RSU

400 m

Number of nodes 50, 100, 150, 200, 300, 400,...,
900

Vehicle speed 30-40 km/h

Simulation duration 200 ms

MAC type IEEE802.11

use OpenStreetMap [42] to get a map of our University Campus that spans a 1500× 1000

meter area. Vehicles move in both directions on all streets. The vehicle speed limit is 30-40

km/h. We assume that the transmission range of signals for all vehicles is 150 meters. We

implemented our proposed algorithm using ndnSIM to meet our requirements. To evaluate

the performance, we compare the results with two previous schemes, V-NDN and GeoDTN-

NDN. The evaluation uses several metrics including packet delivery ratio, throughput, and

delay.

4.3.2 Simulation Scenarios

We generated two scenarios to compare our system with V-NDN and GeoDTN-NDN. In

Scenario 1, we set the number of vehicles to be 50, 100, 150, 200, 300, 400, 500, 600, 700,

800, and 900. Table 1 shows the simulation setup parameters of Scenario 1. In Scenario 1,

we investigated the performance of original V-NDN, GeoDTN-NDN, and PSR when using

different numbers of vehicles.

In Scenario 2, we evaluate PSR by comparing it with the original V-NDN and GeoDTN-

NDN. The number of vehicles is fixed (100), and the number of consumers is set to 10, 20,

30, 40, 50, 60, 70, 80, and 90. Table 4.2 shows the simulation setup parameters of Scenario

2.
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Table 4.2: Simulation Step Parameters Scenario 2
Scenario 2

Maximum transmission range 150 m

Maximum transmission range
of RSU

400 m

Number of nodes 100

Maximum transmission range
of RSU

400 m

Number of consumers 10, 20, 30, 40, 50, 60, 70, 80,
and 90

Vehicle speed 30-40 km/h

Simulation duration 200 ms

MAC type IEEE802.11

4.3.3 Simulation Results

In this section, we present the simulation results of both Scenario 1 and Scenario 2. We use

several performance metrics in the evaluation, including packet delivery ratio, delay and

throughput.

We first present the results in Scenario 1.

• Packet Delivery Ratio (PDR). It is defined as the ratio of the number of packets

successfully received to the total number of packets transmitted. The graph in figure

4.4 illustrates the PDRs of V-NDN, GeoDTN-NDN, and PSR. From the figure, we

find that PSR achieves the highest packet delivery ratio because it avoids less-travelled

roads. When the number of vehicles is 50, the PDR is the lowest for all three schemes

because the vehicle density is low and the connectivity is the worst. All are gradually

get better performance when the number of vehicle increases. We observed that the

PDR almost grows linearly proportional to the number of vehicles due to vehicles

availability and the nature of NDN. It shows that the PDR dipped for both V-

NDN and GeoDTN-NDN when the number of vehicles is 150 because they might

face some disconnectivity at this number. Overall, V-NDN and GeoDTN-NDN to

have a lower PDR compared with PSR. Specifically, the PDR for GeoDTN-NDN is

about 20% higher than that of V-NDN, due to the hybrid forwarding algorithm with
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the prorogation algorithm in GeoDTN-NDN. The PDR of our proposed PSR is about

5% ∼ 25% higher than that of GeoDTN-NDN.

Figure 4.4: PDR for the number of vehicles

• Delay. It is defined as the end-to-end delay of all successful packets sent. Figure 4.5

shows the average delay when the number of vehicles changes from 50 to 900. The

results indicate that whenever the number of vehicles increases, the average delay

decreases due to the better connectivity in NDN. Figure 4.5 illustrates that PSR

attains better performance regarding the average delay than previous solutions due

to the proposed routing strategy.

• Throughput. It is defined as the number of successfully forwarded packets per unit

time. As expected, all three schemes get better performance when the number of

vehicles increases. Figure 4.6 shows that V-NDN and GeoDTN-NDN achieve better

throughput than PSR when the the number of vehicles is below 500. We observed some

overhead, which is caused by control messages in PSR. When the number of vehicles

is 500 or greater, PSR achieves larger throughput than V-NDN and GeoDTN-NDN.

The throughput of PSR is 56.62% higher than that of V-NDN and 26% higher than
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Figure 4.5: Delay for the number of vehicles

that of GeoDTN-NDN when the number of vehicles is 900. This suggests that PSR is

more efficient because the forwarding strategy utilizes the naming and PIT features in

NDN, and especially it considers forwarding packets using roads with higher density

to avoid network disconnectivity.

In scenario 2, we used a fixed number of vehicles (100) and changed the number of

consumers. We presented the results for scenario 2, using the same performance metrics as

in scenario 1.

• Packet Delivery Ratio: Figure 4.7 shows the packet delivery ratios of three schemes

PSR, V-NDN, and GeoDTN-NDN. The PDR of V-NDN remains steady at approx-

imately 10%. Meanwhile, GeoDTN-NDN achieves around 25% when the number

of consumers is 10%. The ratio grows to 42% when the number of consumers is

20%. PSR achieves a similar shape to the GeoDTN-NDN’s curve but with substantial

improvement. It starts at 47% when the number of requests is 10% and it grows to

52% when the number of customers is 20%. After that, both curves remain constant

with a bit of decline. When the number of customers is 90%, it means a lot packets
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Figure 4.6: Throughput for the number of vehicles

are sent through channels. When the number of consumers increases, it means that

there are more requests sent to the network and this can cause the delivery ratio to

decrease. However, PSR outperforms other two schemes with regard to the metric of

packet delivery ratio.

• Delay. The delay is presented as a function of the number of consumers. Figure 4.8

shows that PSR achieves smaller delay than V-NDN and GeoDTN-NDN no what

how many consumers we have. The delay increases when the number of requested

packets increases. GeoDTN-NDN has a lower delay than V-NDN but higher than our

proposed PSR.

• Throughput. Figure 4.9 shows that as the number of consumers grows, the throughput

for all three solutions increases, especially when the number of requests is 30%, the

throughput grows significantly. This is because the caching ability in NDN leads

to higher throughput. We can observe that PSR shows significant improvement,

especially when the number of consumers changes from 40% to 90%. PSR achieves
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Figure 4.7: PDR for the number of consumers

Figure 4.8: Delay for the number of consumers
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35.67% higher throughput than GeoDTN-NDN and 65.03% higher throughput than

V-NDN, when the number of consumers is 50%. PSR obtained 61.2% and 80.89%

increase when the number of consumers is 90% compared to V-NDN, and GeoDTN-

NDN, respectively. The PSR outperforms when the number of requests is higher

because its selective forwarding strategy.

Figure 4.9: Throughput for the number of consumers

To conclude, PSR provides an efficient solution that improves the overall performance of

Vehicular Named Data Networking. It achieves higher packet delivery ratios, lower delays,

and higher throughput in both evaluated scenarios.

4.4 Summary

We proposed a progressive segment routing approach for interest forwarding in vehicular

Named Data Networking. Our approach is based on the source routing solution using the

map graph, with the cost of the edges adjusted by the density information collected. By

doing so, we can avoid empty or less traveled roads that have fewer vehicles to forward
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the traffic. We allowed intermediate nodes to update the routing path based on updated

conditions in its proximity, thus creating multiple segments in the routing path. The

progress condition imposed on who can update the source routing path guarantees that

each routing segment makes progress toward getting to the final destination. Simulation

results show that progressive segment routing can improve the packet delivery ratio, reduce

the packet delivery time and improve the throughput.
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Chapter 5

Applications of Vehicular Named

Data Networking

5.1 Overview

In this chapter, we explore applications of Vehicular Named Data Networking (V-NDN)

and study a particular application, smart parking application, in detail.

V-NDN applications have a variety of behaviors, characteristics, features and require-

ments and some applications may have Quality of Service (QoS) requirements. We present

a classification of NDN-based VANET applications and introduce an NDN naming scheme

to meet the requirement of these applications. We observe that these applications may

produce a high volume of traffic in the network and some safety-related applications may

require on-time packet delivery to handle emergency situations. Other applications such as

video streaming may be bandwidth-sensitive because the quality of user experience may be

degraded if the minimum bandwidth requirement is not met. To deal with these problems,

we design a priority model to handle different types of applications and utilize the NDN

naming scheme to prioritize different types of applications.

The second part of this chapter focuses on a particular application – the smart parking

application. We design an NDN-based framework for the application to answer the query
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from drivers about whether there is parking space available in a particular geographical

area. Further, the application allows drivers to make a reservation for a period of time

ahead of time. We assume sensors are installed in the parking lot to collect availability

information. Sensors on vehicles can also contribute to the parking application. In order

for sensor nodes to deliver the information proactively, we introduce a “push-based model”

to integrate sensor nodes into the system. We adopt a fog computing architecture for

collecting, processing, storing, and computing data for the system and bring cloud services

close to the edges.

Section 5.2 presents the categorization of NDN-based VANET applications. Section 5.3

gives a naming scheme designed for these applications. Sections 5.4 and 5.5 present the

design of the smart parking application and simulation results, respectively.

5.2 Categorization of NDN-based VANET Applications

NDN applications use the Application Data Unit (ADU) [43] to allow the producer to

publish its content with a unique naming scheme. Meanwhile, the consumer can request

the data content by using the application name. There are a wide variety of applications

that use NDN in VANET applications to bring the benefits of NDN to these applications. In

some applications, the consumer has to make the request before the producer can send the

content to the consumer, while other applications allow the producer to broadcast content

no matter whether there are requests for the content. Some content is associated with a

geographical location, while other content is location independent. Another difference we

observe is how long the content is propagated inside the network, whether it is limited

to the local vehicle-to-vehicle communication. Based on these factors, we can categorize

NDN-based VANET applications into four groups.

1. Applications that are interested in location-associated information (type A). Vehicles

in these applications want to get the information associated with a geographical

location, such as requesting the traffic situation on a specific destination or querying
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the availability of parking slots in a geographical area. The consumers have to make

the request by sending the interest packet. The producers can respond to the request

from the consumers to meet their needs. The content usually is limited to local

transmission. The forwarding strategies for these applications can take advantage of

geographical location information. For example, the proposed GeoDTN-NDN and

PSR forwarding strategies in the previous chapters are targeting these applications.

2. Applications that aim to increase the passenger comfort and provide entertainment

such as Internet access, video streaming, and audio streaming (type B). These

applications are similar to type A applications except that the content typically is

not associated with any geographical location. This makes the forwarding of NDN

interest packets harder because no geographical information can be used to guide

their forwarding. However, these applications typically take advantage of the caching

ability of the NDN architecture. When the interest packet reaches intermediate nodes

with the content, the request can be satisfied by using the cached content. These

intermediate nodes can be normal vehicles, road side units, or some gateways that are

a part of the NDN network. There are several kinds of applications in the group.

(a) Live media streaming for comfort purposes. In live media streaming applications,

media content (video and/or audio) is playing out immediately when the content

arrives at the consumer side, rather than waiting to download the whole media

file completely. The producers of the streaming content organize the content

into frames and send over the communication channel to the consumers. Many

factors can degrade the quality of media, such as noise in the transmission channel

and coding/encoding techniques at the producers and consumers [44]. Another

important factor is the bandwidth available for the application. When it is below

a certain threshold, the video/audio can be illegible. It is critical to provide a

certain level of quality of service guarantee or give priority to the traffic that is
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sensitive to the available bandwidth on the path.

(b) Video on Demand streaming (VoD) of prerecorded video. VoD is a type of media

application that allows a consumer to select a video from their preferred set of

videos and enables them to watch it at any time. The consumer can control the

playing, such as pause, fast forward, and jump backward. VoD in VAENT is

still challenging due to the similar quality requirement as live media streaming

applications.

(c) Interactive video/audio applications. These applications support two-way

communications between two vehicles such as video/audio conferencing and

online video gaming. Interactive video applications require high bandwidth and

short end-to-end latency so that the experience is similar to real-life interactions.

(d) Video/audio downloading. In these applications, a video/audio file is downloaded

from its producer to the consumer’s device. The file should be fully downloaded

to the hard drive before it can be played out. Having a copy of the file allows

the vehicle to transmit it to others. Vehicles can get the content from RSUs or

nearby vehicles via V2V communications.

(e) Internet access. These applications include Internet browsing and email access,

etc. Accessing the Internet in VANET allows vehicles to get information at any

time.

3. Push-based applications (type C). These applications aim to improve safety and reduce

accidents, such as real-time traffic and post-crash/hazard notifications. The real-time

data should be pushed in NDN to the intended receivers in a short period. So the

consumers of the content do not need to make the request by sending interest packets.

Instead of pulling the content by the consumers, the content is pushed by the producers

to a certain scope of consumers. The content can include the following.
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(a) Accident/hazard notifications. Once an accident happens or a hazard is found,

vehicles close to the event can inform other vehicles about the accident/hazard

location via broadcast. The content pushed can warn other vehicles to avoid the

location, reduce collisions, and request help.

(b) Video broadcast for the safety propose. Smart vehicles are equipped with

cameras that can capture real-time events and push them to other vehicles,

especially first responders who may evaluate the seriousness of the situation

and take appropriate actions. Video broadcast applications are very similar

to the live media streaming applications of type B. The difference is that video

broadcast applications are push-based applications in which the content is pushed

to consumers without their requests, while live media streaming is pull-based

applications in which consumers make the request and the corresponding content

will be live streamed to them.

For type C applications, the content can also be published to the nearest RSU first.

Then, the RSU will make the content available for other vehicles.

4. Local vehicle-to-vehicle communication applications (type D). Communications in

these applications are limited between vehicles in the same area within their

transmission range. Vehicles can communicate with each other about changing lanes,

the distance between vehicles, and adjusting speed, etc. This one-hop communication

is the simplest, but still important because it may reduce the possibility of accidents

and improve safety.

5.3 NDN Naming Scheme for VANET Applications

NDN naming uses unique, hierarchical, global, and human-readable names. The hierarchical

namespace enables name aggregation and scales the routing system. Designing a naming

scheme in NDN is the basis for identifying the desired data and retrieving them.
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We design a naming convention that can cover the types to applications we categorized

above. The structure of data names is based on the application type. Each type may have

its own special routing approach.

• Type A. For type A applications, the naming scheme needs to represent the Goe-

area information in the hierarchical name structure. It can be encoded based specific

applications and routing algorithms. The format of type A applications is /type of

application/data type/data name/timestamp/Geo-area. In this format, the “type of

application” component indicates it is type A. “Data type” component represents the

type of data the consumer requests, for example, a request for traffic information

or a request for parking information. “Data name” represents the specific data

the consumer requested for the data type. “Timestamp” can use the same UNIX

timestamp to indicate the time the request is made or the data is sent out. “Geo-

area” component uses an encoded format to represent the geographical locations the

consumer is interested in or the data comes from.

• Type B. For media applications (live streaming, VoD, etc.), there are two types

of names. One is the meta information about the media (video/audio). This

includes information such as frame number, frame rate, frame width and height, and

encoding format. The name format for meta informaion is (/type of application/data

type/stream-ID/video or audio/stream-info). In this format, the “type of application”

shows that the type of application is type B. “data type” represents whether it is live

streaming, pre-recorded video streaming, interactive applications, media downloading

or Internet access. “stream-ID” is used to distinguish different streams. The “video

or audio” component represents whether it is video stream or audio stream. And

“stream-info” indicates what specific stream information the request is trying to get.

The second type of names is about the content of either video or audio streaming. It

can be represented as /type of application/data type/stream-ID/video or audio/seg-
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ment number/frame number/timestamp. “type of application”, “data type”, “stream-

ID”, and “video or audio” represent the same as in the meta-information name.

“segment number” represents the interested segment. “frame number” identifies a

specific frame in a video or audio. And “timestamp” indicates the time in the same

format as UNIX.

The format of the Internet access names is /type of application/data type/timestamp.

In this format, “type of application” represents it is type B, “data type” represents it

is for Internet access, and “timestamp” component represents the time.

• Type C. For pushed-based applications, it can be accident/hazard notifications or

broadcast video. For broadcast video, we can use the similar format as in the

media applications of type B. The only different is that the type of application

is type C. Further, the broadcast message may limit the scope of broadcast to a

certain geographical location by adding a geo-area in the name. For accident/hazard

notifications, the name format is /type of application/data type/timestamp/Geo-area.

In this format, “type of application” indicates the type of application and in this

case, it is type C. “data type” represents push-based notifications. It also includes a

“timestamp” and “Geo-area”, which is used to limit the notification scope in a certain

geographical area.

• Type D. In type D applications, the fundamental communication will be between

nearby vehicles, without involvement of remote vehicles or the infrastructure. The

naming format is /type of application/data type/position/timestamp. In this format,

“type of application” indicates it is type D. “data type” represents what type of the

data is included, e.g., information about changing lanes, the distance between vehicles,

and adjusting speed, etc. “position” represents the location of the sending vehicle so

that the receiving vehicle can know the relative locations. “timestamp” represents the

time it is sent out.
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5.3.1 A Priority Model

In VANETs, some applications are more time sensitive than others, such as applications

related to safety proposes. For those time sensitive applications, it is preferable to give the

traffic from them a higher priority so that their packets can arrive at the consumers in time.

While the classification of applications into different types give a sense of time-sensitivity,

there is no direct one-to-one mapping between the types and the priority level. For example,

Internet access is not that time sensitive as other multimedia applications, even though they

belong to the same type.

We define three priority levels, so that the forwarders in VANET can give preference

to traffic from high-priority applications when making forwarding decisions. These priority

levels and other features can be incorporate in the PIT table in the NDN architecture. High

priority level means that the forwarder should use as much resources available as possible

to handle their messages so that it can achieve higher bandwidth allocation and shorter

delays. Low priority level means that messages can be delayed in the PIT by waiting

until the higher priority level traffic is delivered. Medium priority level is something in

between. In NDN, the PIT table maintains incoming interest packets until the request for

that interest is satisfied or a timer expires. We can modify the PIT so that even if there are

earlier messages in the PIT, higher priority traffic will be forwarded even if it arrives later

in the PIT than existing earlier messages in the PIT.

For the four categories of VANET applications, we can analyze the priority levels we

should give based on the nature of applications. For example, local vehicle-to-vehicle

communications tries to avoid car accidents and should be given a high priority. The

following is the priority level for each type of application:

• High: all safety applications (type C and type D applications).

• Medium: multimedia applications that are time sensitive (type B media applications).
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• Low: applications such as requesting a traffic situation on a specific Geo-area and or

simply getting access to the Internet (type A and type B Internet access applications).

5.4 Smart Parking Application

Smart parking application is developed to provide two functions. One is to allow a driver

to find parking lots that have available park spaces. The driver can send out the request as

an interest packet in the NDN architecture and the replies can come from multiple parking

lots. It is up to the driver to pick any specific parking lot. Normally, the driver wants to

find available parking space at this moment. We will discuss a case in which the driver may

be interested in the availability in the future. This is related to the function we will discuss

next. Typically, the driver wants to find the parking lots in a particular geographical area.

Based on the categorization, it is a type A application.

The other function is to allow a driver to reserve a parking spot in a particular parking

lot for a period of time. This can happen after the driver finds a list of parking lots with

available space in some future time. Then the driver picks one to make the reservation with

the arrival time and departure time specified. Similar to the previous function, the driver

can also provide geo-area information in the request packet so that it can be forwarded to

the correct location, rather than using the broadcast.

The smart parking application adopts a fog cloud architecture to provide a flexible

structure and improve the response time. NDN naming scheme is designed to identify the

request, either for finding an available parking space or making a reservation for the future.

We introduce a push-based model into the NDN architecture to streamline the process for

allowing sensor nodes installed to get the information into the system.

5.4.1 Components of the Smart Parking Application

We consider a topology with roads with traffic on both directions and interactions where

decisions are made to change directions. In addition, sensor nodes will be installed to
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Figure 5.1: Network Topology

collect real-time information, and cloud computing elements will be used to meet the

communication and computing requirement of the application. Figure 5.1 illustrates the

main components.

1. Vehicles: Vehicles can communicate with other vehicles and with infrastructure units

(fog nodes). They are equipped with a Global Positioning System (GPS), which can

tell the location of the vehicle. We can classify vehicles into two types. One is the

static vehicles (parked vehicles) that are parked in a parking garage or the curbside

of roads. The other is dynamic vehicles (mobile vehicles) that are moving.

2. Sensors: Sensors are installed to monitor a variety of status. In particular, the

parking application may have sensors to monitor whether a parking spot is free or not.

In addition, modern vehicles are equipped with a lot of sensors that can also contribute

information to the parking applications, such as location, speed, and direction.

3. RSUs: Road Side Units (RSUs) are computing, storage and communication resources

install on the road side for supporting modern transportation systems. They are an

important component of VANET and will be a good candidate as the fog node in

the fog cloud architecture. However, not all roads have RSUs installed. Vehicles and
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RSUs communicate through WiFi IEEE802.11p/WAVE technology and the quality of

the communication can be significantly better than vehicle to vehicle communication.

4. Dedicated Servers: Dedicated servers may be installed in big parking garages

for managing the parking space. They can also be incorporated into the fog cloud

architecture.

5. Central Cloud : Central cloud provide a central storage and processing service for

the fog nodes connected to the architecture. It provide a global information necessary

for coordination among the fog nodes.

5.4.2 Fog Cloud Architecture

We considered several architectural candidates for the smart parking application. One

possibility is that we can depend on RSUs and dedicated servers on larger parking garage

to handle the requests, without any help from the cloud architecture. There are four

limitations. First, there are smaller parking lots without dedicated servers or not covered

by RSUs. We will not be able to include those parking spaces into the application. Second,

if the dedicated servers or the RSUs crashes, the information stored there will be lost. For

example, the reservation information will not be able to be recovered and agreements with

customers will not be able to be honored. Third, different parking lots will not be able to

cooperate with each other, such as recommending alternative parking places if the current

lot is full. And finally, deploying RSUs and dedicated servers can be costly.

The second possibility is that we can use a centralized cloud server to handle all the

requests from users. There are two potential issues. First, the central cloud becomes the

concentration point of all requests. It can take a longer time for a user to get the response

than the case in which a request can be processed by a distributed and close-by server.

Second, the state information collected by the sensors will be sent over to the cloud. This

can be huge, depending on the scope of parking spaces the central cloud is handling.

70



Instead, we consider an architecture based on the fog cloud computing. We still have

a central cloud service that has a large pool of processing and storage resources that can

be allocated on demand to meet the ever-changing requirement of the system. In addition,

we have fog nodes distributed in different parts of the system, located at the edge of cloud

and close to the parking space they serve. They will handle the request for the spaces they

are in charge. The central cloud server also acts as the backup service in case of some

critical states at distributed fog nodes are lost. It also has the authority to manage the

fog infrastructure by authorizing the setup and teardown of fog nodes. The fog nodes can

be RSUs, dedicated servers, or even vehicles. Usually status information generated by the

sensor nodes is sent to the fog nodes. Only aggregated information or critical states will be

forwarded to the central cloud. For example, whether a particular parking spot is occupied

is kept at the fog node, while the total number of free spaces may be forwarded from the

fog node to the central cloud server.

For large parking garages, dedicated servers will be the first choice as the fog node,

because their processing units are more powerful and storage space is larger. Similarly,

when there is an RSU next to a parking lot, we will prefer using the RSU as a fog node

to take care of processing requirements. These two kinds of fog nodes are easy to set up

and we will not focus on them in our following discussion. However, for parking lots that

do have dedicated servers available or are not covered by RSUs, or they are out of service

due to hardware or software failure, we propose to utilize the capability of Vehicular Fog

Computing (VFC) [45, 46, 27] to set up vehicle-based fog nodes to handle the requests for

these lots. The VFC is especially useful for handling the cases such as curbside parking and

small parking areas.

We have to address several issues. First, we need to select a vehicle as a fog node.

Generally we prefer to select select a parked vehicle because it will stay in place for a longer

period of time. Second, We need to enable vehicles and sensor devices to communicate

with the selected fog node. The fog node maintains computing, storage and communication
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capabilities to handle users requests. Third, we need to connect the fog node with the

central could so that it can be authorized to make decisions and be trusted by sensor nodes

and other vehicles. Also we need to handle the transition to other vehicles once the current

fog node needs to leave the location. The rest of this section will describe our approaches

in detail.

5.4.2.1 Selecting Fog Nodes

Ultimately the central cloud has the authority to select which vehicle can be the fog node

for a particular parking space. Information about potential candidates – parked vehicles –

should be obtained by the central cloud to make the decision. If there are no existing fog

node available, interested parked vehicles can send to the cloud directly. This may be done

by vehicle to vehicle communications until the message reaches an RSU or other fog node

handling a different parking area that has a channel to the central cloud. If there is an

existing fog node in the area, it can collect the information about parked vehicle and send

them to the central cloud so that a new fog can be selected once the current fog node needs

to leave the area.

The attributes about parked vehicles that will be sent to the central cloud include:

1. Vehicle ID: the identification of the vehicle.

2. Current location: the x and y coordinates of the vehicle.

3. Storage size, computing and communication capacities: the processing power of the

vehicle.

4. Parking duration: represents the time that the parked vehicle will stay there.

5. Willingness: a vehicle is willing to participate in forming a vehicular cloud. A vehicle

sending the information usually has a high level of willingness to serve.

The central cloud maintains a data repository to gather vehicles and the fog cloud

information. Based on the data collected regarding the vehicle’s information, the central
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cloud uses some criteria to select the fog node as the initial setup for a parking space or as

the replacement for the current fog node that is going to leave the area. First, the central

cloud have a set of thresholds and only those nodes with metrics equal to or greater than

the thresholds can become candidates. We give a list of criteria in the following.

1. Computing, Storage and Communication Capacities. Computing, storage and

communication capacities vary from vehicle to vehicle. The central cloud specifies a

threshold and filter out all those vehicles that do not meet the threshold requirement.

2. Duration of Being Active. Another factor to consider is how long the vehicle can

provide service. The central cloud will balance the capacities and time being able to

serve.

3. Behavior Rate. In addition to the vehicle’s willingness to server, the central cloud also

maintain information about the past behavior of vehicles. Vehicles with high ratings

will be preferred. The central cloud performs an adaptive adjustment to rate the

vehicle node’s behavior based on its previous monitoring of the participating vehicles.

Each time a vehicle participates as a fog node, the cloud monitors the fog nodes and

rates them based on how long they serve and performance obtained by other vehicles.

5.4.2.2 Communications with Fog Nodes

After a static vehicle is selected the fog node, it will broadcast an advertisement message to

inform other nodes in the same Geo-area, including sensor devices and other vehicles. The

following naming convention is used for the advertisement message: “/advertisement/

Fog nodeID/current position/type/duration”. In this format, “advertisement” indicates the

type of message, which is a broadcast message; “Fog nodeID” represents the identification

of the selected fog node; “current position” indicates the current position of the fog node at

the time; “type” indicates whether the fog node is an RSU, a dedicated server or a parked

vehicles; and “duration” shows the duration in which the fog node will be active.
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After receiving this message, other nodes will know information about the fog node,

including Fog nodeID, current position, type, and duration. The device (e.g., vehicle

or sensor) can include the interest name of the advertisement message in its PIT table.

Intermediate nodes in the NDN architecture also record it as a pending interest with the

incoming interface. When the PIT entry is set up in the PIT table of a vehicle or a sensor

node, it can push any sensed data messages or send any other requests regarding the smart

parking applications to the fog node. The difference is that the device can periodically send

updated state information, not just one message to meet the requirement of the interest

packet. The device can identify the message as push-based status information as being

associated with the fog node using its “Fog nodeID”. To support the push-based model, we

need to modify the PIT table entry at intermediate nodes. Instead of removing the entry

after one message meeting the interest is forwarded via the incoming interfaces, it will keep

the entry for the duration specified by the during in the advertisement message sent by the

fog node.

5.4.3 Finding Parking Lots with Available Parking Space

The first function we want to implement for the smart parking application is enable drivers

to find parking lots with available parking space. We assume that drivers send a query to

check parking space availability for a specific area. When these interest packets arrive in

the target area, all those parking lots with available parking space will reply.

In order to realize the function, we assume that sensors (IoT devices) are installed to

monitor the parking space in each parking lot. We assume that there are n number of

parking spots denoted by P = {p1, p2, ..., pn}. The real-time information of a parking spot

can be collected by a parking sensor, and it will be pushed to the associated fog node.

The fog node is responsible for collecting parking space information regarding occupancy

and availability. It maintains a data structure, which is composed of a list of three-tuple:

(parking Id, occupancy status, vehicleId).
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1. parking Id (i): each parking spot is identified by a unique parking Id and is associated

with the corresponding position (xi, yi) on the Euclidean plane.

2. occupancy status (OS): it indicates the status of the monitored parking space. It

could be vacant or occupied, which can be represented in 5.1

OS(i) =


1 if a vehicle is parked at parking spot pi

0 if the parking spot pi is vacant

(5.1)

3. vehicle Id: represents the vehicle’s identification that occupies a parking space. This

field is only used when the occupancy status value is 1; otherwise, this field will be

empty.

To answer the request from the user whether there are available parking spaces, we can

simply find the value of ∃i : OS(i) = 1. This is only true if we do not accept reservations.

In case the fog node allows drivers to reserve parking space ahead of time, we will need a

more complicated data structure, which will be described in the next section, to answer the

question of whether there is a parking space available.

The naming format of the interest message for requesting whether there are available

parking space can be: “application type/Application name/data name/timestamp/Geo-

area”. In this format, “Application type” should be type A, indicating that it is an

application interested in location-associated information. “Application name” indicates

it is a request for parking information, i.e., it is smart parking application; “Data

name” represents that the request is specifically requesting for parking lots with available

parking spaces. “Timestamp” specifies the time the driver is interested in the availability

information. Normally it is the current time for requesting current availability. For the

fog nodes that allow reservation, the query can also ask whether the parking lot has

space available in some future time. This requires more complicated processing but can

be accommodated with the reservation function discussed in the next section.
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When a vehicle needs to look for a place to park, it can send a request as an interest

packet for finding parking lots with available parking spaces. This request includes

the geo-area information indicating the area the drive is interested in. This interest

packet can be forwarded by other intermediate nodes using the algorithm proposed in the

previous chapters to the desired target geographical area. The vehicles can use the V2V

communication or take advantage of whatever infrastructure is available.

Upon receiving an interest message, an intermediate node will check its CS for matching

content. If content with a matching timestamp is found, it will forward the corresponding

data back to the vehicle making the request. Otherwise, it will check its PIT table for the

same interest name. If the entry with the same interest name exists, the incoming interface

of the interest will be added to the corresponding interfaces field in the PIT table. The

interest entry in the PIT table will be removed if the entry timer expires.

When a fog node is in charge of a parking space in the target geo-area, it will process the

interest packet and send back the data packet with related information. This data packet

will be forwarded back to the vehicle making the request.

NDN fits perfectly with this function of the smart parking application because multiple

drivers can send interest messages requesting the same content about available parking

space. These requests will be aggregated along the way, except the fusion point will have

multiple incoming interfaces, which will be used to forward data packets back to these

drivers. All drivers can be satisfied with the same corresponding data packet from either

the fog node or any caches at the intermediate nodes along the way.

5.4.4 Reserving a Parking Space

The other function of the smart parking application provide is to allow a driver to reserve

a parking spot before his/her arrival from any location he/she currently is. The reservation

will be based on the First Comes First Serve (FCFS) basis.

76



For the reservation application, we use the fog node to maintain the data related to

parking spaces located at the same location and process the corresponding transactions

locally. Also the fog node will use the central cloud as the backup service to maintain

crucial states including existing user reservations. The central cloud also play a role of

managing the setup of a new fog node and transition old states to it.

Multiple drivers may make reservations from the same parking lot with the same fog

node. Each requester should be satisfied differently with the unique data content related

to the request. NDN can satisfy multiple interest packets that carry the same name by

fetching the original data from the producer or any intermediate node’s corresponding data

content. In this case, the data content will be the same for all the consumers. However,

the case for reservation in the smart parking application is different in the sense that each

requester should be satisfied differently, even though their interest packet may have the

same name.

To deal with the issue, we need to make some modifications to NDN packets by

extending the interest and data packet fields. The following fields are added to the interest

packet: [my id, my arrival-time, my departure-time, parkingSpace location, my position],

where “my id” indicates the identification of the sender vehicle, “my arrival-time” is the

earliest possible arrival time, “my departure-time” is the latest possible departure time,

“parkingSpace location” specifies the parking lot the driver wants to make the reservation,

and “my position” indicates the sender vehicle position.

When an intermediate node receives the interest packet regarding the reservation, the

interest name will be included in the PIT table if there is no matched data in the CS. The

current NDN forwarding daemon has no concept about sending the same interest name and

satisfying each consumer with different data packets. We introduce the concept of Identity

of Vehicle Interfaces (IVI) by modifying the PIT table to include the IVI, instead of the

incoming interface field. The IVI entries include the binding of the incoming interface to

the vehicle ID of the requester and a version number. This binding can be presented as
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<incoming interface, vehicleID, version>, where “version” is used to indicate the version

number when a requester vehicle updates its route and sends a new version of the same

interest. This binding helps to send the data packet to each requester vehicle separately.

Once the intermediate node receives the data packet regarding a reservation request, the

PIT will only satisfy the request with the same vehicleID. Only the IVI with the same

vehicleID will be deleted. All other IVIs will remain there until the data packets matching

their ID arrive. The PIT entry will be deleted if the data packet fails to return by the

expiration time, or if the requests from all vehicles are satisfied.

When the reservation request arrives at the fog node responsible for a parking space, it

extracts three tuple < vid, ra, rd > from the request. vid is the id of the driver, ra is the

arrival time the driver expects to arrive to start parking the vehicle in the parking lot, and

rd is the expected departure time.

We assume that there are n parking spots in the parking space, denoted by P =

{p1, p2, ..., pn}, as shown in Figure 5.2. The system will allow drivers to reserve for a

certain period of time (e.g., a week, a month, etc.). The y-axis represents the n parking

spots in the parking area. The x-axis indicates the time. Any reservation (as marked) is an

interval on the x-axis.

The data structure used to represent the reservations is shown in Figure 5.3. Any

parking spot pi consists of a list of reservations. Each reservation is represented by a node

< vid, a, d >, where vid is the identification of the vehicle this spot is reserved for, a is

the arrival time, and d is the departure time. < a, d > represented an interval of the

reservations. There is no overlap between all reservations for any given spot. To make the

search algorithm for finding a spot that is available for the duration of a new request, we

make sure that the list is sorted in increasing order based on the arrival time. If a spot has

no reservation, the list is empty, and the pointer from that spot is NULL.

The system searches for a parking spot that is not reserved for the period of time

< ra, rd >. If the system finds such an available interval, it reserves the parking spot for the
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Figure 5.2: Schedules for the Reservation System

Figure 5.3: Data structure for the reservation application
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requested duration, stores the reservation information and confirms the reservation. The

reservation is in the format of < vid, ra, rd, spot >, where spot is the parking spot reserved

for a vehicle identified by vid. If no such spot is found, the system will report failure.

Figure 28 shows the detail of the algorithm for reserving a parking spot. It goes through all

the parking spots. If it finds a spot that has not been reserved by any vehicle, it will reserve

the time interval (lines 2 to 5). Otherwise, it searches through the ordered list of current

reservations. If the departure time is less than the arrival time of the first reservation for

a node, the reservation will be added to the beginning of the list (lines 6-12). Otherwise,

if it can find in the list two reservations such that the requested arrival time is after the

first reservation’s departure time and the requested departure time is before the second

reservation’s arrival time, the requested reservation will be put in between (lines 13 to 25).

If we still cannot find a parking spot that is available for the duration of the requested

reservation after going through all the parking spots, it returns failure.

Drivers can also cancel a previous reservation by sending the tuple < vid, spot, ra, rd >

to the fog node in charge of the parking space. Figure 19 shows the algorithm for canceling

a reservation. It first checks whether the parking spot number is valid or not (lines 1 to

3). If not, it will return with a failure. Otherwise, it searches the list of reservations for

that spot (lines 4 to 18). If it finds a reservation that matches the user provided, it will

delete the reservation from the list and return with success. If it cannot find the matching

reservation, it will return with a failure (line 19).

5.5 Performance Evaluation

5.5.1 Simulation Setup

For the simulations, we used ndnSIM (Version 2.8) [39], which is an NS-3 based NDN

simulator. We also used SUMO [40], a microscopic traffic simulation for urban mobility,

to generate the traffic. We created a map of a part of the University Campus using

OpenStreetMap Wizard [42]. The map size is 2000 × 2000 meters. We generated different
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Data: the list of Parking Spots P [1..n], the id of the vehicle making the request
vid, request arrival time ra, request departure time rd

1 for i = 1 to n do
2 if P [i] == nil then
3 nptr = new node(vid, ra, rd);
4 P [i] = nptr;
5 return(success, i);

6 else
7 cptr = P [i];
8 if rd < cptr.a then
9 nptr = new node(vid, ra, rd);

10 nptr.next = cptr;
11 P [i] = nptr;
12 return(success, i);

13 else
14 while ((cptr! = nil) and (ra >= cptr.d)) do
15 qptr = cptr.next;
16 if ((qptr == nil)||(rd <= qptr.a)) then
17 nptr = new node(vid, ra, rd);
18 nptr.next = qptr;
19 cptr.next = nptr;
20 return(success, i);

21 else
22 cptr = qptr;
23 end

24 end

25 end

26 end

27 end
28 return(failure);

Figure 5.4: Algorithm for Making a Reservation

parking places distributed over the map. The vehicle speed limit is set to 20 km/h, and we

set the transmission range of the signal of all vehicles to 150 meters. We utilized the ndnSIM

parking applications as a starting point and implemented our smart parking application.

The parameters for the experimental setup are shown in Table 5.1. We assume that at each

parking area, some parking spaces are occupied, and others are not.
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Data: the list of Parking Spots P [1..n], the id of the vehicle making the deletion
request vid, the reservation spot, ra, rd, where spot is the parking spot
reserved, ra is arrival time, rd is the departure time

1 if ((spot < 1)||(spot > n)) then
2 return(“Failure: Invalid spot number”);
3 end
4 cptr = P [spot];
5 pptr = nil;
6 while (cptr) do
7 if ((cptr.v == vid) and (cptr.a == ra) and (cptr.d == rd)) then
8 if (pptr == nil) then
9 P [spot] = cptr.next;

10 else
11 pptr.next = cptr.next;
12 end
13 return(“Success: Reservation deleted”);

14 else
15 pptr = cptr;
16 cptr = cptr.next;

17 end

18 end
19 return(“Failure: Reservation not found”);

Figure 5.5: Algorithm for Cancelling a Reservation

5.5.2 Simulation Results

We evaluated the performance of an NDN-based smart parking application. Our evaluation

consists of two parts. One is the evaluation of the function for finding parking lots with

available parking spaces. The other is the evaluation of the parking reservation function of

the system.

Table 5.1: Simulation Step Parameters
Maximum transmission range 150 m

Maximum transmission range
of RSU

400 m

Number of vehicles 20, 30, ..., 100, 150

Vehicle speed 20 km/h

Simulation duration 200 ms

MAC type IEEE802.11
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5.5.2.1 Finding the Availability of Parking Space

We compared our approach with the original NDN system. There are two main differences.

One is how sensor nodes send the data to the fog node in charge of the parking space. In

the original NDN, the sensor data will be sent to the fog node only if an interest message

is broadcast from the fog node to the network. In our push-based model, after initial

advertisement from the fog node, the sensor nodes can periodically push the sensed data to

the fog node without the need to receive further interest packets.

The other difference is how the vehicles make requests to find whether there are parking

spaces available. In the original NDN, vehicles do not know any information about the

fog node (an RSU or a selected parked vehicle). They will broadcast an interest message

to request the availability of parking spaces. In our approach, vehicles are making the

request to a specific geographical area and only those fog nodes in the geographical area

may respond to the availability request.

We evaluate the performance using two metrics, response time and push overhead.

1) Response time. It is defined as the time interval from the time when the vehicle

makes the request by sending an interest packet to the time when it receives the response

(data packet). The number of vehicles varies from 20 to 150.

Figure 5.6 shows the response time when the number of vehicles varies from 20 to 150.

We observed that the response time decreases when the number of vehicles increases. One

reason is the caching effect of NDN because, with more vehicles, we can have a higher hit

ratio at the cache at the intermediate nodes. The response time of our approach is less

than that of the original NDN. Specifically, it achieves a 16.74% to 20.7% decrease when

the number of vehicles increases from 20 to 150.

2) Push-based Model Overhead: defined as the total number of periodic advertisement

messages that are broadcast by the fog node over the total number of pushed data packets

to the fog node. Figure 5.7 shows that the proposed push-based model achieves very low

overhead, which decreases gradually as the number of vehicles increases. Establishing the
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Figure 5.6: Response time for different numbers of vehicles

connection by advertisement message helps in generating low overhead because we only need

a few interest messages to be sent over the network. The push-based model outperforms the

original NDN because we set a communication channel between the fog node and sensors

to allow sensors to send periodically status information to the fog node.

5.5.2.2 Reserving a Parking Space

We also evaluated the performance of the proposed reservation application by comparing it

with a baseline approach, which allocates a parking space for a vehicle when it arrives at

the parking lot without any prior reservation. The parameters for the experimental setup

are shown in Table 5.2. Figure 5.8 illustrates the map generated by SUMO. Parking Areas

are also identified on the map.

We evaluate the performance using two metrics, success rate, and the average time to

park.

1) Success Rate to Find a Space. It is defined as the ratio of the number of vehicles

that successfully find a vacant parking space over the total number of vehicles. Figure 5.9
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Figure 5.7: Overhead caused by the proposed Push-Model

Table 5.2: Experiment Setup for parking spaces
Parking slots Total parking

spaces

P1 25

P2 15

P3 30

P4 100

P5 60

P6 30
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Figure 5.8: SUMO map for a smart parking application

illustrates that when the number of vehicles increases from 20 to 150, the success rate to

find a space decreases. Our reservation system has a higher success rate compared with

the baseline approach. In the baseline approach, the driver just drives to a parking lot,

and if the parking lot is full, the task of finding space is considered failed even if the driver

may go to other parking lots and find space later. When the number of vehicles is low,

the difference between the baseline approach and our reservation system is small. However,

the difference becomes more obvious when the number of vehicles increases. We observed

the success rates of our approach are 9.53%, 26.98%, and 53.08% higher than the baseline

approach when the numbers of vehicles are 70, 110, and 150, respectively. Our approach

can do better because it allows drivers to reserve a parking place before the arrival time.

2) Average time needed to park a vehicle. It is defined as the average time required to

find a vacant parking space for a vehicle. Figure 5.10 shows that the number of vehicles

has an effect on the average time to park. As the number of vehicles increases, the average

time needed to park a vehicle increases. From the figure, we can see that the average

time to park for the reservation approach outperforms is smaller than that of the baseline
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Figure 5.9: Successful Rate of Finding a Space

approach. More specifically, they are between 40.36% and 53.31% less than those of the

baseline approach.

5.6 Summary

We categorized different types of vehicular named data networking applications and

provided an NDN naming scheme for each type. We considered a priority method to provide

better service for some time-sensitive applications. We developed an NDN-based framework

for the smart parking application. A fog cloud architecture is adopted so that sensor data

can be collected locally and requests can be handled by distributed fog nodes to reduce the

load on a central cloud server. The cloud aspect allows us to dynamically set up a new

fog node from static vehicle to provide service for those parking spaces without dedicated

servers or RSUs. The smart parking application enables drivers to query about the parking

lots that have available parking spaces and make a reservation for a parking space for an

interval in the future.
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Figure 5.10: Average time needed to park
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this dissertation, we addressed the problem of routing and applications of vehicular

named data networking. VANETs have some unique features, such as high mobility of

vehicles, intermittent and short-lived connectivity between vehicles, and a wide variety of

traffic patterns. These features make routing in VANETs a challenging issue. Traditional

IP-based network does not fit well with the VANETs because an IP address is not only the

identity of a node but also represents the node’s attachment to the network. Therefore, it

does not support mobility very well. We adopt NDN as the fundamental architecture for

VANETs to take advantage of its focus on the content and its name rather than where the

content comes from. This information-centric approach can better support mobility – an

inherent feature in VANETs.

We addressed several issues coming with using NDN for VANETs and proposed novel

solutions to these problems.

To address the flooding issue caused by broadcast of interest packets, we proposed a

new hybrid geographical routing technique called GeoDTN-NDN, which combines greedy,

perimeter, restricted greedy, and DTN modes. We described how the routing process should

transition between different modes to achieve the ultimate goal of delivering the packets to
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the destination. Also unique is our approach to addressing the forwarding of data packets.

To deal with the high mobility of vehicles in VANETs, we proposed to include geographical

location of the consumer in data packets so that they can be forwarded to the consumer,

even if the original intermediate nodes in the reverse path of interest packets have moved

to different places. This enhanced the original NDN paradigm that depends on the reverse

path for data packet forwarding.

To take advantage of the availability of road maps on vehicles, we proposed a progressive

segment routing algorithm that calculates forwarding paths at a higher abstraction level

based on the maps. We introduced a method to collect density information of the roads

and designed the forwarding scheme to avoid less-traveled roads so that the NDN packets

can be delivered to the destination without interruption. To accommodate the dynamic

situation, we allowed intermediate nodes to re-calculate the forwarding path. The novelty

of the progressive segment routing is that we defined a criterion to determine whether the

routing is making progress so that we can guarantee that packets will be delivered to the

destination, even if a temporary loop may be formed in the routing path.

We also explored the applications of NDN-based VANETs. By categorizing different

types of VANET applications, we investigated the space of possible applications and

different requirements. We designed an NDN naming scheme for these applications and

proposed a priority model that can be used to give preference to those time-sensitive

applications. We developed an NDN-based framework for the smart parking application

that allows drivers to query the availability of parking space and make reservations for

future parking needs. The novelty of our approach is that we combine the NDN routing

with the fog computing architecture in the smart parking application, which facilitates the

transmission of sensed data using a push-based model and allows dynamic setup of fog

nodes for a wide variety of parking situations. Simulations demonstrated that our proposed

approaches can improve the performance of routing and applications of vehicular named

data networking.
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6.2 Future Work

Routing and applications of vehicular named data networking is an interesting area worth

further exploring. We will discuss two aspects which we are particularly interested in.

6.2.1 Security in Vehicular Named Data Networking

We intentionally left out the discussion of security and privacy issues in previous chapters.

We think they are worth investigating as a separate topic. One of the unique features of

NDN is that it provides data integrity by adding a digital signature to data packets. It

ensures that the receiver of data packets can verify the signature and know that the data

packets come from the claimed sender. This depends on the establishment of Public Key

Infrastructure (PKI). The unresolved issue in NDN is that any node in NDN can make

a request by sending an interest packet. There is no mechanism to verify the identity of

the senders. In addition, no framework for setting up a secure channel in NDN has been

established.

In addition, there are privacy issues associated with NDN. According to [47], NDN with

VANETs faces several privacy challenges:

• Name privacy: NDN names are human-readable and hierarchical that are suitable for

some applications such as safety messages, traffic information, and other infotainment

services. However, naming in NDN is in plain text and can be exploited.

• Content privacy: Content in NDN can be cached in the network. In-network caching

can benefit VANETs, such as reducing traffic overhead when exchanging traffic

information between vehicles. However, caching content allows any consumer to

retrieve the content and identify the corresponding name.

• Cache privacy: A malicious node can infer its neighbors’ cache hits from time

information.
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• Signature privacy: While integrity can be verified based on the digital signature,

sensitive information can be revealed about the signer.

We are interested in studying these security and privacy issues and how we can deploy

security mechanisms into routing algorithms and applications to improve the security of the

system.

6.2.2 NDN-based Traffic Management Application

Related to the smart parking application, we are interested in applying vehicular named

data networking to develop a traffic management application. Traffic is a matter that

can affect people’s lives, especially in crowded places. It can cause delays, put people

under stress, and affect driving safety. It is also bad for the environment due to more fuel

consumption. A traffic management system can monitor traffic conditions, detect traffic

congestion, and provide route planning and suggestions. Providing real-time monitoring is

challenging because it requires installation of equipment and communication infrastructure.

Based on the information collected, we can predict the potential congestion and provide

suggestions to drivers. We will discuss two functions in some detail.

1. Traffic forecast and predictions. Based on the monitored data, we can predict the

congestion level of each road segment in real time. The congestion degree changes over

time because of the the mobility nature of VANET. The degree of road congestion

when suggesting an alternative path can be different from that when a vehicle arrives

at those roads. So we have to consider the time factor. We need a real-time

monitoring system that provides a continuous stream of relevant data, which helps

the management system predict future trends.

2. Suggesting alternative paths. Suggesting alternative paths is especially helpful when

an accident occurs on a specific road segment. It causes congestion of this road

segment and other relevant roads. The traffic management system can suggest an
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alternative path to the vehicles that are affected. A simple suggestion can make all

vehicles that have the same destination to go the same path to the destination. This

may cause the congestion on the suggested path. A more sophisticated suggestion can

try to load balance among multiple alternative paths, even for those vehicles for the

same destination. Another factor that needs to be considered is that drivers may not

necessarily follow the exact same road as suggested. A probabilistic model about how

drivers follow suggestions may further help make better suggestions.

In VANETs, one goal is to achieve a balanced distribution of traffic flow in the entire

topology so that the overall traffic flow can be improved and congestion can be avoided. We

plan to explore how a traffic management system with real-time monitoring information can

balance the traffic flows among road segments. We believe vehicular named data networking

is a promising architecture for supporting the traffic management system.
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