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2Department of Astronomy, University of Michigan, 500 Church Street, Ann Arbor, MI 48105, USA
3Department of Physics and Astronomy, University of North Carolina Chapel Hill, CB 3255, Phillips Hall, Chapel Hill, NC 27599, USA

Accepted 2011 May 26. Received 2011 April 21; in original form 2011 January 3

ABSTRACT
It has been recently shown that molecular clouds do not exhibit a unique shape for the column
density probability distribution function (N-PDF). Instead, clouds without star formation seem
to possess a lognormal distribution, while clouds with active star formation develop a power-
law tail at high column densities. The lognormal behaviour of the N-PDF has been interpreted
in terms of turbulent motions dominating the dynamics of the clouds, while the power-law
behaviour occurs when the cloud is dominated by gravity. In the present contribution, we
use thermally bi-stable numerical simulations of cloud formation and evolution to show
that, indeed, these two regimes can be understood in terms of the formation and evolution of
molecular clouds: a very narrow lognormal regime appears when the cloud is being assembled.
However, as the global gravitational contraction occurs, the initial density fluctuations are
enhanced, resulting, first, in a wider lognormal N-PDF, and later, in a power-law N-PDF. We
thus suggest that the observed N-PDF of molecular clouds are a manifestation of their global
gravitationally contracting state. We also show that, contrary to recent suggestions, the exact
value of the power-law slope is not unique, as it depends on the projection in which the cloud
is being observed.

Key words: turbulence – stars: formation – ISM: clouds – ISM: general – ISM: kinematics
and dynamics.

1 IN T RO D U C T I O N

It has been known since the first observations of molecular gas in
star-forming clouds that the CO lines exhibit supersonic linewidths
(Wilson, Jefferts & Penzias 1970). Goldreich & Kwan (1974)
suggested that such supersonic linewidths could be produced by
large-scale collapse of the molecular clouds (MCs). In contrast,
Zuckerman & Evans (1974) dismissed the idea of large-scale col-
lapse with the argument that, if clouds were collapsing freely, the
star formation rate in the Galaxy should be a factor of 100 times
larger than observed, leading to quick exhaustion of its gas con-
tent. Those authors proposed instead that the large linewidths are
produced by small-scale supersonic turbulence.1

�E-mail: j.ballesteros@crya.unam.mx
1 Strictly speaking, Zuckerman & Evans (1974) ruled out only radial large-
scale collapse, which is hardly surprising, as MCs are generally far from
round.

Since then, the scenario of supersonic MC turbulence has received
much attention, and turbulent models of MCs have been developed
by several groups (see Mac Low & Klessen 2004; Ballesteros-
Paredes et al. 2007, and references therein). However, the turbulent
picture faces several problems, not the least of which is that super-
sonic shocks dissipate energy quickly, within one dynamical time-
scale, even if turbulence is magnetized (Mac Low et al 1998; Stone,
Ostriker & Gammie 1998; Padoan & Nordlund 1999). Moreover,
although stellar energy has been proposed as a source of turbulence
within MCs, it is not clear that such feedback can maintain the iden-
tity of the clouds; high-mass stars can easily blow apart clouds, and
bipolar flows from low-mass stars are so focused that general sup-
port seems unlikely (see review by Vázquez-Semadeni 2010). Thus
it is far from clear – and it has not been demonstrated numerically
– that stellar feedback can keep clouds near equilibrium for several
dynamical time-scales. In fact, the available evidence suggests the
opposite (see Vázquez-Semadeni et al. 2010).

The idea that MCs are the result of large-scale compres-
sions of the H I diffuse medium was explored with numeri-
cal simulations of a 1 kpc squared piece of the galactic disc,
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representative of the solar neighbourhood by Ballesteros-Paredes,
Vázquez-Semadeni & Scalo (1999b) and Ballesteros-Paredes,
Hartmann & Vázquez-Semadeni (1999a), and collected in a coher-
ent scenario by Hartmann, Ballesteros-Paredes & Bergin (2001).
These authors found that MCs can be formed rapidly and proceed
to star formation almost at the same time, since the column density
threshold for gravitational instability and for molecular gas forma-
tion are similar.2 Simultaneously, Hennebelle & Pérault (1999) dis-
cussed the idea of large-scale compressions of the diffuse medium
undergoing thermal instability, thus producing dense gas. This led
to the idea that MCs in the solar neighbourhood are formed in
large-scale compressions from the warm, diffuse, thermally unsta-
ble medium (Heitsch et al. 2006; Vázquez-Semadeni et al. 2007;
Heitsch & Hartmann 2008). As these clouds accumulate mass and
cool rapidly, they become Jeans unstable; at this point, gravity
begins to dominate the motions, developing near equipartition be-
tween the gravitational and kinetic energies (Vázquez-Semadeni
et al. 2007; Heitsch & Hartmann 2008), erroneously but frequently
inferred to be in ‘virial equilibrium’ (Ballesteros-Paredes 2006). As
a consequence, the initial turbulent fluctuations in density and ve-
locity produce hierarchical fragmentation, in which dense clumps
with short free-fall times proceed to a rapid collapse, while at the
same time the whole cloud contracts at a slower rate, because of its
lower average density.

This model of MC formation has been subject to different
observational tests. For instance, Heitsch, Ballesteros-Paredes &
Hartmann (2009) showed that the CO(1–0) observed line profiles
through such modelled clouds reproduce the supersonic, turbulent
line profiles of actual MCs, as well as the so-called core-to-core
velocity dispersion. In other words, such global collapse of irreg-
ular structures develops internal disordered, turbulent motions at
some level, and thus the large linewidths in actual MCs must be
showing mainly the large-scale systematic, inhomogeneous inward
motions, rather than pure turbulence. In fact, Vázquez-Semadeni
et al. (2009) showed that the culmination of the collapse of a
medium-sized cloud produces a dense clump with large velocity
dispersion, with physical properties similar to those of massive
star-forming regions. In this clump, the velocity field is dominated
by the collapse motions.

In addition, Ballesteros-Paredes et al. (2011), based on observa-
tions of massive dense cores (Caselli & Myers 1995; Plume et al.
1997; Shirley et al. 2003; Gibson et al. 2009; Wu et al. 2010),
showed that the Larson (1981) relationship between velocity dis-
persion and size arises naturally if turbulent motions are the result
of hierarchical and chaotic global+local collapse. In particular, they
found that the velocity dispersion should scale as

δv2 � 2 G�R, (1)

where δv is the velocity dispersion of the gas, � is the column
density of the core, R its size, and G the universal constant of
gravity, according to the Heyer et al. (2009) relation recently found
for MCs.

In the present work, we take a further step to compare mod-
els with observations. We analyse the column density probability
distribution function (N-PDF) from models of MC formation and
evolution via warm, thermally unstable H I stream collision. The

2 Note, however, that the entire evolutionary sequence that culminates with
the formation of a giant MC involves time-scales of a few tens of Myr, of
which the ‘molecular stage’ may represent a small final fraction (Hartmann
et al. 2001; Bergin et al. 2004; Vázquez-Semadeni et al. 2007, 2010).

goal of the present contribution is to assess the evolution of the
N-PDF in these models, and compare it to the N-PDF of observed
MCs. This is particularly important because a number of recent ob-
servations have reported N-PDF for several nearby MCs, permitting
more tests of theory.

In Section 2 we discuss the current knowledge of volumetric and
N-PDFs for interstellar gas. In Section 3.1 we briefly describe the
models used, and in Section 3 we present the time evolution of our
N-PDFs. In Section 4 we present a brief discussion, and in Section 5
we give our main conclusions.

2 VOLUMETRI C AND COLUMN DENSI T Y
P D F S O F M O L E C U L A R C L O U D S

One important tool for understanding the internal structure of MCs
is the volume density probability distribution (ρ-PDF). For isother-
mal, turbulent flows of a given Mach number M, where shocks
occur stochastically and in succession, creating density fluctuations
ρ1/ρ0 ∝ M2, the ρ-PDF is a lognormal function, i.e. a Gaussian
function in the logarithm of the density. Vázquez-Semadeni (1994)
and Passot & Vázquez-Semadeni (1998) explain this result as fol-
lows: in an isothermal flow, the speed of sound is spatially uniform,
and a shock of intensity M will induce a density jump ρ1/ρ0 over the
mean density ρ0. If another shock of intensity M arrives at the place
where the density is now ρ1, it will induce another density jump of
size ρ2/ρ1 ∝ M2. Thus, if the flow is stochastic, such density jumps
must be spatially uniform, and a given density distribution must
be obtained by a succession of multiplicative density jumps, which
are additive in the logarithm. Thus, at a given position in space,
each density jump is independent of the previous and the following
ones, and therefore, the central limit theorem, according to which
the distribution of the sum of identically distributed, independent
events approaches a Gaussian, can be applied to the logarithm of
the density, resulting in a lognormal density PDF.

Various authors suggested that the column density of turbulent,
isothermal flows must also be lognormal (e.g. Ostriker, Stone &
Gammie 2001; Ridge et al. 2006). However, this is only a conse-
quence of the fact that interstellar turbulence contains the largest
velocities at the largest scales, and thus the size of the interstel-
lar clouds is comparable to their correlation length. In this case,
Vázquez-Semadeni & Garcı́a (2001) showed that the local values
of the volume density along a single line of sight are correlated,
and thus the column density might be representative of the mean
value of the volume density along such line of sight. Thus, for dif-
ferent lines of sight, the values of the N-PDF are correlated to the
mean values of the ρ-PDF, and thus the N-PDF follows the shape of
the ρ-PDF. This would not be the case, however, if the correlation
lengths of MCs were small. In this case, the line of sight will con-
tain many correlation lengths, and thus the mean value will not be
representative of the volumetric density of the line of sight. In this
case, the central limit applies over the sum of several correlation
lengths, and the column density should exhibit a Gaussian shape
(Vázquez-Semadeni & Garcı́a 2001).

In recent years, a number of observational studies have focused
on understanding the N-PDF of nearby clouds. For instance, Ridge
et al. (2006) used extinction data from the COordinated Molecular
Probe Line Extinction Thermal Emission (COMPLETE) survey of
star-forming regions, to argue that the gas in Ophiuchus and Perseus
MCs exhibits a lognormal N-PDF (see also Goodman, Pineda &
Schnee 2009). Unfortunately, the column density in this work is
plotted in linear scale in the y-axis (number of events), and thus
the excess in the high column density part of the N-PDF cannot
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be properly appreciated. However, that excess clearly indicates that
some degree of departure of the lognormality is going on in Perseus.

On the other hand, Froebrich et al. (2007) presented maps and
N-PDFs of 14 different regions inferred from extinction measure-
ments. They found that the N-PDFs exhibit different shapes, al-
though the dynamical range in visual extinction AV is frequently
smaller than 1 order of magnitude, making it difficult to draw firm
conclusions about the actual shape of the N-PDF for these clouds.

Kainulainen et al. (2009) took this a step further, showing that the
Coalsack and Lupus V MCs, which do not have signs of star for-
mation, exhibit lognormal N-PDFs, while clouds that have already
formed stars, like Taurus and Lupus I, do exhibit power law like
tails at large column densities. Their results were confirmed almost
immediately afterwards by Froebrich & Rowles (2010). The stan-
dard interpretation of both groups is that clouds that are turbulent
and non-star forming exhibit a lognormal N-PDF, while clouds that
are forming stars are somehow decoupled and exhibit a power-law
tail at large column densities.

The above observational results have a clear counterpart in
numerical simulations of star formation in turbulent, isothermal
MCs. Several groups have shown that the ρ-PDFs in those simula-
tions develop power-law tails at late stages (Klessen 2000; Dib &
Burkert 2005; Vázquez-Semadeni et al. 2008). More recently,
Kritsuk, Norman & Wagner (2011) have shown that centrally peaked
density distributions, such as the singular isothermal sphere (Shu
1977), or other dynamical solutions such as a pressure-free or inside-
out collapse, which are all characterized by power-law density pro-
files, have ρ-PDFs and N-PDFs with power-law high-density tails,
whose slope does in fact depend on the slope of the density pro-
file. Also, they show that numerical simulations of self-gravitating
isothermal turbulence develop power-law tails as time progresses.
Thus, they attribute the development of such tails in self-gravitating
turbulent flows to the formation of local collapsing sites. Although
they do not mention it explicitly, one can conjecture that the PDFs
of the entire turbulent flow exhibit the characteristic power-law tails
of the collapsing centres, because the latter are the only sites where
such high densities develop. Note also that, because those authors
only evolved their simulations to less than half a free-fall time, the
dominant component of the kinetic energy in the simulations was
still that due to the turbulent flow.

On the other hand, multiphase simulations of the formation and
evolution of MCs out of the convergence of warm, diffuse gas in the
presence of self-gravity by Vázquez-Semadeni et al. (2007, 2010)
and Heitsch & Hartmann (2008) show that the dominant component
of the kinetic energy in the clouds after they become dominated by
self-gravity is generalized gravitational contraction. In the remain-
der of this paper, we show that those multiphase simulations also de-
velop power-law tails in their N-PDFs at late times, suggesting that
the PDFs of MCs should not be expected to be stationary, but rather
to evolve in time, as a consequence of the transition of the clouds
from being turbulence-dominated to being collapse-dominated.

As an alternative interpretation, Tassis et al. (2010) have recently
shown that a lognormal N-PDF does not necessarily imply that
the flow is turbulent. In particular, they have shown that simu-
lations of individual and multiple collapses also exhibit lognormal
N-PDFs at early stages in their evolution. However, it is well known
that isothermal compressible turbulence develops such a lognor-
mal PDF (Vázquez-Semadeni 1994; Passot & Vázquez-Semadeni
1998), Thus, it is natural to ascribe the lognormal parts of PDFs
of interstellar medium (ISM) turbulence simulations to supersonic
isothermal turbulence. Similarly, the high-density gas in the ISM
is characterized by supersonic linewidths and behaves very close

to isothermally, suggesting that lognormal PDFs in MCs are due to
this process as well.

In the next section, we will show that this behaviour can be
understood in a unified model of MC formation and evolution,
where clouds are assembled by large-scale convergent flows in the
warm neutral medium, which initially produce turbulence, but grav-
ity rapidly takes over, producing a hierarchy of nested collapsing
motions, and thus the N-PDF develops a power-law wing at large
column densities.

3 R ESULTS

3.1 Brief description of the models

In the present section we analyse the evolution of the N-PDF in
numerical simulations of the formation and evolution of MCs. In
order to understand the evolution of the N-PDF, we briefly describe
the evolution of the clouds of those simulations (for a review, see
Vázquez-Semadeni 2011).

The models consist in the collision of two large streams of warm,
thermally bi-stable H I gas. The streams collide with a given inflow
velocity, on top of which fluctuations in magnitude and shape are
superposed.

As the streams collide, the compressed regions undergo a non-
linearly induced thermal instability, cooling down rapidly and be-
coming turbulent due to a combination of various instabilities
(Heitsch et al. 2005, 2006; Vázquez-Semadeni et al. 2006). As
the cold clouds accumulate mass, they quickly become Jeans un-
stable at various scales. The superposition of those different cen-
tres of collapse produces hierarchy of nested collapses, which is
reflected in highly supersonic line profiles (Heitsch et al. 2009;
Ballesteros-Paredes et al. 2011) that traditionally have been inter-
preted as evidence of turbulence.

Under this general scheme, several studies (e.g. Vázquez-
Semadeni et al. 2007; Heitsch & Hartmann 2008; Vázquez-
Semadeni et al. 2010) have performed simulations with different
numerical schemes [smoothed particle hydrodynamics, fixed grid
or adaptive mesh refinement (AMR), respectively], and with slightly
different initial conditions. However, in spite of the differences, the
formation and evolution of the modelled MCs exhibit similar char-
acteristics: initially, all modelled clouds fragment rapidly due to
dynamical an thermal instabilities, as well as the initial velocity
fluctuations. However, while the models without gravity remain
fragmented and do not develop large density regions, the models
with gravity start to collapse transversely to the inflow direction,
developing local centres of collapse with large volumetric densities
(≥106 cm−3), as well as large column densities (≥1024 cm−2).

As Heitsch & Hartmann (2008) discuss, the same cloud at differ-
ent evolutionary times appears as if it were different kind of objects;
at earlier times, the compressed layer could be classified as a dif-
fuse H I cloud, with low column densities and thus very little CO
content (see Heitsch et al. 2006; Vázquez-Semadeni et al. 2006). As
time goes by, the layer accumulates more mass, column densities
increase and some CO begins to form. At this stage the cloud could
be identified as a ‘translucent’ cloud. Later in time, larger column
densities are achieved not only because of the compression of gas
along the direction of the streams, but also because the transverse
collapse causes a rapid increase of the column density, shielding the
interior of the cloud against UV photons. At this stage, the cloud ap-
pears mostly molecular, with dense cores that are already collapsing
and which a few Myr later form stars. The precise times in which
each one of these stages occurs depends on several parameters, e.g.
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the initial values of the density and velocity fields, the actual values
of their fluctuations, the total mass of the streams, etc. However,
once the cloud has accumulated enough mass to allow for molecule
formation, the first collapsed objects appear a few Myr later.

In the present work, in order to focus on the shape of the N-PDF
during the process of cloud formation, we make use of runs without
stellar feedback. We use runs HF and GF2 of the suite presented by
Heitsch & Hartmann (2008) and LAF0 run by Vázquez-Semadeni
et al. (2010). Run HF is similar to GF2, but without self-gravity,
and is used only for reference. Run GF2 represents the evolution
of a ∼22 × 44 × 44 pc cube filled with gas at T ∼1800 K and at a
density of n = 3 cm−3. The incoming streams are ellipsoidal cylin-
ders with a cross-section of 22 pc, an inflow velocity of 7.9 km s−1,
and inflow boundary conditions on the numerical box, i.e. infinite
incoming cylinders. In run LAF0, the simulation is performed us-
ing an AMR numerical scheme [ART code by Kravtsov, Klypin &
Khokhlov (1997)]. The box has a size of 256 pc per side, filled with
a gas at T = 5000 K, and a density of n = 1 cm−3. The streams
are circular cylinders having a diameter of 32 pc, and an incoming
velocity of 5.9 km s−1, and a length of 110 pc. The inflows are thus
fully contained within the box. This means not only that they have
a finite length and duration, but also that the total mass of the box
in the Vázquez-Semadeni et al. (2010) runs is constant, while in
the runs by Heitsch & Hartmann (2008), it is not. This result will
have implications on the height of the N-PDF, as we will see in
Section 3.2.

In order to trigger instabilities in the compressed layer, in the
HF and GF2 runs the shock front has a sinusoidal shape, while
in LAF0 run, a fluctuating velocity field is added to the inflow
velocity with rms amplitude of ∼30 per cent of the inflow speed,
and with ∼1/2 the diameter of the inflows. For more details, see
conditions of runs GF2 and LAF0 for Heitsch & Hartmann (2008)
and Vázquez-Semadeni et al. (2010), respectively.

3.2 N-PDFs

Figs 1, 2 and 3 show the N-PDFs of models HF, GF2 and LAF0,
respectively. For each run, we present two extreme cases: N-PDFs
calculated by projecting the density field perpendicular to the inflow
and one projecting along it. All plots exhibit 16 panels, from 3 to
15 Myr in Figs 1 and 2, and from 5.6 to 26.6 Myr in Fig. 3. In both
cases, the time is measured from the beginning of the collision. The
first point to notice in all three figures is that in all the simulations,
at every time-step, and in both projections, there is a large number
of data points at low column densities. This is just a consequence
of the setup of the simulations: the incoming flows are cylindrical,
and outside these cylinders the gas is uniform, with low volume
density and zero initial velocity. The peaks in each case simply
reflect the column density of the uniform background medium. The
mean density of this field is ∼1 cm−3, and thus the typical column
density of this part of the box is ∼2 × 1020 cm−2 for run GF2 and
∼8 × 1020 cm−2 for the LAF0 one.

The second point to notice is that the column densities in both
projections are extreme cases because these are extreme projections.
Typically, MCs must be observed at intermediate angles. In any case,
the initial N-PDFs for the projection along the flow (plane y–z) are
narrower than the projections perpendicular to the flow (planes x–y
or x–z, not shown here). This is because the clouds are formed in
the y–z plane, and hence the cloud is thinnest along the x-direction.

In all three figures, we further show lognormal and/or power-law
fits as follows: Fig. 1 shows only lognormal fits (dotted line) at every
time-step, since the corresponding run is purely hydrodynamical.

Note that the PDF increases in height as time goes on. This is a
consequence of the inflow boundary conditions of the models from
Heitsch & Hartmann (2008), which imply that the total mass in the
box increases in time.

In Figs 2 and 3, on the other hand, we show the lognormal fits
from t = 5.3 to 9.1 Myr and from t = 9.8 to 16.8 Myr, respectively.
The final times of these intervals correspond to the time at which the
cloud starts collapsing more vigorously. However, for reference, we
keep the first fit until the end of the simulation (dot–dashed line).

We note that in both panels of Fig. 1 the N-PDFs exhibit a
lognormal-like wing at large column densities (dotted line) since
early on in the simulation’s evolution, and maintain this shape
for the rest of the evolution. The lognormal wing at large col-
umn densities is due to the density fluctuations produced by the
turbulence induced by a combination of non-linear thin shell, ther-
mal and Kelvin–Helmholtz instabilities in the compressed layer
(Heitsch et al. 2005). However, it is worth noting that this log-
normal part is quite narrow, with column densities spanning less
than 2 orders of magnitude, from ∼2 × 1021 to 1023 cm−2,
for the entire duration of the evolution. This is due to the fact
that the turbulence generated by the instabilities is not very
strong, in agreement with previous results (Koyama & Inutsuka
2002).

The case with self-gravity is quite different (see Figs 2 and 3).
We divide the behaviour in two cases: the lognormal and the power-
law behaviours. We first note that, after some transients, the dense
column density region develops a narrow lognormal shape, indi-
cated by the dotted line (which we maintain through all frames for
clarity). However, as time goes on, gravity modifies the lognormal
shape, first by making it wider. In order to show this widening more
clearly, in Fig. 4 we plot the evolution of the standard deviation σ

of the lognormal fits as a function of time for the four runs with
self-gravity. From this figure, it is clear that the lognormals tend to
increase in width as the collapse proceeds. This behaviour has been
recently reported by Tassis et al. (2010). Finally, at late times, grav-
ity runs away and column density grows several orders of magnitude
in a few Myr. As a consequence, the N-PDF develops a power-law
tail at large column densities.

The N-PDFs shown in Figs 2 and 3 are reminiscent of the variety
of N-PDFs for different clouds shown by Kainulainen et al. (2011).
In fact, as shown by Froebrich et al. (2007), every cloud may have
its own slope, depending not only on the physical conditions of the
cloud, but also on the resolution at which the cloud itself has been
observed.

Furthermore, by comparing the direction of the projections, we
note that the slope depends on the orientation of the cloud: although
in models GF2 the slope in both projections is almost the same (see
Fig 2), models LAF0 (Fig 3) show that the slope is steeper when
we observe the cloud along its longer dimension. This effect occurs
because if the cloud is mostly aligned with the line of sight; the
observed column densities will be larger than the column densities
obtained if the cloud is mostly on the plane of the sky. This result
contrasts with the suggestion by Kritsuk et al. (2011) that all the
N-PDFs should tend to evolve towards a single value. These authors
used a model of a spherical cloud, and thus every projection is the
same. However, real clouds are far from round, and thus one cannot
expect an asymptotic single value of the slope of the power-law tail
of the N-PDF.

Also, it is noteworthy that the other run with slightly differ-
ent perturbations in Heitsch & Hartmann (2008) (run GF1, not
shown), which has a smaller perturbation in the shock front, has an
N-PDF evolution which is basically indistinguishable from the one
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Figure 1. (a) Time evolution of the N-PDF of a run without self-gravity (run HF in Heitsch & Hartmann 2008) seen perpendicular to the flow (edge-on). (b)
Same as (a), but for the projection along the flow (face-on).

Figure 2. (a) Time evolution of the N-PDF of a run including self-gravity (run GF2 in Heitsch & Hartmann 2008) seen perpendicular to the flow (edge-on).
(b) Same as (a), but for the projection along the flow (face-on).

presented here for model GF2. Similarly, the run with smaller
amplitude fluctuations (SAF0, also not shown) in Vázquez-
Semadeni et al. (2010) follows an N-PDF evolution indistinguish-
able from model LAF0. However, the precise times in which
each model (Heitsch & Hartmann 2008; Vázquez-Semadeni et al.
2010) starts collapsing are different: t ∼10 Myr for the Heitsch &
Hartmann (2008) runs, and t ∼15 Myr for the Vázquez-Semadeni
et al. (2010) runs. The difference seems to be due to the free-fall
time in each run: the compressed region in the Heitsch & Hartmann
(2008) runs has 47 per cent of the volume of the compressed region
in Vázquez-Semadeni et al. (2010), but its mass flux is five times

larger. Thus, the density in the compressed region is 2.23 times
larger in the Heitsch & Hartmann (2008) run, which in turn implies
a free-fall time-scale 2/3 times smaller. This result suggests that, to
first order, the main parameters that define the time of collapse are
the velocity and the density of the incoming field. Indeed, a parame-
ter study by Rosas-Guevara et al. (2010) has found widely different
star formation efficiencies and times of the onset of star formation
as parameters such as the inflow velocity and the amplitude of the
background turbulent fluctuations are varied.

In both runs, after the development of the lognormal N-PDF, a
clear power-law tail develops at high column densities. This shape
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Figure 3. (a) Time evolution of the N-PDF of model LAF0 in Vázquez-Semadeni et al. (2010) seen perpendicular to the flow (edge-on). (b) Same as (a), but
for the projection along the flow (face-on).

Figure 4. Time evolution of the standard deviation of the lognormal func-
tion fitted in the two projections of the two runs with self-gravity. As can be
seen, in all cases σ increases with time, implying that gravity makes wider
the lognormal of a purely turbulent gas.

transition marks also the beginning of the accelerated large-scale
collapse ongoing simultaneously with the small-scale local col-
lapses, and occurs in few Myr (∼4–5 Myr), regardless of the partic-
ular setup of the runs. It seems thus that once the cloud has achieved
enough shielding to form molecules, the cloud proceeds to collapse
in few Myr, as pointed out by Heitsch & Hartmann (2008). The
rapidity of this transition explains why most of the MCs in the solar
neighbourhood exhibit young star-forming regions (few Myr), and
there are only few clouds with no signs of star formation (Coalsack,
Lupus V; see Kainulainen et al. 2009).

Thus, we conclude that as global +local collapses proceed, the
number of high column density points in the N-PDFs increases,
causing a high N-PDF tail. As pointed out by Franco & Cox (1986),
Hartmann et al. (2001) and Heitsch & Hartmann (2008), in the solar
neighbourhood the pressure due to self-gravity becomes important
at about the column density necessary to shield the compressed
region against UV radiation (1021 cm−2), allowing the formation

of molecules. This situation corresponds to the third row in the
rightmost column of fig. 1 in Heitsch & Hartmann (2008), and
corresponds to the moment in which the cloud has already started to
collapse in the direction perpendicular to the shock. At this moment,
the densest cores of the cloud reach column densities of 1023 cm−2.

4 D ISCUSSION

Froebrich et al. (2007), Kainulainen et al. (2009) and Froebrich
& Rowles (2010) argue that the different shapes of the observed
N-PDFs must be due to a change in the governing physical processes
in MCs. In particular, Froebrich & Rowles (2010) argue that most
of their N-PDFs can be fitted by a lognormal distribution, plus
a power-law wing, the first one for low column densities, which
corresponds to the gas that is not forming stars, and the second one
for the gas which is forming stars.

Our results show that these two regimes (quiescent versus active
star formation) may very well be part of a single evolutionary pro-
cess, as depicted by Kainulainen et al. (2009). In the early stages of
the MC, the H I colliding streams form the molecular gas and pro-
vide part of the supersonic turbulent kinetic energy observed in the
line profiles. During this stage, the N-PDF is lognormal, and most
of this stage occurs in the atomic phase (Vázquez-Semadeni et al.
2007; Heitsch & Hartmann 2008), during which the cloud does not
form stars. Later on, hierarchical and chaotic gravitational contrac-
tion takes over, tending to produce a power-law tail in the N-PDFs.
The initial manifestation of this effect is that the lognormal appears
to become wider. It is important to mention that gravity is required
in order to achieve the 1.5–2 orders of magnitude in the spread
of the column density values, since pure turbulence produces only
very narrow lognormal N-PDFs. The contribution of self-gravity in
increasing the column density helps the cloud to achieve values high
enough to rapidly form molecular gas, as pointed out by Heitsch
& Hartmann (2008) and Heitsch et al. (2009). A few Myr after the
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molecules have formed, the densest cores collapse and the first stars
begin to form.

Although we agree with the general scheme depicted by
Kainulainen et al. (2009), we stress that the contribution of self-
gravity is indispensable to achieve high values of the column den-
sity. That is, self-gravity is not only important in driving the collapse
of gravitationally unstable clumps, but also in forming such clumps,
which would not be produced by turbulence alone (Vázquez-
Semadeni et al. 2008). During the later stages, the primary source of
‘turbulent’ motions (i.e. supersonic linewidths) in the MC is grav-
ity as well, with local mass concentrations that render the velocity
field more locally complex (Heitsch et al. 2009; Ballesteros-Paredes
et al. 2011).

5 C O N C L U S I O N S

Using numerical models of the formation and evolution of MC from
the diffuse ISM, we have confirmed the suggestion by Kainulainen
et al. (2009) that the N-PDF transits from a lognormal shape at
early times, when the kinetic energy in the clouds is dominated by
their initial turbulence (produced by various instabilities in the com-
pressed layer that becomes the cloud), to having a power-law tail
at high N at late times, when their kinetic energy is dominated by
gravitational contraction, which culminates with the formation of
stars. Our results thus explain naturally recent observations show-
ing that non-star-forming clouds exhibit lognormal N-PDFs, while
star-forming clouds exhibit power-law tails at high densities, under-
standing the result as the consequence of the transition of the clouds
from a more diffuse, turbulence-dominated regime to a denser, star-
forming, collapsing one. We also have shown that the slope of the
power-law tail produced by gravity in the N-PDF does not have
a unique value, but depends on the orientation of the cloud with
respect to the line of sight.
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Vázquez-Semadeni E., Gómez G. C., Jappsen A.-K., Ballesteros-Paredes J.,

Klessen R. S., 2009, ApJ, 707, 1023
Vázquez-Semadeni E., Colı́n P., Gómez G. C., Ballesteros-Paredes J.,
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