
USING RADIO FREQUENCY AND MOTION SENSING TO IMPROVE
CAMERA SENSOR SYSTEMS

Shiwei Fang

A dissertation submitted to the faculty at the University of North Carolina at Chapel Hill in
partial fulfillment of the requirements for the degree of Doctor of Philosophy in the Department

of Computer Science.

Chapel Hill
2021

Approved by:

Shahriar Nirjon

Ron Alterovitz

Ketan Mayer-Patel

Jasleen Kaur

Sirajum Munir



© 2021
Shiwei Fang

ALL RIGHTS RESERVED

ii



ABSTRACT

Shiwei Fang: Using Radio Frequency and Motion Sensing to Improve Camera Sensor Systems
(Under the direction of Shahriar Nirjon)

Camera-based sensor systems have advanced significantly in recent years. This advancement

is a combination of camera CMOS (complementary metal-oxide-semiconductor) hardware tech-

nology improvement and new computer vision (CV) algorithms that can better process the rich

information captured. As the world becoming more connected and digitized through increased

deployment of various sensors, cameras have become a cost-effective solution with the advan-

tages of small sensor size, intuitive sensing results, rich visual information, and neural network-

friendly. The increased deployment and advantages of camera-based sensor systems have fueled

applications such as surveillance, object detection, person re-identification, scene reconstruction,

visual tracking, pose estimation, and localization. However, camera-based sensor systems have

fundamental limitations such as extreme power consumption, privacy-intrusive, and inability to

see-through obstacles and other non-ideal visual conditions such as darkness, smoke, and fog.

In this dissertation, we aim to improve the capability and performance of camera-based sen-

sor systems by utilizing additional sensing modalities such as commodity WiFi and mmWave

(millimeter wave) radios, and ultra-low-power and low-cost sensors such as inertial measurement

units (IMU). In particular, we set out to study three problems: (1) power and storage consump-

tion of continuous-vision wearable cameras, (2) human presence detection, localization, and

re-identification in both indoor and outdoor spaces, and (3) augmenting the sensing capability of

camera-based systems in non-ideal situations. We propose to use an ultra-low-power, low-cost

IMU sensor, along with readily available camera information, to solve the first problem. WiFi

devices will be utilized in the second problem, where our goal is to reduce the hardware deploy-

ment cost and leverage existing WiFi infrastructure as much as possible. Finally, we will use a
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low-cost, off-the-shelf mmWave radar to extend the sensing capability of a camera in non-ideal

visual sensing situations.
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CHAPTER 1: INTRODUCTION

1.1 Overview

Accurate, low-power, low-cost, and unobstructed sensing systems are crucial in the push to-

wards a connected and digitized world. We recognize that significant advancements in camera

hardware and computer vision algorithms have accelerated the widespread deployment of cam-

eras in numerous indoor and outdoor applications. With the improvement in the capability of the

CMOS and reduction in cost, camera-based sensor systems have become ubiquitous in today’s

sensing systems. Cameras provide rich visual information, and the produced image is very sim-

ilar to what humans see; thus, camera-produced images contain high-resolution information of

the environment and are easy to interpret. These camera characteristics make them suitable for

various tasks such as surveillance [79], object detection [148], person re-identification [74], scene

reconstruction [112], scene understanding [10], visual tracking [111], pose estimation [49], and

localization [83]. These capabilities put camera-based sensors in numerous systems such as body

cameras, mobile robots, and human motion sensing input devices.

While cameras excel in many situations, they come with their limitations. For example, the

power consumption of camera sensors is exceptionally high, and their performance is severely

degraded in harsh conditions such as rain, fog, snow, and smoke. In situations like sensing and

tracking objects behind walls and obstacles, cameras can not capture any information at all. As

cameras provide rich visual data, they are privacy-invasive – which also limits their usage in

many real-world environments. These limitations deteriorate the performance of camera-based

sensor systems in the tasks mentioned previously. Literature has shown that by pushing the

boundary of cameras hardware and algorithms, we can successfully reduce power [96, 28, 30],

see around the corner [124, 65, 66], and see through fog [104]. However, while they push the
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boundary of camera-based sensor systems, they introduce additional drawbacks as well. For ex-

ample, the proposed systems have a higher computation load, require more expensive hardware,

and their prerequisites are not suitable for practical scenarios.

To address these limitations, one can explore different sensors to complement the camera. For

example, camera traps utilize low-power and low-cost motion sensors to trigger the camera for

photos or video. This combination of sensors is very effective in the wild environment applica-

tion. The motion sensor acts as a gate sensor to control the power-hungry camera’s usage, thus

significantly prolonging the whole system’s operation time. However, the utilization of motion

sensors does not work in applications requiring continuous vision, or the system is constantly

moving. The motion sensor will always be triggered and no energy reduced. Therefore, the re-

search community proposed designs to utilize different combinations of low-powered sensors

(such as infrared sensors and low-resolution monochrome cameras) to control when it’s worth the

power consumption of the main camera sensor [88]. This approach mitigates the camera move-

ment limitations but introduces high overhead in both computation and energy consumption. It

also can not provide true continuous vision as it’s only recording intermediately. As such, new

methods and designs are required to enable continuous vision while minimizing overhead.

WiFi and WiFi-enabled smartphones are becoming ubiquitous in recent years as they are be-

ing adopted worldwide. With this rapid adoption and how the WiFi signal is being affected by the

environment, literature has explored using WiFi signals to perform human sensing, such as pres-

ence detection [37] and indoor localization [23]. While camera-based systems generally achieve

better performance in these tasks, they are also privacy-intrusive and require dense deployments,

which can be difficult and costly. Moreover, for re-identification over a longer period of time,

camera-based systems are becoming less useful as facial recognition is being banned in multiple

cities and states. It is also expected to be banned in more places in the future. On the other hand,

WiFi devices have no additional hardware deployment overhead with their ubiquitous presence.

They are also privacy-aware with no human biometric information collected. New methods and

algorithms are needed to exploit the advantages of the high accuracy of camera-based sensor
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systems and ubiquity and privacy-aware of WiFi devices. We should also explore where we can

provide additional features with already deployed WiFi systems.

Camera-based sensor systems are generally easy to work with and stable, but they can be

interfered with environmental subjects, such as bad lighting, fog, and smoke. Radio frequency

(RF) can penetrate and work where the camera fails. However, ubiquitous RF systems such as

WiFi usually have a very low resolution due to their narrow bandwidth and lower frequency. As

a result, they are unsuitable for many tasks. Higher frequency systems such as mmWave radar

can provide higher resolution and penetrating capabilities, but they come at the cost of hardware

complexity. The high hardware complexity is one of the reasons why they are not widely adopted,

as higher complexity usually means higher cost. While cheap mmWave radars do exits, they are

of lower resolution with limited application scenarios. To make robotic systems truly ubiquitous,

we need to improve the performance of lower-cost mmWave radar systems and complement the

usage of camera-based sensor systems. Thus, we need to explore methods that can increase the

resolution while being computationally inexpensive.

In this dissertation thesis, we select a set of key problems surrounding camera sensing sys-

tems that will improve the efficiency as well as the capability of widely deployed camera sensors

in various indoor and outdoor spaces. Specifically, we focus on three key research challenges.

First, we propose a lightweight algorithm to extract features already embedded in the encoded

video domain and from a low-power IMU to tackle the high power consumption problem in con-

tinuous vision systems such as a smart eyeglass or a body camera. Second, by exploiting the

characteristics of WiFi signal propagation, we propose several methods to enable localization,

tracking, re-identification, and detection with ubiquitous WiFi systems. These systems can be de-

ployed with existing WiFi infrastructures and provide privacy to the end users. Third, we propose

a two-stage algorithm to enhance the sensing capability of mmWave radars, which can be used

jointly with camera-based sensor systems in non-ideal situations such as bad lighting conditions,

smoke, and occlusion.

3



Minimal 
Overhead
Sensor(s) 
Selection

System Configuration

𝑆

ApplicationsDatabase

𝑆

𝑆 𝑑 𝑓 𝑓′

Objective

⋮

𝑂

𝑂

𝑂
Sensor 
Data 

Extraction

𝑆 (𝑥)

𝑆 (𝑥)

𝑆 (𝑥)

⋮
Cross-
modal 

Optimizer

𝑂(𝑥)

Feature 
Extraction

𝐸 (𝑥)

𝐸 (𝑥)

𝐸 (𝑥)

⋮

Feature 
Processing

𝐹 (𝑥)

𝐹 (𝑥)

𝐹 (𝑥)

⋮⋮ ⋮ ⋮ ⋮

𝑑

𝑑

𝑓

𝑓

𝑓′

𝑓′

Figure 1.1: Proposed general framework to design a system that can achieve minimal overhead
while improve performance.

1.2 General Framework

To efficiently design such systems, I propose a general framework as shown in Figure 1.1

to be the blueprint of my system designs. At the beginning of each system design, the system’s

objectives are identified: system properties – such as reduced power – or desired sensing results –

such as location or high-resolution occupancy grid. Once the objectives are identified, the sensors

with minimal overhead are chosen. This overhead is not only about the quantity of the sensors

but also the added energy consumption, computational overhead, and added cost. The design of

the system is intertwined with what types of features can be extracted from each sensor. These

features are generally complemented to each other based on their strength and weakness. Once

we defined the sensors and objectives, the following steps are to design the algorithms needed

in each stage to perform Sensor Data Extraction, Feature Extraction, and Feature Processing.

These algorithms can be independent and unique to different sensors. Still, the results of the

Feature Processing should be more generalized and can perform Cross-modal Optimization if

required. The results are the objectives identified at the beginning of the design and intended

for the application. The objectives can also be used to control the system itself by providing

information that can be used to calculate system control parameters.
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1.3 Thesis Statement

“Through the addition of low-power IMU, ubiquitous WiFi devices, or low-cost mmWave

radar, vision-based sensor systems can be more energy-efficient, have better identification ac-

curacy, provide better tracking and localization, protect users’ privacy, and enable extended

sensing capabilities for richer information gathering in future sensing systems.”

1.4 Contribution List

We present a brief list of contributions of my thesis:

• A method which exploits the underlying features in the encoded video domain that can be

used to infer the dynamics of the scene. Combining these features with a low-power IMU

sensor, we proposed a standalone movable camera system that enables continuous vision

while saving power through a lightweight algorithm.

• A neural network model and multiple algorithms that can generate WiFi Angle of Arrival

(AoA) swiftly and be used in cross-modal matching with cameras to provide high accuracy

tracking, localization, and re-identification. This method is privacy-aware, low-cost, and

ubiquitous. We have collected a large dataset in indoor environments.

• An insight and method on how to localize a user in a complex mobile system where the

WiFi signal is severely distorted. We also collected a large unique dataset in the automotive

setting.

• A method to explore a set of features that can be utilized to detect human presence in

around the corner scenario, which is a non-line-of-sight situation and can not be achieved

through a camera-based sensor system.

• A two-stage method to enhance the resolution of the signal from a mmWave radar. This

two-stage method can benefit from a neural network model and a compressed sensing

algorithm that mitigates their limitations.
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1.5 Thesis Organization

The reminder of the thesis is organized as follows:

• In Chapter 2, we provide background on sensing modalities and techniques we exploited

to provide better sensing and related works on how some of the modalities are utilized to

perform targeted sensing tasks.

• In Chapter 3, we present ZenCam, a body camera system that is designed to have a contin-

uous vision while reducing power and storage consumption. This system is implemented

to show that we can exploit the already present underlying features in the encoded video

domain and a low-power IMU sensor to analyze how the quality of the videos is being

recorded. This quality analysis can be used to dynamically adjust the camera systems to

produce videos that are consistent with human perception while reducing power and stor-

age consumption. Furthermore, it can also result in smaller packaging and lower cost.

• In Chapter 4, we present our EyeFi system, which can be used for tracking, localization,

and re-identification in indoor environments. This system demonstrates how the WiFi can

be used in combination with camera-based sensor systems to provide advantages from both

sensors while mitigating drawbacks from both. In addition, we proposed new algorithms

to perform fast Angle of Arrival (AoA) estimation and matching between WiFi and camera

data for higher accuracy.

• In Chapter 5, we present CarFi, a system that can localize a person who is holding a phone

in an automotive environment. We provide insight into this unique setting and how some

limitations and interference can be mitigated and utilized. This system is beneficial to auto-

mobiles with WiFi capability to localize where the passenger is and improve the experience

of both the driver and passenger.

• In Chapter 6, we demonstrate a system that utilizes widespread WiFi access points to detect

human presence in around-the-corner situations, which are occluded to the camera-based
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systems. This system shows that by choosing the right features, WiFi can provide human

presence data, and such data can be used to provide better indoor safety, especially for

robots.

• In Chapter 7, we present SuperRF. This system utilizes mmWave signal and deep learning

techniques to provide higher resolution radio reflections for 3D reconstruction and obstacle

detection. This is a two-stage system that the deep learning results are further improved

with compressed sensing techniques. Furthermore, the proposed mmWave system can

be used in conjunction with cameras to provide sensing information during both ideal

environment and non-ideal environment as mmWave are not being affected by lighting

conditions and occlusions.

• In Chapter 8, we conclude the thesis and provide a summary and possible future directions

based on this thesis.
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CHAPTER 2: BACKGROUND

2.1 Introduction

In this chapter, we discuss the background of our dissertation work. This chapter starts with

the background on video encoding and controllers. These are the foundations of the ZenCam

work to reduce energy and storage consumption. Then we discuss the common properties of

Radio Frequency (RF) sensing, which are applicable to both WiFi and mmWave technique we

utilized in this dissertation. After the background on general RF sensing, individual properties of

WiFi and mmWave radar are discussed. Finally, we discuss some techniques that can improve the

sensing results from WiFi and mmWave.

2.2 Video Encoding

Video cameras produce videos by taking consecutive images (frames). However, if a video is

composed of only images, the size of the videos can easily reach Gigabytes (GB) within a mag-

nitude of several minutes. Video coding, sometimes referred to as video compression, reduces

video data size by reducing spatial and temporal redundancies [78] [20]. Spatial redundancy re-

duction is for structural similarity within a single image, and temporal redundancy reduction is

for similarity across different frames.

2.2.1 Video Compression Standards

While video codecs are software or hardware implementations that can encode and decode

videos, video coding formats are the specifications on how the codec can be implemented. There

are numerous video coding formats such as H.262 (MPEG-2 Part 2), MPEG-4 Part 2, H.264
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(MPEG-4 Part 10), HEVC (H.265), Theora, RealVideo RV40, VP9, and AV1. These formats are

standardized video compression algorithms, which are usually based on discrete cosine transform

(DCT) [17] and motion compensation [90]. Video coding formats such as H.264 and HEVC are

royalty-based, which can be expensive. The license fee is also one of the reasons that HEVC

is slow to adopt. Some video coding formats such as VP9 and AV1 are royalty-free and open

source, and especially the AV1 format is developed by the Alliance of Open Media (AOM). The

list of companies in the alliance includes Amazon, Apple, ARM, Facebook, Google, Intel, Mi-

crosoft, Nvidia, etc. Such alliance indicates that the industry moves away from the royalty-based

model and pushes for wider adoption of open source solutions.

2.2.2 Motion Compensation

For most videos, the difference between adjunct frames is minimum as the time interval

between two consecutive frames is small (e.g., 24 frames per second results in 0.0417 seconds

interval). This fact can be utilized to reduce the file size by reusing the information from adjacent

frames. A common technique called motion-compensated prediction (MCP) [116] [92] is used

in video codecs to reduce such temporal redundancy. Motion prediction generally works on

macroblocks [29], in which the size is defined in different codecs. The motion vector (MV) [52]

is used to identify the best match for such a macroblock in the current frame with another in

the reference frame(s) [20]. The search of the motion vector is done through motion estimation

(ME). The motion vector can be noisy and does not always show the true motion within the video

as it tries to match the best macroblock. The best match is to ensure that the two macroblocks

from the current frame and another from the reference frame generate the minimum residual.

The residual is the difference between the predicted frame using only the motion vectors and the

actual frame. Examples of the motion vector and residual are shown in Figure 2.1. As shown in

the figure, motion vectors have a higher magnitude with a lower frame rate as the time interval

between consecutive frames is higher; thus, the distance moved by the object is large
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10fps: 3  30fps: 12

Figure 2.1: Motion vectors and residual of the same scene with different frame rate. The left is
recorded at a lower frame rate than the right one.

Motion vectors can be non-integer values as the block being shifted with sub-pixel precision,

and interpolation is utilized to generate in-between pixels. Half-pixel or quarter pixel precision

is commonly used, such as in H.264 [131] and HEVC [114]. Sub-pixel precision requires much

higher computational expense as the extra process required for interpolation, and the number

of potential blocks needs to be evaluated. Although more bits are required to encode the sub-

pixel precision (i.e., non-integer), the overall compression efficiency can sometimes be achieved

through better prediction.

2.2.3 Transform Coding and Quantization

We can apply Discrete Cosine Transform (DCT) [17] [138] to convert the residual data into

the frequency domain. DCT works by express a finite sequence of data points into a sum of co-

sine functions. Cosine functions are used instead of sine functions as fewer cosine functions are

needed to approximate a typical signal. After the conversion, residuals can be further compressed

through quantization, which leads to lossy compression. The quantization is controlled by the

quantization parameter (QP) [35], which affects the bit rate during the encoding process. Higher

QP results in higher compression but lower quality.
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2.2.4 Entropy Coding

To further reduce the video file size, entropy coding [73] can be utilized to replace data sym-

bols with context-adaptive variable length code (CAVLC) [86] or context-adaptive binary arith-

metic code (CABAC) [115]. CAVLC is much less computationally expensive than CABAC.

However, it does not compress the data as effectively as CABAC. CAVLC is supported on all pro-

files, while CABAC is only supported in the Main and higher profiles in the H.264 video coding

format. CABAC is used in all HEVC profiles. The entropy coding is a lossless compression as it

only replaces the representation of the data.

2.2.5 H.264/AVC

H.264 or MPEG-4 Part 10 was standardized by a partnership effort known as the Joint Video

Team (JVT). It is the collaboration between the ITU-T (International Telecommunication Union

Telecommunication Standardization Sector) Video Coding Experts Group (VCEG) and the ISO

(International Organization for Standardization)/IEC (International Electrotechnical Commission)

JTC1 (joint technical committee) Moving Picture Experts Group (MPEG). H.264 is by far the

most commonly used video coding format. It is widely used in recording, compression, and

distribution of video content. This format supports up to and including 8K UHD (8192 × 4320).

However, H.264 is more commonly supported up to 4K (4096 x 2160) at 60 frames per second.

2.2.6 H.265/HEVC

High Efficiency Video Coding (HEVC), also known as H.265 and MPEG-H Part 2 is devel-

oped by the same organizations behind H.264 and is a successor to it. HEVC offers from 25%

to 50% better data compression when compared to H.264. Different from H.264/AVC, HEVC

uses DCT and DST [106] transforms with four transform units (TUs) of sizes 4 x 4, 8 x 8, 16 x

16, and 32 x 32. It supports resolution up to 8K (8192 x 4320) and utilized CABAC entropy cod-
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ing. The macroblock is also superseded by coded tree blocks (CTB) [85]. More intra prediction

modes are permitted in HEVC compared to H.264/AVC as well.

2.2.7 Software vs. Hardware, and Power

Video encoding and decoding generally require significant computing power. While software

and hardware implementations have the same compression efficiency, which depends on video

algorithmic implementations, utilize hardware implementation is more power-efficient. There are

drawbacks of hardware implementation as well. For example, the supported video coding formats

is limited and can not be upgraded at a later stage, and hardware implementation generally does

not support concurrent encoding in multiple formats, multiple bit rates and resolutions, and ad-

ditional features such as advanced advertising. The flexibility of software implementation also

shines as newer video coding format can be supported in older platforms as a software update. In

comparison, it will require new hardware to be installed for hardware implementations, which is

impossible in some scenarios, such as mobile devices.

The power consumption of hardware implementation can be significantly less than the soft-

ware implementation, especially with Application-Specific Integrated Circuit (ASIC). In ad-

dition to the power efficiency, which can be viewed as higher processing performance, hard-

ware implementation also provides lower latency. To address the disadvantage of flexibility,

Field-Programmable Gate Array (FPGA) has been used to provide some flexibility of being

re-programmable. However, they are higher cost and consume more power than ASIC. A combi-

nation of software and hardware can also be utilized, enabling trade-off implementations suitable

for the desired applications.

2.2.8 Compressed Domain Analysis

Motion vectors and residual information are generally available in the compressed videos.

Although they are intended to reduce the size of video files, information is stored in these pa-

rameters. These parameters are required to be preprocessed due to their noisy nature in order
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to perform analysis in the compressed domain. Once denoised, the motion vectors are usually

used to compute the intended applications [21]. For example, motion vectors have been used

to determine human action based on the changes in motion vectors [121] [25]. Video classifica-

tion, indexing, and retrieval can also utilize motion vectors as extra features [24] [84]. Object

detection, tracking, and segmentation can be loosely performed in the compressed domain as

well [63] [119]. For compressed domain analysis, features such as transform coefficients, mac-

roblock partitions, color, and more can also be utilized to achieve better results for the intended

applications.

2.3 Feedback Control

A feedback controller is to observe the output signals of the unit under control and to com-

pute and apply the right control input signal to the unit. A standard feedback controller like

PID [47] controller requires an accurate model of the system, which is extremely difficult to

acquire due to the presence of disturbance as the system operates in an open, real-world environ-

ment, especially for the ones that involve human. Adaptive controllers [71] are a special kind of

feedback controllers that can update the model to better describe the system.

2.3.1 PD Control

The on-off control method can be used in a basic control system where the requirement is

very low. However, the controller output is not associated with the control input. Proportional

control is the control output proportional to the control input, which can be expressed as:

P controller output = Kp × controller input (2.1)

where Kp is the gain constant. Suppose we note the difference between the desired system

value (e.g., the desired room temperature) and the current system value (e.g., current room tem-
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perature) as an error. In that case, one can design a derivative control where the control output is

proportional to the rate of change of the error. This can be expressed as:

D controller output = Kd × rate of change of error (2.2)

The constant Kd is commonly referred to as derivative time as it has a unit of time. Derivative

control can be a rapid corrective response to error signals (e.g., the room temperature dropping

too fast). However, as it does not respond to a constant error, which is zero in the rate of change,

derivative control D is combined with proportional control P, expressed as:

PD control output = Kp × error +Kd × rate of change of error (2.3)

PD control performs better than P control with fast process changes as the rate of change of

error is taken into consideration.

2.3.2 PID Control

Integral control is the control output is proportional to the integral of the error with respect to

time, expressed as:

I control output = Ki × integral of error with time (2.4)

Integral control is generally not used alone, as it is more common in conjunction with pro-

portional control. PI control has an advantage over P control is that the steady-state error can

be eliminated. However, the integral process takes time, which can result in oscillations if the

changes are relatively large.

Combining all three modes of control (proportional, integral, and derivative) can produce a

system with no steady-state error and reduce the tendency for oscillations. PID (proportional-

integral-derivative) controller is also called a three-model controller, and it can be expressed as:
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Figure 2.2: Model predictive controller.

PID control output = Kp× error+Ki× integral of error+Kd× rate of change of error

(2.5)

While PID controllers can perform well in many applications, it does not provide optimal

control. For more on PD and PID control, one can refer to [27].

2.3.3 Model Predictive Control

A Model Predictive Controller (MPC) [127] uses a dynamic model of the plant to predict its

future outputs and optimizes the control signals by solving an optimal control problem over a

finite future horizon. Figure 2.2 shows a model predictive controller and its inputs and outputs

over time. The plant in the Figure 2.2a is the unit being controlled. Also shown in this figure

that y(t) is the output of the system, r(t) is the reference output, and u(t) is the control input.

The shaded area on the left in Figure 2.2b denotes the past and the area on its right (t, t + N) is

the finite prediction horizon. At each time point t, predicted outputs and manipulated inputs are

computed by the controller over the finite time horizon t+ 0, . . . , t+N . However, only the first

input u(t) is applied to the system. Once reached time t+ 1, another set of N consecutive control

inputs are being calculated and only the first control input is applied.

Model predictive controllers have several advantages, such as explicitly handle constraints

on inputs and outputs, and the performance is optimized by solving an open-loop optimization

problem.
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Table 2.1: ITU designated radio frequency spectrum bands.

Frequency Range Wavelength Range
ITU designation

IEEE bands
Full Name Abbr.

Below 3 Hz > 105 km Tremendously low frequency TLF N/A
3–30 Hz 105–104 km Extremely low frequency ELF N/A

30–300 Hz 104–103 km Super low frequency SLF N/A
300–3000 Hz 103–100 km Ultra low frequency ULF N/A

3–30 kHz 100–10 km Very low frequency VLF N/A
30–300 kHz 10–1 km Low frequency LF N/A

300 kHz – 3 MHz 1 km – 100 m Medium frequency MF N/A
3–30 MHz 100–10 m High frequency HF HF

30–300 MHz 10–1 m Very high frequency VHF VHF
300 MHz – 3 GHz 1 m – 10 cm Ultra high frequency UHF UHF, L, S

3–30 GHz 10–1 cm Super high frequency SHF
S, C, X,

Ku, K, Ka

30–300 GHz 1 cm – 1 mm Extremely high frequency EHF
Ka, V,
W, mm

300 GHz – 3 THz 1 mm – 0.1 mm Tremendously high frequency THF N/A

2.4 Radio Frequency (RF)

Radio frequency usually refers to the oscillation rate of the radio wave with a range lower

than 300 GHz, which is roughly the lower limit of infrared frequencies. Infrared and radio waves

are both electromagnetic radiation (so is visible light, ultraviolet, X-ray, and Gamma-ray). As

they are the same, the radio wave also travels at the speed of light. Note that how the radio spec-

trum is being defined versus the range of infrared is a convention and arbitrary. The boundary

(the boundary generally in the 300 GHz to 3 THz range) between these two can be different in

different scientific fields.

2.4.1 Frequency

The radio spectrum of frequencies is divided into bands with conventional names assigned by

the International Telecommunications Union (ITU), and the designation is shown in Table 2.1.

The frequency above 1 GHz is conventionally called microwave, and 30 GHz - 300 GHz are

designated millimeter wave. With a larger wavelength, radio waves are more widely used for
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communications. This is due to the signal’s propagation characteristics, as they can pass through

the atmosphere, foliage, and most building materials. They also can be bend around obstructions

and tend to be scattered rather than absorbed by objects larger than their wavelength. There are

mainly three different propagation methods being used to communicate:

• Ground Wave When the radio frequency is lower than around 3 MHz, the radio wave

travels effectively as ground wave, which allows them to follow the curvature of the Earth

when they are parallel to and adjacent to the surface. This is due to their long wavelength,

which is more strongly diffracted around obstacles. For example, AM radio stations can

use Medium Frequency (MF) to broadcast, which can be received far away. Some other

applications include over-the-horizon radar, maritime communications, and more.

• Skywave Radio waves with frequencies around the range of 3 MHz to 30 MHz can be re-

flected from the atmosphere’s ionosphere layer. This property allows such radio waves to

travel further and enable long-distance communications across large distances and moun-

tainous terrains, which is not ideal for line-of-sight propagation. However, the stability

of this propagation method can be greatly affected by the environment, for example, sun-

light/darkness, season, solar activity, sunspot cycle, and more. Example applications in this

range of frequencies include amateur radio and aviation communication.

• Line-of-sight For radio waves with a frequency higher than 30 MHz, it is usually transmit-

ted through a straight line as the visible light does. Since higher frequency does not follow

the curvature of the earth and is not reflected by the atmosphere’s ionosphere, line-of-sight

propagation normally has a theory limitation on the range of about 64 km (40 miles) as lim-

ited by the earth’s shape. If the transmitter is placed high and the receiver is at sea level, the

range can be extended as the earth’s curvature allows it. Relays are required to enable long-

distance communications such as cell phone towers and wired/wireless communication

between those towers. These frequencies are used mostly for short-range communications
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such as cell phones, WiFi, Bluetooth, and more. On the lower frequency of this range, the

radio wave can pass through buildings, foliage, and other obstructions.

2.4.2 Propagation Loss

When radio waves are propagated through the environment, their power density will reduce

even in free space. The propagation loss is the result of many factors not limited to:

• Free Space Loss When the signal travels through space, it will spread out. As a result, the

power density of the signal will reduce.

• Diffraction Radio waves lose their power when they diffract around objects along their

path. The losses are higher when diffraction happens around more rounded objects than

sharp edges.

• Multipath There are usually multiple obstacles in the real environment. Thus, the signals

will be reflected and then reach the receiver via several different paths. They may add or

subtract each other based on their relative phases.

• Absorption Losses Radio waves pass through a different medium and will be absorbed.

For example, furniture, buildings, and walls will attenuate the radio signal and more se-

vere for higher frequencies. Atmospheric elements such as moisture will absorb the radio

signals as well. Vegetation also introduces large attenuation, especially when they are wet.

To illustrate the radio wave attenuation due to the earth’s atmosphere around ground level,

Figure 2.3 are generated using Matlab with ITU atmospheric gas attenuation model for frequency

from 1 GHz to 300 GHz. The condition simulated are with 15°C, 7.5g/m3 water vapor density

(around 58% relative humidity), and an atmospheric pressure around 101.3kPa. Note that the

y-axis is in log scale with the unit of (dB/km). It is shown in this figure that the atmospheric loss

is in the general trend of increase as frequency increases, especially in the more realistic wet con-

dition (7.5g/m3) versus the dry condition (0g/m3). There is an increase in the atmospheric loss
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Figure 2.3: Atmospheric gas attenuation spectrum from 1 to 300 GHz.

around 50 GHz to 75 GHz in both dry and wet conditions, which is due to the oxygen absorption

in those frequencies. A smaller increase of around 24 GHz is also observable due to the water

vapor. As water vapor and oxygen presence decrease as altitude increases, such attenuation will

reduce when the altitude is high.

Some examples of atmospheric and free space attenuation at different frequencies versus

distance are shown in Figure 2.4. From these figures, it is clearly shown that the signal loss in-

creases as the frequency increases. The effects from the atmosphere are more severe with higher

frequency as well. The dB loss is logarithm, and a 3dB loss means half of the power level, and

10 dB loss is a ten-fold decrease in signal level. As a result of the signal loss characteristics,

lower frequencies are better to be used for communication transmission. However, higher fre-

quency normally can provide larger bandwidth, which can significantly increase the transmission

throughput. The choice of which frequency to use is not purely based on the signal loss as well.

For example, the 60 GHz range, while suffering a huge loss due to oxygen absorption, can be

used for high-speed communication with the availability of huge bandwidth, and regulations

usually allow for high transmission power to offset the high power losses. As it is limited in the

transmission range, it also opens up the possibility of reuse the same frequency without inter-

ference. With a working distance of 2 km for the 60 GHz frequency band, the distance between

adjacent links can be just separated by around 4 km with minimal interference. In contrast, a

55 GHz with a working distance of around 5 km requires an 18 km distance between links to

minimize the interference [82].
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Figure 2.4: Atmospheric gas attenuation in atmosphere and free space for distance from 1 km to
10 km.
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How the radio waves pass through obstacles are related to their frequency and the materials of

the obstacle. This is related to the Skin depth of materials. This is usually calculated as:

δ =

√
ρ

πf0µrµ0

(2.6)

where δ is the skin depth, ρ is the resistivity, f0 is the signal frequency, µr is the relative

permeability, and µ0 is the permeability of free space. From this equation, the skin depth is in-

versely related to the frequency, which means as frequency increases, the penetration capability

decreases. In reality, the penetration capability is much complex and relates to other factors

as well. For example, the wall’s material and depth, a hollow wooden wall allows much better

transmission than solid concrete ones. This is also the reason that 2.4 GHz WiFi has better in-

door coverage and signal strength than 5 GHz, and 60 GHz bands are used for close-range high

throughput scenarios such as virtual reality.

2.4.3 Communication Protocol and Regulations

To prevent interference with each other, radio frequencies are tightly governed by govern-

ments around the world. The radio spectrum allocations depend on numerous factors such as the

characteristics of the frequencies, i.e., which frequency bands are suitable for the intended appli-

cations, priority of different applications, e.g., military applications have higher priority than con-

sumer ones. As radio frequencies are limited, multiple technologies and protocols may share the

same frequency. For example, both WiFi and Bluetooth utilizes the 2.4 GHz spectrum. In such

cases, the power regulation, how to detect interference, and how to mitigate interference is part of

the regulation and protocol design. Usually, communication-related signal power limitations are

much smaller than those used in radar systems. Such limitation is to mitigate commercial radio

frequency usage interference on radar systems such as weather, aviation, and defense. With these

regulations, one can not use an arbitrary frequency but need to follow the rules closely.
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MOBILE except aeronautical mobile
 MARITIME MOBILE (AIS)

MOBILE except aeronautical mobile

FIXED

FIXED Land mobile
FIXED MOBILE

FIXEDMOBILE except       
aeronautical mobile

Mobile FIXED MOBILE except
 aeronautical mobile

FIXED

MOBILE

LAND MOBILE

MARITIME MOBILE (distress, urgency, safety and calling)

 MARITIME MOBILE (AIS)

MOBILE
 except aeronautical 

mobile
FIXED

Amateur

AERONAUTICAL
MOBILE (R)

MOBILE-SATELLITE
(Earth-to-space)

BROADCASTING
(TELEVISION)

FIXED
AMATEUR

Land mobile
Fixed
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AERONAUTICAL RADIONAVIGATION

FIXED MOBILE

 RADIONAVIGATION SATELLITE MOBILE SATELLITE
(Earth-to-space)

STANDARD FREQUECY AND TIME SIGNAL - SATELLITE 
(400.1 MHz)

MET. AIDS
(Radiosonde)

MOBILE
SAT  (S-E)

SPACE RES.
(S-E)

Space Opn.
 (S-E)

MET. SAT.
(S-E)

MET. AIDS
(Radiosonde)

SPACE OPN.
 (S-E)

MET-SAT.
 (E-S)

EARTH  
EXPL     

SAT. (E-S)
Earth Expl Sat

(E-S)

Earth Expl Sat
(E-S)

EARTH  EXPL     
SAT. (E-S)

MET-SAT.
 (E-S)

MET. AIDS
(Radiosonde)

Met-Satellite
 (E-S)

Met-Satellite
 (E-S)

 METEOROLOGICAL AIDS (RADIOSONDE)
MOBILE SATELLITE (Earth-to-space)

RADIO
ASTRONOMY FIXED MOBILE

FIXED MOBILE SPACE  RESEARCH
 (space-to-space)

RADIOLOCATION Amateur

LAND MOBILE
FIXED LAND MOBILE

LAND MOBILE
FIXED LAND MOBILE

Meteorological
Satellite

(space-to-Earth)

 LAND MOBILE FIXED
LAND MOBILE

FIXED LAND MOBILE

LAND MOBILE
 LAND MOBILE FIXED

BROADCASTING
(TELEVISION) 

FIXED
BROADCASTING

(TELEVISION)

LAND MOBILE
(medical telemetry and
medical telecommand)

RADIO ASTRONOMY

BROADCASTING
(TELEVISION)

  BROADCASTING
(TELEVISION)

MOBILE

FIXED MOBILE

FIXED MOBILE

FIXED MOBILE

FIXED MOBILE

LAND MOBILE
FIXED LAND MOBILE

AERONAUTICAL MOBILE 
LAND MOBILE

AERONAUTICAL MOBILE 
FIXED LAND MOBILE

FIXED LAND MOBILE
FIXED MOBILE

RADIOLOCATION

FIXED
FIXED LAND MOBILE
FIXED MOBILE
FIXED LAND MOBILE

FIXED
FIXED LAND MOBILE
FIXED MOBILE

FIXED
FIXED

AERONAUTICAL
RADIONAVIGATION

RADIONAVIGATION-SATELLITE
(space-to-Earth)(space-to-space)

EARTH
EXPLORATION-

SATELLITE
(active)

RADIO-
LOCATION

RADIONAVIGATION-
SATELLITE

(space-to-Earth)
(space-to-space)

SPACE
RESEARCH

(active)

Space research
(active)

Earth
exploration-

satellite
 (active)

RADIO-
LOCATION

SPACE
RESEARCH

(active)

AERONAUTICAL
RADIO - 

NAVIGATION

Amateur

AERONAUTICAL RADIONAVIGATION

FIXED MOBILE RADIOLOCATION
FIXED MOBILE ** Fixed-satellite (Earth-to-space)

FIXED MOBILE ** 
LAND MOBILE (medical telemetry and medical telecommand)

SPACE RESEARCH
(passive)RADIO ASTRONOMYEARTH EXPLORATION - SATELLITE

(passive)

LAND MOBILE
(telemetry and telecommand)

LAND MOBILE
(medical telemetry and 
medical telecommand 

Fixed-satellite
(space-to-Earth)

FIXED (telemetry and
telecommand)

LAND MOBILE
(telemetry & telecommand)

FIXED MOBILE ** 
MOBILE (aeronautical telemetry)

MOBILE SATELLITE (space-to-Earth)

AERONAUTICALRADIONAVIGATION-SATELLITE
(space-to-Earth)(space-to-space)

MOBILE SATELLITE
(Earth-to-space)

RADIODETERMINATION-
SATELLITE (Earth-to-space)

MOBILE SATELLITE
(Earth-to-space)

RADIODETERMINATION-
SATELLITE (Earth-to-space)

RADIO 
ASTRONOMY

MOBILE SATELLITE
(Earth-to-space)

RADIODETERMINATION-
SATELLITE (Earth-to-space)

Mobile-satellite
(space-to-Earth)

MOBILE SATELLITE(Earth-to-space)

MOBILE SATELLITE
(Earth-to-space)RADIO ASTRONOMY

RADIO ASTRONOMY

FIXED MOBILE ** 

METEOROLOGICAL AIDS
(radiosonde)

METEOROLOGICAL 
SATELLITE (space-to-Earth)

METEOROLOGICAL 
SATELLITE (space-to-Earth)

FIXED

MOBILE

FIXEDMOBILE SPACE OPERATION (Earth-to-space) 

FIXED MOBILE

MOBILE SATELLITE (Earth-to-space)
FIXED

MOBILE

SPACE RESEARCH (passive)

RADIO ASTRONOMY

METEOROLOGICAL AIDS
(radiosonde)

SPACE
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(Earth-to-space)
(space-to-space)

EARTH
EXPLORATION-

 SATELLITE
(Earth-to-space)
(space-to-space)

FIXED

MOBILE

SPACE OPERATION
(Earth-to-space)
(space-to-space)

MOBILE FIXED

SPACE
RESEARCH

(space-to-Earth)
(space-to-space)

EARTH
EXPLORATION- 

SATELLITE
(space-to-Earth)
(space-to-space)

SPACE
OPERATION

(space-to-Earth)
(space-to-space)

MOBILE
(ling of sight only

including aeronautical
telemetry, but excluding
flight testing of manned

aircraft)

FIXED
 

(line of sight only)

FIXED
SPACE RESEARCH

(space-to-Earth)
(deep space)

MOBILE**

Amateur
FIXEDMOBILE**Amateur RADIOLOCATION

RADIOLOCATION MOBILE FIXED Radio-
location Mobile Fixed

BROADCASTING - SATELLITEFixedRadiolocation
FixedMobile

Radio-
location

BROADCASTING
SATELLITEFIXEDMOBILERADIOLOCATION

RADIOLOC ATION

MOBILE
MOBILE

AMATEUR

AMATEUR

Radiolocation
MOBILE FIXED

Fixed

Amateur
Radiolocation

MOBILE SATELLITE
(space-to-Earth)

RADIODETERMINATION-
SATELLITE (space-to-Earth)

MOBILE SATELLITE
(space-to-Earth)

RADIODETERMINATION-
SATELLITE (space-to-Earth) FIXEDMOBILE**

MOBILE** FIXED

Earth exploration-
satellite

(passive)

Space research
(passive)

Radio
astronomy

MOBILE**

FIXED
EARTH

EXPLORATION-
SATELLITE

(passive)

RADIO
ASTRONOMY

SPACE RESEARCH
(passive)

AERONAUTICAL
RADIONAVIGATION

METEOROLOGICAL 
AIDS Radiolocation

Radiolocation

RADIOLOCATION

MARITIME
RADIO-

NAVIGATION

MOBILEFIXED

BROADCASTING

BROADCASTING

Radiolocation

Fixed
(telemetry)

FIXED (telemetry and
telecommand)

LAND MOBILE  (telemetry & telecommand)

AERONAUTICAL
RADIONAVIGATION

AERONAUTICAL
RADIONAVIGATION

AERONAUTICAL
RADIONAVIGATION

AERONAUTICAL
RADIONAVIGATION

AERONAUTICAL
RADIONAVIGATION

Space research
(active)

Earth
exploration-

satellite
 (active)

EARTH
EXPLORATION-

SATELLITE
(active)

Fixed

FIXED

FIXEDMOBILE

ISM – 24.125 ± 0.125 
ISM – 5.8 ± .075 GHz

3G
H
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Radiolocation Amateur

AERONAUTICAL
RADIONAVIGATION

(ground based) RADIOLOCATION Radiolocation

FIXED-SATELLITE
 (space-to-Earth) Radiolocation

FIXED

AERONAUTICAL
 RADIONAVIGATION

MOBILE

FIXED MOBILE

RADIO ASTRONOMY Space Research (passive)

RADIOLOCATION

RADIOLOCATION

RADIOLOCATION

METEOROLOGICAL 
AIDS

Amateur

FIXED

SPACE RESEARCH (deep space)(Earth-to-space)

FixedFIXED-SATELLITE (space-to-Earth)

AERONAUTICAL RADIONAVIGATION

RADIOLOCATION Radiolocation

MARITIME RADIONAVIGATION

RADIONAVIGATION

Amateur

FIXED

RADIO ASTRONOMY

BROADCASTING-SATELLITE

Fixed Mobile

Fixed
MobileFIXED

MOBILE

SPACE RESEARCH
(passive)RADIO ASTRONOMY EARTH EXPLORATION -

SATELLITE  (passive)

FIXED

FIXED MOBILE

FIXED-SATELLITE
 (space-to-Earth)

FIXED

MOBILE

MOBILE

AERONAUTICAL RADIONAVIGATION

Standard frequency
and time signal

satellite
(Earth-to-space)

FIXED

FIXEDMOBILE**

FIXED MOBILE**

FIXED SATELLITE 
(Earth-to-space)

Amateur
MOBILE

BROADCASTING-SATELLITE

FIXED-SATELLITE (space-to-Earth)

MOBILE

FIXED MOBILE

INTER-SATELLITE

AMATEUR AMATEUR-SATELLITE

Radio-
locationAmateurRADIO-

LOCATION

FIXED
INTER-SATELLITERADIONAVIGATION

RADIOLOCATION-SATELLITE (Earth-to-space)
FIXED-SATELLITE

(Earth-to-space)

MOBILE-SATELLITE
(Earth-to-space)

MOBILEINTER-SATELLITE

30 G
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Earth
exploration-

satellite
(active) 

Space research
(active)

RADIOLOCATION

RADIOLOCATION
AERONAUTICAL

RADIONAVIGATION
(ground based)

FIXED-SATELLITE
(space-to-Earth)

FIXED

RADIONAVIGATION-SATELLITE
(Earth-to-space)AERONAUTICAL RADIONAVIGATION

AERONAUTICAL RADIONAVIGATION RADIONAVIGATION-SATELLITE 
(space-to-Earth)(space-to-space)

AERONAUTICAL
RADIONAVIGATION

FIXED-SATELLITE
 (Earth-to-space)

Earth
exploration-

satellite (active)

Space research

Radiolocation

EARTH
EXPLORATION-

SATELLITE
(active)

SPACE RESEARCH
(active)RADIOLOCATION

Earth
exploration-

satellite (active)

Radiolocation

Space research
(active)

EARTH
EXPLORATION-

SATELLITE
(active)

SPACE RESEARCH
(active)RADIOLOCATION

Radiolocation

Space research
(active)

EARTH
EXPLORATION-

SATELLITE
(active)

SPACE RESEARCH
(active)

RADIOLOCATION

AERONAUTICAL

RADIONAVIGATION

Earth
exploration-

satellite (active)

Radiolocation
Space research

(active)

EARTH
EXPLORATION-

SATELLITE
(active)

SPACE RESEARCH
(active)

RADIOLOCATION

RADIONAVIGATION

Earth
exploration-

satellite (active)

Space research
(active)

EARTH
EXPLORATION-

SATELLITE
(active)

SPACE RESEARCH
(active)

MARITIME
RADIONAVIGATION

RADIOLOCATION

MARITIME RADIONAVIGATIONRADIOLOCATION
MARITIME                        

RADIONAVIGATION

AmateurRADIOLOCATION

MOBILEFIXED-SATELLITE 
(Earth-to-space)

FIXEDFIXED-SATELLITE 
(Earth-to-space)

FIXEDFIXED-SATELLITE (Earth-to-space)(space-to-Earth)

FIXEDFIXED-SATELLITE (Earth-to-space)(space-to-Earth)MOBILE

FIXED-SATELLITE (Earth-to-space)MOBILE

FIXEDMOBILE
FIXED

FIXED
FIXED SPACE RESEARCH (Earth-to-space)

FIXED
MOBILE-SATELLITE (space-to-Earth)

FIXEDMobile-satellite (space-to-Earth)FIXED-SATELLITE (space-to-Earth)

FIXEDMobile-satellite 
(space-to-Earth)

METEOROLOGICAL
 SATELLITE (space-to-Earth)

FIXED-SATELLITE (space-to-Earth)

FIXEDMobile-satellite (space-to-Earth)FIXED-SATELLITE (space-to-Earth)

FIXED-SATELLITE (Earth-to-space) MOBILE-SATELLITE (Earth-to-space) Fixed

FIXED
Mobile-satellite
(Earth-to-space)

(no airborne)

FIXED SATELLITE
 (Earth-to-space)

EARTH EXPLORATION-
 SATELLITE (space-to-Earth)

Mobile-satellite
(Earth-to-space)

(no airborne)
FIXEDEARTH EXPLORATION- 

SATELLITE (space-to-Earth)
FIXED-SATELLITE
 (Earth-to-space)

METEOROLOGICAL-
 SATELLITE

 (space-to-Earth)

FIXED
Mobile-satellite
(Earth-to-space)

(no airborne)

FIXED-SATELLITE
 (Earth-to-space)

EARTH EXPLORATION-SATELLITE
 (space-to-Earth)

Space research (deep space)(space-to-Earth)SPACE RESEARCH (deep space)(space-to-Earth)FIXED

SPACE RESEARCH (space-to-Earth) FIXED

Earth
exploration  -

satellite 
(active)

Radio-
location

Space 
research
 (active)

EARTH
EXPLORATION-

SATELLITE
 (active)

RADIO-

LOCATION

SPACE
RESEARCH

 (active)

RadiolocationRADIOLOCATION
Radiolocation
Radiolocation

RadiolocationMeteorological Aids

Earth
exploration - 

satellite 
(active)

Radio-
location

Space 
research
 (active)

EARTH
EXPLORATION

SATELLITE
 (active)

RADIO-

LOCATION

SPACE
RESEARCH

 (active)

Radiolocation
Radiolocation

Amateur-satelliteAmateurRadiolocationRADIOLOCATION

RADIOLOCATION

FIXEDEARTH EXPLORATION-SATELLITE (passive)SPACE RESEARCH (passive)

EARTH EXPLORATION-SATELLITE (passive)SPACE RESEARCH (passive)

FIXED-SATELLITE (space-to-Earth)FIXED

FIXED-SATELLITE (space-to-Earth)

FIXED
FIXEDFIXED-SATELLITE (Earth-to-space)

Space 
research
 (active)

EARTH
EXPLORATION -

SATELLITE 
(active)

SPACE
RESEARCH

 (active)

Aeronatuical
Radionavigation

EARTH
EXPLORATION

SATELLITE 
(active)

RADIO -
LOCATION

SPACE

RESEARCH

Radio-
location

Space 
research

RADIO - 
LOCATION

Space 
research

FIXED-
SATELLITE

(Earth-to-space)

Space 
research

Radio - 
location

FIXED-SATELLITE (Earth-to-space)Mobile-satellite (Earth-to-space)
Space 

research

Mobile-satellite (space-to-Earth) FIXED-SATELLITE (Earth-to-space)

Mobile-satellite
(Earth-to-space)

Space research

MOBILESPACE RESEARCHFixed
FIXED SPACE RESEARCH Mobile

FIXED-SATELLITE 
(Earth-to-space)

AERONAUTICAL 
RADIONAVIGATION

AERONAUTICAL RADIONAVIGATION
RADIOLOCATION

Space research (deep space)(Earth-to-space)RADIOLOCATION

RADIOLOCATION

EARTH
EXPLORATION- 

SATELLITE 
(active)

RADIO-
LOCATION

SPACE
RESEARCH

 (active)

Earth
exploration-

satellite (active)

Radio-
location

Space 
research
 (active)

Radiolocation

FIXED-SATELLITE (Earth-to-space)

FIXED FIXED-SATELLITE (space-to-Earth)

SPACE RESEARCH
(passive)

EARTH EXPLORATION -
SATELLITE (passive)

FIXED-SATELLITE (space-to-Earth)
FIXED-SATELLITE (space-to-Earth)

MOBILE-SATELLITE (space-to-Earth)

Standard
frequency

and
time signal

satellite
(space-to-

Earth)

FIXED-SATELLITE (space-to-Earth)

MOBILE-SATELLITE (space-to-Earth)

FIXEDEARTH EXPLORATION -
SATELLITE (passive)

SPACE RESEARCH
(passive)

FIXED MOBILE**

EARTH
EXPLORATION- 

SATELLITE 
(passive)

MOBILE**

FIXED

SPACE
RESEARCH

(passive)
RADIO

ASTRONOMY

MOBILEFIXED
FIXED MOBILE

FIXED MOBILE
EARTH EXPLORATION -

SATELLITE - (passive)
SPACE RESEARCH

(passive)
RADIO

ASTRONOMY

Earth
exploration -

satellite 
(active)

RADIONAVIGATION
FIXED-SATELLITE

(Earth-to-space)FIXED

Standard frequency and 
time signal satellite

(Earth-to-space)

FIXED

FIXED

EARTH
EXPLORATION -

SATELLITE
(space-to-Earth) 

SPACE
RESEARCH

(space-to-Earth)

MOBILE

INTER-SATELLITE

Inter-satellite FIXED INTER-SATELLITE

FIXED-SATELLITE
(Earth-to-space)

FIXED-SATELLITE
(Earth-to-space)

RADIOLOCATIONMARITIME
RADIONAVIGATION

AERONAUTICAL RADIONAVIGATION

INTER-SATELLITE

Inter-satellite

Earth
exploration -

satellite 
(active)

FIXED

FIXED-SATELLITE
(Earth-to-space)

FIXED

Space research

Radiolocation
Radiolocation

Radiolocation

RADIOLOCATION

RADIOLOCATION

Earth
exploration-

satellite (active)
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(space-to-Earth)
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(Earth-to-space)
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exploration -

satellite 
(active)

Amateur-satellite
(space-to-Earth)

FIXED-SATELLITE
(Earth-to-space)

FIXED -
SATELLITE

(Earth-to-space)

MOBILE -
SATELLITE

(Earth-to-space)

Standard Frequency 
and 

Time Signal
Satellite

(space-to-Earth) FIXED MOBILE

RADIO
ASTRONOMY

SPACE
RESEARCH 

(passive)

EARTH
EXPLORATION -

SATTELLITE (passive)

RADIONAVIGATION

INTER-SATELLITE

RADIONAVIGATION

Radiolocation

FIXED

FIXED

MOBILE

Mobile
FixedBROADCASTING

MOBILE

SPACE RESEARCH 
(passive)

EARTH EXPLORATION-
SATELLITE (passive)

SPACE RESEARCH (passive)EARTH EXPLORATION-SATELLITE (passive)

EARTH EXPLORATION-
SATELLITE (passive)

SPACE
RESEARCH

(passive)

MOBILE

FIXED

MOBILE
SATELLITE
(space-to-

Earth)

MOBILE-
SATELLITE

RADIO
NAVIGATION

RADIO
NAVIGATION-

SATELLITE

FIXED-
SATELLITE
(space-to-

Earth)

AMATEUR AMATEUR-SATELLITE

SPACE
RESEARCH

(passive)

RADIO
ASTRONOMY

EARTH     
EXPLORATION-

SATELLITE
(passive)

MOBILEFIXED RADIO-
LOCATION

INTER-SATELLITE

RADIO-
NAVIGATION

RADIO-
NAVIGATION-

SATELLITE

AMATEUR AMATEUR - SATELLITE

RADIO
LOCATION

EARTH
EXPLORATION- 

SATELLITE (passive)
SPACE RESEARCH

(passive)

SPACE
RESEARCH

(passive)

RADIO
ASTRONOMY

MOBILEFIXED

RADIO
ASTRONOMY

INTER-
SATELLITE

RADIONAVIGATION

RADIONAVIGATION-
SATELLITE

SPACE
RESEARCH

(Passive)

RADIO
ASTRONOMY

EARTH
EXPLORATION-

SATELLITE
(Passive)

MOBILEFIXED

MOBILEFIXED

MOBILE

FIXED

FIXED-
SATELLITE

(space-to-Earth)

RADIOLOCATION
AMATEURAMATEUR-SATELLITE

AmateurAmateur-satellite

EARTH EXPLORATION-  
SATELLITE (passive)

MOBILE

SPACE RESEARCH
(deep  space) (space-to-Earth)

MOBILE

MOBILE

SATELLITE

(space-to-Earth)

SPACE

RESEARCH

(Earth-to-space)

FIXED-
SATELLITE

(space-to-Earth)

BROADCASTING-
SATELLITE

INTER- SATELLITE EARTH EXPLORATION-SATELLITE (passive)SPACE RESEARCH 
(passive)

FIXEDMOBILE**

SPACE
RESEARCH

(passive)

EARTH
EXPLORATION-

SATELLITE
(passive)

RADIONAVIGATION

RADIO-
LOCATION

SPACE RESEARCH
(deep  space) (Earth-to-space)

Radio-
location

Space research
(deep  space)

(Earth-to-space)

RadiolocationRADIOLOCATION
EARTH

EXPLORATION -

SATTELLITE (active)

RADIO
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Figure 2.5: The 2016 radio spectrum chart of the United States frequency allocations. [118]
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Besides regulated radio frequencies that would require a government license (for the trans-

mitter) to operate in, e.g., GSM, LTE, TV broadcast, AM, FM, there are radio spectrum reserved

for industrial, scientific, and medical (ISM) purposes other than telecommunications. An exam-

ple application in these bands is the microwave oven. For wireless communication systems that

utilize these frequencies, they need to tolerate the interference of other devices. As the available

bands are limited and sparse, wireless communication systems such as WiFi, Bluetooth, cordless

phones, near-field communication (NFC), garage door, remote control, and etc., are required

to be low power and cooperate in these frequencies. With the limitation on transmission power,

the range of such wireless systems is usually limited. For example, Bluetooth is around 10 m,

WiFi is in the hundred-meter range, and lower frequency such as LoRa can go for several kilo-

meters as the path loss is much smaller. How the radio spectrum is allocated in the US can be

seen in Figure 2.5. The full-size detailed chart is available on their website. These allocations are

ever-changing to meet the requirements of multiple entities.

2.4.4 Angle of Arrival (AoA)

When antennas receive an RF signal, the signal is coming from a certain direction. The angle

of Arrival (AoA) is used to describe this direction. How the AoA is normally defined is shown

in Figure 2.6. The circular dots represent the antennas. The dashed line is the coordinate system

of the antenna array. The vertical dash line, which is perpendicular to the antenna array, is the

boresight of this array. Boresight is the axis of maximum gain, and for most antennas, the bore-

sight is also the axis of symmetry. Suppose the antennas shown in the figure are omnidirectional

antennas. In that case, signals coming from either side and mirroring along the antenna array (i.e.,

top or bottom in the figure) will have the same AoA.

To calculate the AoA, the time difference of arrival (TDOA) is usually utilized. As the dis-

tance traveled by the signal is different for each antenna, as shown in the figure, the time will also

be different. However, as RF signals traveling at the same speed as light, the time difference is
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θ

θ
d sin(θ)

d

Figure 2.6: Angle of arrival of RF signals are measured as the angle between the signal and the
boresight of the antenna array.

usually too small to be effectively measured by the hardware. As a result, the phase difference

between the received signals is generally used to estimate the AoA.

2.4.5 Antenna Placement

Antennas are mostly arranged in a linear array with equal space between each adjacent an-

tenna. The distance between the antennas (d) is determined by the frequency (f ) of the system

operates in. For a linear antenna array, as shown in Figure 2.6, the difference in distance traveled

by the signal to two adjacent antennas is dsin(θ), with θ being the angle of arrival.

For the angle of arrival to be measured unambiguously, the distance d between antennas needs

to be smaller than the wavelength λ of the signal. For example, if the distance d = λ+ ∆l, and the

phase difference ω of the received signals meets:

0 <
λω

2π
< ∆l (2.7)

it’s unknown that if the phase difference is just ω, which is equal to the difference caused by

dsin(θ) or the phase difference is actually λ + ω, which is a different angle of arrival. Thus the

distance between antennas needs to be smaller than the wavelength of the signal.
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When the distance between antennas is smaller than the wavelength, the angle of arrival is

usually estimated from phase difference (ω) between two received signals:

ω = 2π
dsin(θ)

λ
(2.8)

θ = sin−1(
ωλ

2πd
) (2.9)

where λ is the wavelength of the signal. Because the phase difference ω can be uniquely

estimated only from −π to π, we can substitute the ω with π. Thus, the maximum unambiguous

field of view (FOV) of the antenna array can be calculated with:

θFOV = ±sin−1( λ
2d

) (2.10)

The maximum θFOV is achieved with d = λ/2, which results in θFOV = ±90°. To achieve

theoretical maximum field of view, antennas are commonly placed λ/2 apart with λ being the

wavelength, and λ = c/f , where c is the speed of light and f is the frequency.

2.5 WiFi

WiFi is wireless communication technology. WiFi devices are defined as any “Wireless Lo-

cal Area Network (WLAN) products that are based on the Institute of Electrical and Electron-

ics Engineers’ (IEEE) 802.11 standards”. This IEEE 802.11 is a set of medium access control

(MAC) [53] and physical layer (PHY) [140] specifications for implementing Wireless Local

Area Network (WLAN) communication. While the standards are universally adopted, the radio

frequency spectrum may vary from country to country.
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Table 2.2: IEEE 802.11 PHY Standards

Standard
Frequency

Band Bandwidth Modulation
Advanced Antenna

Technologies
Maximum
Data Rate

802.11 2.4 GHz 20 MHz DSSS, FHSS N/A 2 Mbits/s
802.11b 2.4 GHz 20 MHz DSSS N/A 11 Mbits/s
802.11a 5 GHz 20 MHz OFDM N/A 54 Mbits/s
802.11g 2.4 GHz 20 MHz DSSS, OFDM N/A 542 Mbits/s

802.11n
2.4 GHz,
5 GHz

20 MHz,
40 MHz OFDM

MIMO,
up to 4 spatial streams 600 Mbits/s

802.11ac 5 GHz

20 MHz,
40 MHz,
80 MHz,
160 MHz

OFDM
MIMO, MU-MIMO,

up to 8 spatial streams 6.93 Gbits/s

2.5.1 WiFi Standards

An overview of some of the IEEE 802.11 PHY standards is shown in Table 2.2. Earlier stan-

dards such as 802.11a/b/g are limited in terms of performance. They are only operated with

limited channels and channel bandwidth. 802.11n improves dramatically over previous standards.

It incorporates advanced signal processing and modulation techniques at the physical layer (PHY)

to exploit multiple antennas and wider channels. At the media access control (MAC) layer, proto-

col extensions are more efficient. 802.11n also adds multiple-input and multiple-output (MIMO)

and 40MHz channels. MIMO enables data can be simultaneously transmitted and received. An-

tenna configurations from 1x1 to 4x4 are defined. 802.11ac (also known as WiFi 5) builds on

top of 802.11n with wider bandwidth (all 802.11ac devices are required to support 20, 40, and

80 MHz channels), more MIMO spatial streams (up to 8), multi-user MIMO, and higher density

modulation.

The IEEE 802.11 standards cover the wireless networks’ protocols and operations. These

standards only control the two lowest layers, the physical layer and data link layer, of the Open

Systems Interconnection Reference Model (OSI Model) [46]. The general theme is that the

medium access control (MAC) or data link layer of all the 802.11 standards to be compatible

while only the physical layer (PHY) differs.
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Figure 2.7: WiFi channels of the 2.4 GHz band. Image source: Wikipedia.

2.5.2 WiFi Channels

Radio frequency is utilized to perform wireless communication, and spectrum allocation is a

vital part of the infrastructure. Several radio frequency ranges are used for WiFi communications

and most notably the 2.4 GHz and 5 GHz frequency bands. Each spectrum is sub-divided into

channels with a center frequency and bandwidth. Channels are numbered at 5 MHz spacing

within a band (except 60 GHz band). Transmission is generally occupied at least 20 MHz, and

newer standards allow channels to be bonded together to form a wider channel, which provides

higher throughput. For example, WiFi channels and availability of 2.4 GHz band are shown in

Figure 2.7 and Table 2.3 respectively. Although WiFi standards allow such channels to be used,

the availability, maximum power levels, and etc., are subject to each country’s regulations and

changed throughout time.

5 GHz band are generally available from 5.250 to 5.350 GHz and 5.470 to 5.725 GHz. How-

ever, the regulations on the 5 GHz band vary a lot from country to country, and the numbering is

less intuitive. More frequency bands are being used by different WiFi standards, such as the sub-

gighertz band (900 MHz) for 802.11ah, which is designed for the Internet of Things (IoT) and

support long-range and low-power communications but currently lack commercially available

hardware. 60 GHz for 802.11ad/ay standards (also known as WiGig) provides fast internet speed

but a limited transmission range, which is more targeted to applications such as virtual reality.

There is only very limited hardware support to 802.11ad standard, and 802.11ay standard is still

finalizing. Newer WiFi standards such as 802.11ax (WiFi 6E) can utilize some of the 6 GHz band.

These regulations are either finalizing or expect to finalize in the near future.
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Table 2.3: 2.4 GHz WiFi channel availability. Source: Wikipedia.

Channel F0 (MHz) Frequency Range (MHz) North America Japan Most of world

1 2412 2401–2423 Yes Yes Yes
2 2417 2406–2428 Yes Yes Yes
3 2422 2411–2433 Yes Yes Yes
4 2427 2416–2438 Yes Yes Yes
5 2432 2421–2443 Yes Yes Yes
6 2437 2426–2448 Yes Yes Yes
7 2442 2431–2453 Yes Yes Yes
8 2447 2436–2458 Yes Yes Yes
9 2452 2441–2463 Yes Yes Yes

10 2457 2446–2468 Yes Yes Yes
11 2462 2451–2473 Yes Yes Yes
12 2467 2456–2478 No except CAN Yes Yes
13 2472 2461–2483 No Yes Yes
14 2484 2473–2495 No 11b only No

Figure 2.8: OFDM spectral mask used for 802.11a/g/n/ac. [117]
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The 802.11 standards also specify the spectral mask, which defines how the power distribu-

tion across each channel is permitted. The mask for 802.11a/g/n/ac are shown in Figure 2.8. Note

that while the channel size is 20 MHz, 40 MHz, 80 MHz, and 160 MHz, the highest power is

permitted with a small bandwidth, and some power is still allowed outside of the band width.

This means that some parts of the nearby channels’ energy can still interfere with other channels,

albeit with minimal interference if the standards are met.

2.5.3 Received Signal Strength Indicator (RSSI)

Received Signal Strength Indicator (RSSI) is a measurement of the power present in a re-

ceived radio signal. RSSI is usually derived in the intermediate frequency (IF) stage before the

IF amplifier and is a relative index. The 802.11 standards do not specify detailed rules regarding

RSSI, and each manufacturer can define their own max value. There is no defined relationship

between the RSSI value to the actual power level in milliwatts or decibels referenced on one

milliwatt (dBm), and each vendor and manufacture can define their own accuracy, granularity,

and range for the actual power. As a result, it is usually not accurate to compare RSSI between

different chips, but a higher value with the same chip means a better signal. The RSSI value can

also be used internally to determine when the network card is clear to send (CTS).

Different from RSSI, which measures the received power in preamble only, Received Channel

Power Indicator (RCPI) is introduced to measure the received RF power in the selected chan-

nel for the received frame. It is also defined that the RCPI shall equal the received RF power

within an accuracy of ±5 dB (95% confidence interval) within the specified dynamic range of the

receiver.

2.5.4 Channel State Information (CSI)

With newer IEEE 802.11 standards support Multiple-Input and Multiple-Output (MIMO) to

increase the performance and stability of the WiFi systems, WiFi chipsets measure the channel

at the Orthogonal Frequency-Division Multiplexing (OFDM) subcarrier level. The result is re-
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Table 2.4: CSI carriers reported based on carrier grouping. [60]

BW Grouping Ns Carriers for which matrices are sent

20 MHz

1 56 All data and pilot carriers: –28, –27,. . . –2, –1, 1, 2,. . . 27, 28

2 30
–28,–26,–24,–22,–20,–18,–16,–14,–12,–10,–8,–6,–4,–2,–1,

1,3,5,7,9,11,13,15,17,19,21,23,25,27,28
4 16 –28,–24,–20,–16,–12,–8,–4,–1,1,5,9,13,17,21,25,28

40 MHz

1 114 All data and pilot carriers: –58, –57, . . . , –3, –2, 2, 3,. . . , 57, 58

2 58

–58,–56,–54,–52,–50,–48,–46,–44,–42,–40,–38,–36,–34,–32,–30,
–28,–26,–24,–22,–20,–18,–16,–14,–12,–10,–8,–6,–4,–2,

2,4,6,8,10,12,14,16,18,20,22,24,26,28,
30,32,34,36,38,40,42,44,46,48,50,52,54,56,58

4 30
–58,–54,–50,–46,–42,–38,–34,–30,–26,–22,–18,–14,–10,–6, –2,

2,6,10,14,18,22,26,30,34,38,42,46,50,54,58

ported in a standard Channel State Information (CSI) format, as shown in Table 2.4. In this table,

grouping means the method used to reduce the size of the CSI report by reporting a single value

for each group of N adjacent subcarriers. Ns is the number of subcarriers reported.

As CSI measures the subcarrier level, the information recorded is much granular than RSSI.

The properties of such channels are a description of the combined effect of the scattering, fading,

and power decay between the transmitter and receiver. Each CSI entry represents the Channel

Frequency Response (CFR):

H(f ; t) =
N∑
n

an(t)e−j2πfτn(t) (2.11)

where ai(t) is the amplitude attenuation factor, τi(t) is the propagation delay, and f is the

carrier frequency [122]. Since the signals between the transmitters and receivers are impacted

by the environment and the displacement and movement of the antennas themselves, the CSI

amplitude |H| and phase ∠H captures the wireless characteristics of the environment.

Before the data symbols are transmitted, the transmitter will send Long Training Symbols

(LTFs), containing pre-defined symbols for each subcarrier. For each subcarrier, the signal is

modeled as y = Hx + n, where y is the received signal, x is the transmitted signal, and n is the

noise. H is the CSI matrix, as shown before. With the received LTFs and the known pre-defined
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LTFs that are transmitted, the chipset can estimate the matrix H . As a result, the reported CSI

values are not the most accurate as it is also affected by other factors within the chipset. In recent

studies, researchers have found that CSI can be used for WiFi sensing, including but not limited

to: angle of arrival estimation, human detection, breath detection, and etc.

2.5.5 MUSIC and Variants

For the angle of arrival (AoA) estimation, one classical method is the MUSIC algorithm [108].

If two antennas are separated d apart, the additional phase shift introduced due to the distance is

−2π × d × sin(θ) × f/c, where θ is the AoA, f is the signal frequency, and c is the speed of

light. The MUSIC algorithm works by estimating the steering matrix A in: X = AF , where X

is the measurement matrix of the received signal, and F is the matrix of complex attenuation. In

a recent WiFi-based localization algorithm [69], the AoA of the direct path (which is relevant to

the localization problem) is isolated by taking the eigenvector of the matrix, XXH , for which, the

eigenvalue is zero. The eigenvector goes through further processing to obtain the direct path.

2.6 mmWave Radar

In recent years, mmWave radars have become popular in the automotive industry, and cur-

rently, they are being used in applications such as advanced cruise control, driver monitoring,

and autonomous driving. A mmWave radar is a detection and ranging system that operates in the

frequency spectrum between 30 GHz and 300 GHz, corresponding to 10 mm to 1 mm in wave-

length (e.g., a 77 GHz mmWave radar has a wavelength of 3.9 mm). Transmitted signals from

these radars have forms including Continuous Wave (CW), Frequency Modulated Continuous

Waveform (FMCW), and pulsed.
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2.6.1 Frequency Modulation

A continuous wave (CW) radar is one of the simplest forms of radars. It continuously trans-

mits radio signals at a constant high frequency. CW radar is usually used to detect speed and

change in the environment based on the Doppler effect. A CW radar can not differentiate mul-

tiple reflecting objects as there is no information on the angle of the reflected signal. Some CW

radar applications include traffic control radar (speed gauges), motion detection, and military

uses. A simple continuous wave radar is cheap to make as the components needed are less, and

the circuit is simple.

Tx

Rx Time

Frequency

IF Signal

Chirp 1 Chirp 2

Time

Frequency

Time

Frequency

Figure 2.9: Operational principle of a mmWave radar.

Figure 2.9 illustrates a Frequency-Modulated Continuous Wave (FMCW) radar in action. Un-

like a CW radar, FMCW transmits frequency modulated radio signals by changing its operating

frequency during measurement, which the frequency can be increasing or decreasing periodically.

The Tx antenna transmits a sequence of chirps – a frequency ramp over a short duration. When

the signal hits an object, some of the reflected signals are captured by the Rx antenna, which has

the same characteristics as the transmitted ones but is delayed in time. For example, a FMCW

radar transmits a radio signal of an increasing frequency from f0 to f1 periodically in a static en-

vironment, and the received signal will also be a radio signal (less power as some being absorbed,

pass through, scattered) with frequency from f0 to f1 periodically. However, the received signal

will have a time delay ∆t, which is equal to the time needed for the single to travel to the object
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and back to the radar. As a result, the difference between the transmitted and the received signals

of a FMCW radar is a constant frequency – namely the Intermediate-Frequency (IF) signal. The

IF signal has a linear relation with the distance between the radar and the object, which can be

used to detect the range.

2.6.2 Range Estimation

A FMCW radar can detect range by calculating the IF signal as described above. For a

FMCW radar with a start frequency of f0 and a bandwidth of B, if the radar can increasing the

frequency from f0 to f0 +B in a time duration of Td, the slope of the radio signal (chirp) will be:

S =
B

Td
(2.12)

When the radar receives the reflected signal, the system has two signals, the one that the radar

sends out (xradar) and the one received (xobject):

xradar = sin(ω1t+ φ1) (2.13)

xobject = sin(ω2t+ φ2) (2.14)

The IF signal is the difference between these two signals with instantaneous frequency, and

phase is the instantaneous difference of these two:

xout = sin[(ω1 − ω2)t+ (φ1 − φ2)] (2.15)

Since the transmitted and received signal is the same and delayed by a time (τ ), the time is

equal to the signal travel twice the distance d between the radar and the object:

τ =
2d

c
, c is the speed of light. (2.16)
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As the instantaneous frequency of the IF signal is proportion to the time delay:

fd =
S2d

c
(2.17)

Thus we can derive the distance between the radar and object as:

d =
fdc

2S
(2.18)

When multiple objects are present in the scene, the IF signal is a combination of multiple

frequencies. By applying Fourier transform, one can separate the multiple frequencies. For a

given number of FFT bins, each bin corresponds to a distance, and the index of the bin is called

the range index. Each bin contains information of all the measurements from that distance, which

can be considered as an image of a slice in the 3D environment. Multiple such images can be

combined to form a 3D representation of the scene, be discussed in Section 2.8. The higher the

range resolution, the finer the 3D representation will be.

For the radar to distinguish two closely located objects, the objects need to be separated by an

amount larger than the range resolution. Based on the Fourier transform theory, the observation

window (T) can resolve frequency components that are separated by more than 1/T Hz. With

Equation 2.17, the constraint can be expressed as:

∆f >
1

Td
(2.19)

S2∆d

c
>

1

Td
(2.20)

∆d >
c

2STd
=

c

2B
(2.21)

=> dres =
c

2B
(2.22)
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Where c is the speed of light, B is radar’s bandwidth, Td is the time duration needed to oper-

ate from f0 to f0 +B. For a mmWave radar that operates between 77GHz to 81GHz, the bandwidth

is 4GHz, which results in a range resolution of around 3.75cm.

2.6.3 Angle Estimation

In order to localize or to image an object, a radar needs to calculate the angle of arrival (AoA)

of the received signals. This is done by calculating the phase difference across different antennas

caused by the difference in distance traveled from the object to the antennas. From Chapter 2.4.5,

the angle can be estimated with phase difference ω as shown in Equation 2.9. The phase differ-

ence ω depends on sin(θ), which is a nonlinear dependency. sin(θ) is approximated with a linear

function only when θ has a small value sin(θ) ∼ θ. As a result, the estimation accuracy depends

on the angle of arrival, and the smaller the angle, the better the accuracy.

For a linear antenna array with more than 2 antennas, for example, NRx = 4, each subsequent

antenna will have an additional phase-shift of ω with respect to the proceeding antenna. Thus, for

the four antenna array, the phase difference will be [0 ω 2ω 3ω]. This means the received signal

has a spatial frequency:

ω1 = 2π
dsin(θ)

λ
(2.23)

for the phase difference across antennas. To separate multiple objects at that same range but

at different angles, one can apply FFT to distinguish such frequencies. For an object with a θ + ∆θ,

is has a spatial frequency of:

ω2 = 2π
dsin(θ + ∆θ)

λ
(2.24)

Thus the difference between two spatial frequency of phase difference generated by these two

objects will be:
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∆ω = ω2 − ω1 =
2πd

λ
(sin(θ + ∆θ)− sin(θ)) (2.25)

Since the derivative of sin(θ) is cos(θ), Equation 2.25 can be approximated as:

∆ω =
2πd

λ
(cos(θ)∆θ)) (2.26)

For the N-point FFT to distinguish the spatial frequency differences, the FFT peaks need to be

2π/N away. The angle difference between two objects that can be distinguished is derived as:

∆ω >
2π

N
(2.27)

2πd

λ
(cos(θ)∆θ)) >

2π

N
(2.28)

∆θ >
λ

Ndcos(θ)
(2.29)

From Chapter 2.4.5, the maximum field of view is achieved with the antennas are separated

by 2/λ, with antenna angular resolution is usually calculated at the bore-sight view (angle of

arrival θ = 0), the angular resolution is calculated as:

θres =
2

N
(2.30)

N here is the number of antennas. Note that the number of FFT bins can be larger than the

number of antennas available through zero-padding, but this does not increase the resolution

(angle between two objects that can be distinguished). Zero-padding FFT increases the resolution

of each FFT bin, and you can get a smoother and sharper peak (i.e., each FFT bin only represents

a smaller angle).
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2.6.4 Velocity Estimation

From Equation 2.15, we know that the phase difference is the instantaneous phase difference

between the transmitted and received signal. This difference is caused by small distances. The

phase difference between multiple chirps can also be obtained, and such a difference can be used

to measure the speed of the object. For the velocity of the object being v, we can get the phase

difference as:

∆φ = 2π
2∆d

λ
=

4π∆d

λ
(2.31)

∆d = vTd (2.32)

=> ∆φ =
4πvTd
λ

(2.33)

The ∆d is the distance difference of the distance between the object and radar Td apart, and

Td is the time duration of a single chirp f0 to f0 + B as before (we assume 0 time between two

chirps). Thus, the speed of the object can be calculated as:

v =
λ∆φ

4πTc
(2.34)

The measurement is unambiguous if |∆φ| < π, combined with the equation above, the

maximum relative speed (relative to the radar) can be measure by two chirps is:

vmax =
λ

4Td
(2.35)

When multiple chirps are transmitted in sequence, we can distinguish multiple objects with

different speeds by obtaining the different phase difference using FFT. Similar to the angular

resolution, the peak in the FFT bins needs to be 2pi/N away. With Equation 2.33, the resolution

of the velocity can be derived as:
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∆ω = ω2 − ω1 >
2π

N
(2.36)

4πvTd
λ

>
2π

N
(2.37)

v >
λ

2NTd
(2.38)

The time period NTd is defined as frame time (Tf ), which is the time needed to transmit N

consecutive chirps. The velocity resolution can be determined as:

vres =
λ

2Tf
(2.39)

2.6.5 MIMO Radar

To increase angular resolution, the most effective way is to increase the number of receiving

antennas. However, instead of only increasing the number of receiving antennas, one can also add

additional transmitting antennas to create a multiple input multiple output (MIMO) radar [26],

one such configuration is shown in Figure 2.10. The top row shows an antenna configuration

where two transmitting antennas are separated by 2λ and four receiving antennas are separated by

λ/2. This configuration creates a virtual antenna array, shown in the bottom row of Figure 2.10,

where the number of receiving antennas becomes 2 × 4 = 8 — which effectively doubles the

angular resolution.

λ/2

2λ
Tx1 Tx2 Rx1 Rx2 Rx3 Rx4

Tx1 Tx2

Rx1 Rx2 Rx3 Rx4 Rx1 Rx2 Rx3 Rx4

Figure 2.10: Illustration of a MIMO radar setup.
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This MIMO configuration works because the distance traveled by the signal from Tx1 to re-

ceiving antennas and signals from Tx2 to receiving antennas are separated by 2λsin(θ) which is

4dsin(θ), (since d = λ/2). The phase difference between the receiving antennas with the signal

from the Tx1 is [0 ω 2ω 3ω] and the phase difference between the Tx2 and receiving antennas

with respect to Tx1-Rx1 pair is [4ω 5ω 6ω 7ω]. Thus one can apply the Fourier transform on the

combined signal [Tx1-Rx1, Tx1-Rx2, Tx1-Rx3, Tx1-Rx4, Tx2-Rx1, Tx2-Rx2, Tx2-Rx3, Tx2-

Rx4] to obtain the angles. As the angular resolution is determined by 2/N , the antenna array with

a virtual 8 antennas has twice the resolution of an antenna with 4 antennas.

Although increasing the number of antennas increases resolution, such a method requires the

radar system to have a complex data processing system to handle a large amount of data. Further-

more, an increased number of transmit antennas means the system requires more time for each

transmission antenna to complete the signal generation and transmit sequentially. Hence, large

antenna arrays are infeasible for systems that require fast sensing or have a limited computational

capability.

2.6.6 Hardware and Cost

High-performance radar systems are usually high cost, which is associated with multiple

factors of such device. For example, the number of antennas determines the amount of informa-

tion that needs to be processed. Also, a higher number of antennas require more complex circuit

design and higher-end components to meet transmission needs and power delivery in a short

amount of time. The frequency of the radar operates in is also contributes to the cost of the sys-

tem. While automotive radar is around 77 GHz, which is the frequency band allocated to such

applications, a higher frequency band around 240 GHz has also been studied for high-resolution

imaging. A lower frequency (77 GHz) radar is easier to manufacture as the relative size of the

antenna is larger than those of the high frequency (240 GHz). An example of the 240 GHz radar

is shown in Figure 2.11. From this figure, the size of such radar is shown. As the size is small,

the challenge to design and manufacture such a radar for a real-world environment (with multiple
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for High-Resolution Measurements
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Abstract— In this paper, a fully integrated silicon-germanium
(SiGe)-based compact high-resolution frequency-modulated
continuous-wave (FMCW) radar sensor working in a frequency
range from 198 to 250 GHz is presented. The wide modulation
bandwidth of 52 GHz enables a range resolution better than
3 mm combined with a measurement accuracy in the micrometer
regime. Together with a low power consumption of approximately
3.5 W, a high-focusing Teflon lens antenna, and a compact and
robust housing, the presented radar system is capable of satisfy-
ing the needs of several novel measuring tasks. A compensated
measurement accuracy of down to −0.5–0.4 µm is achieved,
which is demonstrated by distance measurements using a laser
interferometer reference. Additionally, a calibration technique
is shown enabling multi-target measurements reaching to the
theoretical limit of the range resolution. As the fundamental
feedthrough of common frequency doubler architectures cause
false targets in the range profile, a dielectric fundamental
frequency filter is presented as well, filtering the fundamental
feedthrough signal and thus removing the false target, improving
the unambiguousness of the presented radar sensor.

Index Terms— Distance measurement, high-speed integrated
circuits, industrial electronics, microwave integrated circuits,
millimeter wave radar, monolithic microwave integrated circuit
(MMIC), radar, silicon germanium (SiGe), ultra-wideband radar.

I. INTRODUCTION

NOWADAYS, radar-based measurement systems are expe-
riencing an increasing importance for several indus-

trial, security, and automotive applications. Especially in
the field of industrial measurements under harsh conditions,
e.g., in blast furnaces [1] or for tank level probing [2], [3],
high-resolution imaging [4]–[6], material characterization [7],
or security applications [8], [9], radar-based measurement sys-
tems are gaining relevance as an alternative to conventional
measurement systems. To fulfill the increasing requirements
for accuracy and resolution, higher frequencies enabling higher
modulation bandwidths are essential. In the past, III–V tech-
nologies such as gallium arsenide (GaAs) were obligatory to
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Fig. 1. Photograph of the compact FMCW sensor. Under the white PTFE
lens antenna, the shown MMIC is located, packaged in an open cavity QFN.

reach operating frequencies above 200 GHz but were also
suffering of high production costs, a low yield, and a small
scale of integration, making these technologies inefficient
and uneconomic for use in high volume, low cost measure-
ment systems. Recent advances in silicon germanium (SiGe)
technologies [10] are also capable of reaching frequencies
of operation above 200 GHz while still combining the very
large scale of integration and high yield inherent to silicon
technologies. This enables a low-cost mass production.

Based on a fully integrated SiGe transceiver monolithic
microwave integrated circuit (MMIC), an ultra compact, high-
resolution, and high-accuracy radar sensor shown in Fig. 1 is
presented. Compared to [11], the modulation bandwidth was
improved by 12 GHz, resulting in an overall tuning range
of 52 GHz. Additionally, a novel dielectric filter structure is
presented, suppressing false targets caused by the fundamental
feedthrough of the frequency doubler. As an IF-signal calibra-
tion based on the Hilbert transform is used, this method is
analyzed in terms of the influence on the range resolution.
The high bandwidth paired with a phase-locked loop (PLL)
stabilized ramp generation, a dielectric fundamental frequency
filter, and an IF signal calibration enable high-accuracy and
high-resolution measurements catching up to conventional
measurement systems for a wide range of industrial, auto-
motive, or security applications. Besides the bistatic version
of the MMIC, an additional monostatic version was devel-
oped and compared in terms of the antenna beamwidth and

0018-9480 © 2019 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted,
but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

(a) The radar system.
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Fig. 2. Block diagram of the monostatic radar sensor, including back end,
front end, and MMIC.

dynamic range. The compact size of approximately 30 ×
40 × 60 mm3 allows an easy integration in existing or new
applications even if only constricted room is available.

In the following, the system concept (Section II),
the antenna setup (Section III), and characterization measure-
ments, including calibration and filter techniques, (Section IV)
are shown in detail. Additionally, a comparison of similar
sensors is given in Section V, followed by a conclusion in
Section VI.

II. SYSTEM CONCEPT

The realized ultra compact sensor is shown in Fig. 1
with the attached lens antenna and a detailed view of the
MMIC. An overview of the complete system architecture is
shown in Fig. 2. Basically, the sensor electronics consists of
three components, a back-end board connected to a front-end
board, which, in turn, carries the packaged MMIC as the
third component. The IF signal coming from the MMIC is
amplified by a first amplifier stage on the front-end board,
which holds the analog components, including the MMIC,
PLL chips, and loop filters. The back-end board carries the
power supply, a reference crystal oscillator, and the digital part
of the radar system, including a second amplifier stage and an
anti-aliasing filter in front of the analog-to-digital converter,
which samples the IF Signal coming from the front-end board.
A micro-controller on the back-end board, which is also used
for configuring the PLLs, transmits the sampled data via USB
to a PC where the signal processing is done.

The core of the presented radar system is a fully integrated
SiGe transceiver MMIC that combines all high-frequency
components on a single die, which is mounted in an open
cavity QFN package. As all high-frequency parts are on-chip,
the front end can be realized using simple FR4 material, which
allows an easy and cost-efficient fabrication of the sensor. The
MMIC uses Infineons SiGe BiCMOS B11HFC technology
presented in [12], which is intended for automotive purposes.
It provides a bipolar process including a high-speed bipolar
transistor reaching an fT = 250 GHz and fmax = 400 GHz
in combination with a 130-nm CMOS process. For realizing
the presented MMIC, only the bipolar process was used.

Fig. 3. Photograph of (left) bistatic and (right) monostatic SiGe transceiver
MMIC.

To generate the output signal, the main oscillator described
in [13] is working at a center frequency of 112 GHz followed
by two identical push–push frequency doublers, as described
in [11], to generate the transmit signal with a center frequency
of fc = 224 GHz and feed the receive mixer, respectively.
As the output frequency with up to fout,max = 250 GHz is
too high to be connected with bond wires, the MMIC uses
fully integrated on-chip patch antennas as can be seen in the
chip photograph in Fig. 3 for transmitting and receiving the
signal directly on-chip. To focus the main beam, a dielectric
lens antenna is placed above the mounted MMIC, as can be
seen in Fig. 4. The sensors’ frequency range covering fout =
198–250 GHz was selected to achieve a modulation bandwidth
as large as possible while also covering the 244-GHz ISM
band reaching from 244 to 246 GHz. This enables the radar
sensor to operate in a high-resolution mode with a maximum
modulation bandwidth of up to B = 52 GHz but also features
a bandwidth limited ISM mode for license free operation for
low-resolution applications.

Two versions of the transceiver MMIC were fabricated. One
with two antennas in a bistatic configuration and another one
with a single antenna in a monostatic configuration using
a directional coupler consisting of two Wilkinson dividers,
as shown in Fig. 5. The bistatic version is advantageous in
terms of measurement dynamic because there is a much lower
crosstalk from the transmit signal into the receive mixer but
causes a displacement of each antenna out of the focal point
of the lens. Vice versa, a monostatic setup causes a decreased
measurement dynamic due to the directional coupler, which
causes a higher crosstalk from TX to RX and which adds an
additional 3-dB loss but ensures a common phase center in
combination with the lens antenna. Section III will go into
more detail about the antenna setup.

A. Receiver Performance

The receiver consists of the receive mixer followed by a
preamplifier on the front-end board, a second amplifier on
the back-end board, and an anti-aliasing filter in front of
the ADC. For examining the receiver performance, an IF

(b) Bistatic and monostatic SiGe transceiver MMIC.

Figure 2.11: A 240 GHz FMCW radar system [120].

antennas) is high, especially a large signal power is required at such a high frequency on a small

system-on-chip package.

2.7 SAR Imaging

Instead of using a large physical radar, one can apply Synthetic Aperture Radar (SAR) [33] [87]

principle to create a virtual, large-aperture radar. SAR works by physically and linearly moving

a small-aperture radar. FFT is applied to the received signals across synthesized antennas to de-

termine small differences in the distance where the reflected signal traveled back to the receiving

antennas.

In the case of a mmWave radar, such as the one we are using in this paper, we can move

the radar in a vertical direction to perform SAR operation. By moving the radar in the vertical

direction and stopping at 10 positions where consecutive stops are separated by λ/2, we form

a synthetic aperture radar having 10 by 8 antennas. We first apply FFT on each column of the

measurements from the synthetic antennas, and then apply FFT on each row of the result from

the previous FFT step. By applying the 2D FFT on the measurements, we obtain a 2D matrix

where each element corresponds to the signal intensity received by the radar from a specific

vertical and horizontal angle. Thus, we obtain the intensity of the corresponding location in the

3D space.
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2.8 RF 3D Representation

As each range bin produces an intensity image, a 3D intensity map is produced by combining

all the intensity images sequentially. For the intensity image, each axis is the angle defined by the

filed of view and FFT bins, for example, the azimuth field of view is 120°, and with 64 FFT bins,

each intensity image pixel in the x-axis represents 1.875°. Note that increasing the number of

FFT bins does not increase the actual angular resolution of the radar as it is limited by the number

of physical antennas. The intensity in the 3D space is calculated by applying trigonometry using

the distance (derived from the range bin) and the angle (represented by pixels in the intensity

image). An illustration of the 3D representation is shown in Figure 2.12.
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The number of total intensity images 
is 256 in our system, and only 9
are shown her.

Figure 2.12: Illustration of 3D representation from mmWave radar intensity images. The intensity
images are arranged in order from near to far from the object (microwave). By combining the
intensities from all intensity images, a 3D intensity map containing the object (microwave) is
constructed.
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2.9 Compressed Sensing

In digital signal processing, the Nyquist-Shannon sampling theorem dictates that in order to

reconstruct a continuous-time signal from its sampled discrete values, the sampling rate has to

be at least twice the bandwidth of the signal. However, when we have prior knowledge about

the signal, a sampling rate lower than the Nyquist rate can be used to reconstruct the signal. In

compressed sensing, the sparsity of a signal is exploited to reconstruct the signal, ~x, from a very

small number of samples, ~y by solving the under-determined system of linear equations, ~y = D~x,

where the L1-norm of the signal, ~x is minimized to impose the sparsity constraint.

2.9.1 Nyquist-Shannon Sampling Theorem

In digital signal processing, real-world continuous-time signals require sampling to be con-

verted to discrete-time signals to be used in computing devices. The Nyquist-Shannon sampling

theorem specifics the upper bound on the sampled frequency of a continuous-time signal based

on the sampling interval. When the sampling rate is at least twice the maximum frequency of

the signal, the resulted measurement can be perfectly reconstructed. Note that this theorem only

applies to signals which have Fourier transform with zero outside of a finite region of frequencies,

and the sampling is performed uniformly. Express this theorem in mathematics term is a function

x(t) contains no frequency higher than B hertz, it can be completely determined by giving its

ordinates at a series of points spaced 1/(2B) seconds apart [110].

2.10 Smoothing

For data with noise, the most intuitive action is to filter out the noise data and use the ones

that are good. However, such operation may reduce the number of data available which could

negatively impact the intended application. For replacing the noise data to capture the more im-

portant patterns, one can use smoothing algorithms to achieve such a result. One of the most

straight forward algorithms is moving average, which smooths the data by replacing each data
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point with the average of the data defined within the neighboring span. The span size is the

smoothing windows size. There are numerous other smoothing algorithms such as Savitzky-

Golay Filtering [99], Local Regression Smoothing [31], and low-pass filter. These algorithms

mostly assume that the noise has a special distribution or the true data lies in the average of the

noisy data.

2.11 Trajectory Matching

Trajectory matching can be as simple as Euclidean distance which calculates the distance

between each corresponding point and determines the matched trajectory by the shortest distance

between the two. To account that a single point from one trajectory can be corresponding to

multiple points from another trajectory, such as two trajectories can be varying in speed, dynamic

time warping can be used to measure the similarity between two-time series data. In some cases

where non-parametric methods may be required to work with outliers with non-linear trends,

such measures can be Spearman [137] and Kendall [12] rank-based correlation.
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CHAPTER 3: CONTEXT DRIVEN ADAPTIVE CAMERA SYSTEMS

3.1 Introduction

In recent years, the use of body-worn cameras has increased exponentially—from law en-

forcement officers, to first responders, to the military. The need for having a body camera to carry

out day-to-day jobs with a higher level of competency has brought many commercial products

into the consumer market. Typically, body cameras are used as a recording device which stores

multimedia content inside the device. These video feeds are later downloaded and analyzed off-

line. Besides satisfying application-specific video-quality requirements, the two most desirable

properties of body cameras are extended battery life and efficient storage. However, most body

cameras of today have a short battery life which limits our ability to capture hours-long events.

Storage space is also limited in these portable systems. Although the cost of storage has become

cheap nowadays, efficiency is always desirable, and in some cases, it is necessary as there is mon-

etary cost associated with archiving a large amount of data, and for this reason, often security

videos are archived for a limited period.

Unfortunately, today’s body cameras are developed somewhat in an ad hoc manner by gluing

together different sensing, computational, and communication modules with limited or guarantee-

less optimization in their designs. When such systems are deployed in the real world, they fail

to provide a promised quality of service and an extended battery life. We argue that in order to

develop an efficient body camera that provides an extended battery-life, efficient storage, and

satisfactory video quality, instead of an ad hoc combination of independently developed modules,

we need to apply context-aware control-theoretic principles and engineer a body-worn camera

that is dependable, efficient, and robust.
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We envision that as the technology behind video capture and processing matures, we will

see increased use of body cameras in the days to come. Of particular interest to us in this paper

are the body cameras worn by the law enforcement officers, because of their direct impact on

our society. Several studies [64, 32, 103] have shown that the use of body cameras among the

officers increases transparency and reduces the abuse of power. For instance, a Phoenix-based

study [64] in 2014 showed that officers who kept their body cameras on made 17% more ar-

rests and received 23% fewer complaints than the officers who did not. The reason behind this is

psychological for the most part, as the officer is aware that his actions are being recorded. This

develops an extra sense of dutifulness among the law enforcement officers, which is likely to

reduce the number of disturbing events like the ones we have witnessed in recent years all over

the country.

Existing implementations of body cameras typically consist of an on/off switch that is con-

trolled by its wearer. While this design suits the purpose in an ideal scenario, in many situa-

tions, the wearer (e.g., a law-enforcement officer) may not be able to predict the right moment to

turn the camera on or may completely forget to do so in the midst of an action. There are some

cameras which automatically turns on at an event (e.g., when a gun is pulled), but they miss the

“back-story,” i.e., how the situation had developed.

We advocate that body cameras should be always on so that they are able to continuously

capture the scene for an extended period. However, cameras being one of the most power-hungry

sensors, the lifetime of a continuous vision camera is limited to tens of minutes to few hours

depending on the size of the battery. A commonsense approach to extend the battery-life of a con-

tinuous vision camera is to analyze the scene and record it at high resolution and/or at high frame

rate only when the scene dynamics is high and vice versa. However, on-device scene dynamics

analysis is extremely costly and the cost generally outweighs the benefit. Recent works [57, 88]

therefore employ secondary low-power cameras (e.g., a thermal imaging sensor) and FPGA-

based scene analysis to wake-up the primary camera when an interesting event is detected at a

lower energy cost. These systems, however, have the same limitation of missing the back-story,
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and in general, they are bulkier than a single camera-based system due to the additional camera

sensor.

In this chapter, we present ZenCam [41] [42], which is an always on and continuously record-

ing body camera that ensures the desired battery-life and a near-optimal1 video quality. The

camera analyzes the dynamics of the scene as well as the activity level of the wearer in real-time,

and controls the parameters of the body camera (e.g., frame rate and resolution) in order to satisfy

the battery-life and the video quality requirements. The novel technical aspects of ZenCam are

two-fold:

• First, we develop a light-weight video analytics algorithm that operates entirely on the

encoded video stream obtained directly from the camera firmware for fast and low-power

scene dynamics classification. This is different from existing algorithms that decompress

and analyze video frames in the pixel domain.

• Second, a novel control-theoretic approach where we employ a model predictive con-

troller [127] to dynamically control the frame rate and resolution of the camera sensor

to achieve the desired battery life and a near-optimal video quality.

We develop a prototype of ZenCam using low-cost, off-the-shelf sensors, and lightweight,

open source software modules. We identify the system parameters that affect the output power

and the video quality, and empirically model their relationship. We implement a scene dynamics

analysis algorithm which uses natively available motion vectors from the camera and imple-

ment a light-weight activity-level classifier that uses an on-board accelerometer to determine the

activity-level of the wearer. The control algorithm uses both types of contextual information to

dynamically adapt the camera parameters.

We deploy ZenCam in multiple real-world environments, such as an office building, a street,

and inside a car, and evaluate its performance. We demonstrate that ZenCam achieves a 29.8-

35% reduction in energy consumption and a 48.1-49.5% reduction in storage when compared

1Around 2% decrease in video quality compared to baseline model.
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to a fixed-configuration body camera, without losing the video quality. Compared to an Oracle

system, ZenCam’s computational overhead is 10-17% with unoptimized hardware and software

implementation. To the best of our knowledge, ZenCam is the first of its kind to achieve such

energy and storage savings via an on-device, single camera-based, light-weight, low-power scene

dynamics analysis algorithm, and a minimal hardware addition (i.e., an IMU), without sacrificing

the video quality as the scene and user dynamics change at run-time.

3.2 Usage Scenario

We describe a usage scenario of ZenCam having a law enforcement officer as its intended

user. An officer wears the body camera at the beginning of their shift. When they patrol an area

in their car, ZenCam determines that there is a medium level dynamics in the surrounding scene

and starts recording at a medium frame rate, e.g., 15 frames per second, which is high enough to

capture the information. The officer parks their car and waits for traffic violations. As they wait,

the ZenCam determines that the officer is in a low activity mode and the scene mostly has low to

medium dynamics. ZenCam, in this case, changes its configuration to a low frame-rate recording

setting to save system resources. At some point, the officer receives a dispatch command. They

quickly arrive at the chaotic area. The motion of the camera, along with the high dynamics of the

scene, triggers ZenCam’s high-quality mode to capture the scene at the best video quality. Once

the officer returns to their office, ZenCam detects inactivity and low scene dynamics and switches

back to a low system resource consumption setting. This whole process is autonomous. ZenCam

does not require the officer’s engagement to turn on/off or configure the camera, and all infor-

mation is preserved at the desired quality while satisfying the day-long battery life. The most

important part is that the dynamic adjustments performed by ZenCam have minimal impact on

the quality of the video recorded. ZenCam records continuously and smoothly so the human per-

ception of the recordings is near identical to a fixed camera setting, thus all important information

is recorded.
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Figure 3.1: ZenCam system architecture.

3.3 ZenCam System Design

ZenCam is an autonomous, always-on, continuous-vision body camera that dynamically ad-

justs its configurations based on both the degree of body movement of the wearer and the dynam-

ics of the scene. As a result, ZenCam achieves a desired battery life and ensures an optimal video

quality of the recorded scenes. The system architecture of ZenCam is depicted in Figure 4.1.

3.3.1 Hardware Components

ZenCam’s hardware consists primarily of a camera sensor, an onboard video processing unit

(VPU), and an inertial measurement unit (IMU). Each of these components is independently

adjustable to suit application-specific requirements. The video processing unit (VPU) is a chip

(such as graphics processing unit (GPU), application-specific integrated circuit (ASIC), or field-

programmable gate array (FPGA)) that provides hardware-processed video frames along with

the meta-data such as the motion vectors. ZenCam exploits these readily available meta-data to

classify the scene dynamics efficiently at run-time. The inertial measurement unit (IMU) is a

low-cost and low-power sensor that provides raw accelerometer data, which is used by ZenCam

to estimate the activity level of the user in real-time.
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3.3.2 Software Components

ZenCam’s software architecture consists of three major components: Encoded Analysis,

Activity Classifier, and Model Predictive Controller. The Activity Classifier

detects and classifies the user’s body activity level into low, medium, and high levels. If the de-

tected activity level is high or medium, which implies that the user is in motion, the result is di-

rectly used by the Context Manager of the Model Predictive Controller to determine

the corresponding camera settings. In this case, the Encoded Analysis component remains

dormant, which minimizes the energy and computational overhead of the system.

On the other hand, when the Activity Classifier determines that the user’s activity

level is low, it notifies the Encoded Analysis component to analyze the encoded video data

along with the IMU data to determine the scene dynamics. The rationale behind this is that even

if a user is inactive, the scene may have a different level of dynamics (e.g., a mostly static en-

vironment vs. an ongoing riot), which would require a different camera settings to capture the

scene. With direct access to the motion vectors and residual values, ZenCam does not have to

decode the video. The Encoded Analysis component works directly on the encoded video

stream to determine the scene dynamics and passes the result to the Context Manager. Based

on the context of the user as well as the scene, the Model Predictive Controller deter-

mines and sets the optimal values of the camera parameters.

3.3.3 The Novelty of ZenCam Design

We highlight novel aspects of ZenCam that differentiates it from existing continuous vision

camera systems.

Uses Readily Available Information – Understanding the scene dynamics is important to

control the camera parameters optimally. However, processing video frames in real-time is not

practical in CPU and energy-constrained embedded systems. Hence, ZenCam relies on readily

available information in the video meta-data, such as the motion vectors and residual data, to

infer the scene dynamics. This information is available in every camera chip and comes at no
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extra cost of computation. As a result, unlike existing smart cameras, ZenCam does not have to

decode, then process, and then again encode the video.

No Pixel-Domain Analysis – ZenCam does not analyze videos in the pixel domain, which

is an extremely CPU and energy demanding task. Instead, it performs simple operations to filter

unwanted motion vectors and to compute the entropy of a frame using these vectors – which

accurately determines the dynamics of the scene at several order of magnitude less cost than pixel

domain analysis of video frames.

Based on Control Theoretic Principles – In ZenCam, a model predictive controller is em-

ployed that dynamically adjusts the camera settings in order to achieve both reduced energy

consumption and storage requirement while maintaining the desired video quality for a given user

and scene context. Unlike existing continuous vision cameras that rely on heuristics to balance

battery life and image quality, ZenCam provides a provable near-optimal performance.

Lightweight Algorithms – ZenCam employs lightweight algorithms in all of its software

components. For instance, the scene analysis algorithm uses simple arithmetic operations to ob-

tain the scene dynamics in linear time. The activity classifier computes lightweight features from

IMU data in O(1) and uses a pre-trained classifier. The controller’s computational complexity

at runtime is also optimized to simple table look-ups and constant time operations. Hence, the

overhead of the system is negligible and its benefit outweighs the cost.

3.4 Encoded Video Analytics

When a video is recorded, the encoder calculates motion vectors and residual values [101].

Motion vectors represent the translation of pair-wise most similar macro-blocks (e.g., 8x8 pix-

els) across frames. Residual value is calculated as the difference between the macro-block in the

current frame and the previous frame’s matching one. In the final video, the current frame is re-

constructed from macro-blocks of the previous frame and the differences. ZenCam exploits these

two freely available information as the foundation of its lightweight scene dynamics classification

algorithm.
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3.4.1 Preprocessing Motion Vectors

Motion vectors are computed by video coding algorithms which matches similar macro-

blocks across different frames in order to minimize the residual value. Motion vectors produced

in this manner sometimes do not represent the true motion of the objects in the scene as these

greedy algorithms often match similar macro-blocks that minimize residuals. While such motion

vectors, combined with residuals, are perfectly okay for video coding, they are problematic when

determining the true movements of objects in a scene.

ZenCam filters out these erroneous vectors in a preprocessing step. From the latest frame in a

time period T, we calculate the angle, di = arctan v̂y
v̂x

of a motion vector v̂ = (v̂x, v̂y). To identify

erroneous cases, we create a histogram of {di} and discard the motion vectors whose angles fall

into bins that has a very small number of elements.

There are two intuitions behind this step. First, the number of erroneous motion vectors tends

to be small within a certain angular range. Second, even if the discarded motion vectors cor-

respond to correct motion of an object in the scene, we still should discard those as the object

occupies a minimal area where a large macro-block is 16x16 pixels. This means that the object is

either far away or tiny. In this situation, the motion of the object typically does not generate a fast

motion across the frame. Thus, such scenes are not to be recorded at high frame rate.

After discarding erroneous motion vectors, we normalize the vectors to compensate for the

effect of frame rates.

Scaled vi = vi ×
current frame rate

reference frame rate
(3.1)

The scaling is necessary as different frame rates produce motion vectors of different magni-

tudes even when an object is moving at the same speed. This is shown in Figure 3.2a. The motion

of the human subject is identical in both frames as they are recorded simultaneously. The top

one has a rate of 10 fps, and the bottom one is 30 fps. The zoomed-in view shows that the mag-

nitude of the motion vector is larger at the lower frame rate. By scaling the motion vectors, we
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normalize the motion of an object across different frame rates. After scaling, we filter out motion

vectors whose magnitude, mi =
√
x̂2 + ŷ2 is below a small threshold to eliminate random noise

or movements corresponding to low scene dynamics.

Finally, we compensate the effect of camera movements on motion vectors. We calculate Zen-

Cam’s orientation using the gyroscope data and estimate the direction of the frame’s movement

by projecting the orientation on a plane parallel to the camera. We discard the motion vectors that

are in the opposite direction of the camera’s movement. This is because, when the camera moves,

the frame tends to move in the opposite direction. As a result, we discard the motion vectors that

are in the opposite direction of the camera’s movement.

3.4.2 Scene Dynamics Estimation

A high residual value indicates that the macro-block does not match well across frames. In

such cases, we consider that the probability of movement is high. Within a frame, we convert

the residual values into a distribution, pi by normalizing against the sum of residuals of a macro-

block. We apply a softplus function to convert motion vectors to intensity:

I(v̂i) = ln(1 + emi) (3.2)

We calculate the entropy of a frame as follows:

E =
N∑
i=0

piI(v̂i) (3.3)

where, N is the total number of motion vectors after the preprocessing step. We divide E by

N to get a score S for the current frame, which classifies the scene dynamics. We accumulate

consecutive η classification results to perform a majority voting. The rationale behind this algo-

rithm is that when there are no moving objects in a scene, motion vectors caused by small camera

movements will be removed and the score will be low. The score of a scene having moving ob-
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10fps: 3  30fps: 12

(a) Standing with minimal movements

10fps: 50  30fps: 151

(b) Running in front of static camera

10fps: 30  30fps: 95

(c) Camera movements in static scene

10fps: 170  30fps: 510

(d) Running in front of moving camera

Figure 3.2: Motion vectors overlaid on video frames. The top frames are recorded at 10 fps while
the bottom frames are at 30 fps. Black and white pictures are the magnitudes of the residual
values. a also shows enlarged motion vectors near the subject’s shoulder.
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jects in it depends on the speed of motion and the percentage of the area occupied by the object in

the frame. The larger the score, the more dynamic a scene is.

The proposed encoded-domain scene analysis technique uses readily available features and

requires neither decoding nor re-encoding the frames. The algorithm is lightweight and paralleliz-

able. The implication is that it can be implemented in hardware (e.g., an FPGA or even ASIC) to

gain substantial energy savings and speedup.

3.5 Activity Level Classification

Activity level classification is a crucial component of our system. We use an IMU sensor to

perform human activity level classification for three different levels: high (i.e. running), medium

(i.e. walking), and low (i.e. standing or sitting). The detected activity level is used for triggering

compressed domain analysis when the body activity is low or directly used to generate reference

value when the activity is either high or medium.

Similar to [93], provided the raw 3-axis IMU data, we extract the raw accelerometer data and

calculate the linear magnitude of the acceleration: α =
√
a2x + a2y + a2z. The standard deviation

of the raw data over 0.5 seconds is then used to train a support vector machine (SVM) classifier

which uses radial basis function (RBF) kernel. With a trained SVM classifier, we extract the

data and perform classification on data points from past 0.5 seconds every 0.1 seconds (i.e. 10

Hz). We first collect a set of classified values, {xi}, over τ seconds. Then using majority voting

to determine activity level of the highest probability. In our experiments, we empirically set

τ = 5 seconds which a total of 50 values are used for majority vote. If the classification result is

either high or medium, the result is directly send to the controller and compressed domain scene

analysis will not be performed which reduces energy consumption. When the activity level is

low, the classification result and raw data will be send to scene dynamics analysis component and

trigger the operation.
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Figure 3.3: Controller design for the body camera

3.6 Controller Design

3.6.1 Camera Controller

We design the body camera control system as shown in Figure 3.3. The controller takes input

from the sensor which measures the system’s battery level b(t). The context look-up table pro-

vides the weights (w1, w2, . . . ) and the reference values of resolution rr and frame rate f r for the

current context. The controller computes the control input (r, f) based on these parameters and

the reference value of the desired battery level br(t).

We define the objective function for the controller to match the actual power consumption to

a reference value (e.g., set by the application-specific policy) while maintaining a certain video

quality. For instance, assuming a fixed camera setting and linear battery drain, if the target battery

life is 8 hours, the system should have 50% battery remaining after 4 hours. In this case, the

linearly dropping battery level is the reference at any point in time. The cost function is defined

as:

J = (b− br)2 +
N∑
i=0

wiS(xi − xri ) (3.4)

where, S(x) =
1

1 + e−a·x
− 0.5 (3.5)

In (3.4), b is the future battery level after applying the camera setting for the time step, br is

the reference battery level, xi is the control input to the system (i.e., (r, f) in Figure 3.3), and
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xri is the reference values (i.e., (rr, f r) in Figure 3.3), wi are the weights of these variables, S

is the sigmoid function where a determines the range of configurations that we want to focus

and apply aggressive control. Each context has its own reference values for control variables

and weights, and the sigmoid terms reward or penalize certain behavior in each context. We use

sigmoid functions because of their decreased rate of change when the actual value moves away

from the reference and vice versa – which enables the system to take more aggressive action

when necessary.

The model predictive controller optimizes its objective over a finite time horizon. Given the

current context, we optimize (3.4) over the next time step considering the most likely sequence of

contexts and their average duration. The sequence of contexts and their duration are statistically

estimated over time. The power consumption for each camera configuration is updated to mini-

mize the impact of inaccuracies in system modeling and changes in hardware performance such

as battery degradation.

3.6.2 Determining Reference Values

There are studies that model user perception of video quality at varying frame rates and reso-

lution [94, 145]. Although these data can not be directly used in ZenCam due to the differences

in the system architecture and goals, we use the technique from [145] to calculate the quality

scores for different camera settings. We use two metrics: Structural Similarity Index Metric

(SSIM) [130] and Video Quality Metric (VQM) [98]. These two objective metrics correlates with

human perceptions.

Location Scene Activity Level Length (s)
Room Static None 180

Room Small Movement Low 180

Room Running High 180

Street Low Car Volume Medium 289

Street High Car Volume High 360

Table 3.1: Scenes used in different videos.
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Figure 3.4: SSIM and VQM Scores at different frame rates.

We record five types of videos at different indoor and outdoor scenarios at 1920x1080 res-

olution and 30 fps. Location, scene, activity level, and duration of these videos are listed in Ta-

ble 3.1. Frame rates of these videos are altered by dropping frames to simulate different camera

settings. Finally, all videos are converted to the same frame rate using the same encoder for com-

parison. We increase the frame rate of low-frame-rate videos by duplicating frames. We use MSU

Video Quality Measurement Tool [50] to measure the SSIM and VQM scores for each video. The

SSIM scores (higher is better) are shown in Figure 3.4a and the VQM scores (lower is better) are

shown in Figure 3.4b.

We observe in both figures that as the frame rate reduces, the quality decreases and the rate

of change in quality sharply increases once the frame rate drops below a certain threshold. Also,

the change in quality is smaller at low scene dynamics. This is due to the fact that for static scene,

a single image can be perceived as a video. Based on these observations, we design ZenCam’s

reference settings in a manner that the frame rate of the video should increase as the video frame

dynamics increases whether it is the result of camera movement or scene dynamics. We deter-

mine that the resolution should increase when the frame rate increases as the added video quality

will be beneficial for either human analysis or vision algorithms. We choose the reference val-

ues such that they result in about 2% decrease from the highest SSIM score. This gives us the

minimal decrease in video quality and low frame rate that save system resources.
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We note that the reference value can be chosen based on the application where different appli-

cation scenarios require different video quality. The ZenCam controller is designed in a manner

that the reference can be easily configured to meet an application’s requirement. This feature al-

lows users without any technical knowledge to manage and fine-tune the system for their specific

needs. For the ZenCam system, each camera state can be associated with a different reference

value as well as different camera states can share the same reference value. For example, for two

scenarios where the IMU reports Low in both cases while the scene analysis reports High and

Low respectively, one can choose a higher frame rate for the first scenario while choosing a lower

frame rate for the later one. For two scenarios where the IMU reports High activity for the first

scenario, and for the second scenario, IMU reports Low and the scene analysis reports High, one

can choose the same high frame rate for both cases as it would be better for viewing.

3.7 System Implementation

3.7.1 Hardware Development

We implement a prototype of ZenCam which is shown in Figure 3.5. We use a Raspberry Pi

Zero W and a Pi Camera Module V2 as the main components. We connect an LSM9DS0 IMU

to the Raspberry Pi via I2C. A Raspberry Pi Zero is used to demonstrate that our system works

with off-the-shelf parts and runs on resource-constrained platforms. Pi Camera also provides

us with an easy access to motion vectors and residual values without decoding the frames. This

information is available in nearly every camera chip but requires a slight software modifications

to expose it. For example, [78] made changes to the OS to expose the motion vectors on an

Android device.

A PowerBoost 1000C power supply is used to charge the battery and to supply 5V to the

Raspberry Pi. We use an MCP3008 ADC chip to measure the battery voltage and convert that to

a percentage level used by the controller. We measure the voltage over time while draining the
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Figure 3.5: ZenCam Prototype: (a) Internal components are labeled. (b) The right-front view.
The camera is near the vent. (c) The left view, switch, charging port, and clip.

battery with a constant current. The measurements from the battery are used to fit a polynomial

regression model. The model is later used to determine the remaining battery percentage.

3.7.2 Software Development

We use the picamera Python library to control the camera configuration and to retrieve

the encoded domain data. The scikit-learn Python library is used for SVM classification.

We collect IMU data at 10Hz which is sufficient for user activity detection at a minimal CPU

utilization. The battery voltage is queried every second and the percentage is calculated from

the average voltage over 30s. Video scene analysis is performed every 250ms when the camera

activity is low, which results in a high accuracy at a minimal overhead.

To classify the activity level of a user, we implement a lightweight algorithm similar to [93,

40]. From the raw accelerometer data, we calculate the magnitude of the acceleration: α =√
a2x + a2y + a2z. The standard deviation of {αi} over 500ms is used to train a support vector

machine (SVM) with a radial basis function (RBF) kernel. With a trained SVM classifier, we

extract the data and perform classification on data points from past 500ms every 100ms (i.e., 10

Hz). We collect a series of classification results over 5s and apply majority voting to determine

the most likely activity level of the user.
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Figure 3.6: Sensor modes and power consumption for sensor mode 4

3.8 Energy Overhead Measurement

We use Pi Camera sensor mode 4 (out of the 7 modes available), shown in Figure 3.6a, as

it utilizes the full sensor area and produces frame rates from 0.1 fps to 40 fps. The power con-

sumption of the system for different combinations of resolution and frame rates are shown in

Figure 3.6b. Based on these measurements, we select our resolution settings from a pool of three

choices: 1920x1080, 1600x900, and 1280x720, which are commonly used in real-world appli-

cations. Our measurements reveal that they have different power consumption for energy saving

purpose. A linear proportional relationship between the CPU load and power consumption is

observed.

To understand the overhead of ZenCam algorithms, we measure its power consumption for

the same camera setting with and without the algorithms running. The results are shown in Ta-

ble 3.2. The baseline refers to the same camera settings as ZenCam but without the algorithms

running. We see that the overhead is between 3.7%–17.6%, and it’s the smallest when the system

uses the highest frame rate. The overhead of ZenCam when the camera is steady decreases as the

scene dynamics decreases because there are fewer motion vectors to process when the camera

records at a lower resolution.
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IMU Scene Level Resolution Frame Rate
(fps)

Baseline Power
(W)

ZenCam Power
(W)

High N/A 1600x900 40 1.88 1.95
Medium N/A 1920x1080 26 1.53 1.62

Low
High 1920x1080 25 1.47 1.73
Medium 1600x900 15 1.14 1.33
Low 1280x720 4 0.86 0.99

Table 3.2: Power consumption at different contexts and settings.

IMU Low Mid High Remaining Battery (%) File Size (GB)
Scene
Level Low Mid High NA NA Baseline ZenCam Oracle Baseline ZenCam

Time #1
(min) 30 33 34 22 11 29.9 50.8 55.3 5.4 2.8

Time #2
(min) 48 43 19 20 14 36.6 58.8 64.8 9.1 4.6

Table 3.3: Time duration for each classified activity in minutes, battery remaining as end of
system, and size of video files generated.

When ZenCam is in high or medium activity level, the energy overhead to drive the IMU

sensor and its processing algorithm is about 80mW. This overhead can be reduced further to as

little as 5mW by using an ultra-low-power microcontroller instead of a Raspberry Pi [88]. The

energy overhead of scene dynamics analysis can be reduced to 50mW with an FPGA-based

implementation [88].

3.9 Real-World Deployment

3.9.1 Deployment Setup

Two body cameras having identical hardware are deployed in multiple real-world scenarios

(indoors and outdoors) in two sessions for a total of 271 minutes. In each session, both cameras

start and finish recording at the same time. The first camera runs ZenCam algorithms and the

other one uses a fixed settings of 1600x900 resolution and 40fps to record high-quality ground-
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(a) Low (b) Medium (c) High

Figure 3.7: Classification of scene dynamics.

truth video of the scene. This second video footage is later used in our lab to produce two differ-

ent solutions to compare with the ZenCam. We call these two: Baseline and Oracle, respectively.

The Baseline is obtain by re-recording the same high-quality ground-truth video footage

(1600x900 @40fps) obtained from the field experiments at a fixed settings of 1920x1080 @30fps

– which is a common settings used in most video recorders. Re-recording is performed by playing

the footage on a computer screen and then capturing the scene with the same camera used as

ZenCam. We use this Baseline solution to compare ZenCam’s performance against a typical

fixed-configuration camera.

Likewise, the Oracle is also obtained by re-recording the high-quality footage as in Base-

line, but this time the camera dynamically adapts to different camera settings based on its prior

knowledge of the user’s context and the scene dynamics obtained from ZenCam’s classification

results. We use this Oracle solution to quantify ZenCam’s computational overhead as these two

are identical in their hardware and software, except that the context detection algorithms do not

run in the Oracle.

The duration of different activity levels and scene dynamics for both sessions are shown in

Table 3.3. The first session lasts for 130 minutes. It includes user’s activity such as sitting in front

of a desk, walking on corridors, and running outside. The second session lasts for 141 minutes

which includes activities such as running and walking outdoors, driving, and sitting in front of a

desk. These activity sequences, although may not be overly extensive, are chosen to mimic daily

activities of a law-enforcement or a patrol officer, and captures all possible activity and scene

types of ZenCam.
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We manually inspect the encoded video scene analysis results of ZenCam to verify that they

match our expectation. Three sample frames are shown in Figure 3.7. Figure 3.7a is classified as

low dynamics as the street is almost empty. Figure 3.7b is classified as medium dynamics where

there is only one car. Figure 3.7c has multiple cars on the street which the system classifies as a

scene with high dynamics.

3.9.2 Extended Battery Life

In Figure 3.8, we plot the remaining battery life of the three camera systems: ZenCam, Base-

line (1920x1080 at 30 fps.), and the Oracle. At the end of the two sessions, energy savings with

ZenCam is 29.8% and 35%, respectively, when compared to the baseline. ZenCam’s energy over-

head is 10% and 17%, respectively, when compared to the Oracle. The performance difference

in the two sessions is expected as the first session contains more high and medium level activi-

ties that consume more energy but incurs less overhead due to lower amount of scene dynamics

analyses. The second session contains more low level activities which results in a lower energy

consumption but results in a higher overhead due to more frequent scene dynamics computation.

3.9.3 Storage Efficiency

To compare the storage efficiency, we examine the sizes of the generated video files. All

recordings use the same quantization parameter to prevent the system from automatically chang-

ing compression ratio which affects the file size. During the first session, the baseline model

produces a total of 5.4 GB video files while ZenCam produces 2.8 GB (48.1% reduction). The

baseline model generates 9.1 GB file in the second session while ZenCam generates 4.6 GB

(49.5% reduction). The difference is due to the second session having more outdoor activities

where the spatial complexity is more than the first session. Further discussion on this is in Sec-

tion 3.10. This result demonstrates that our system reduces the storage requirement significantly,

and thus reduces the cost of archiving data.
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Figure 3.8: Remaining battery life (%) over the duration of experiments.

3.9.4 Video Quality Analysis

In this experiment, we investigate how well ZenCam preserves the video quality by using the

method metrics used in Section 3.6. Figure 3.9a and Figure 3.9b compares video quality from

ZenCam and the Baseline (1080p @30fps) in terms of SSIM and VQM, respectively. Recall

that lower VQM scores implies better video quality. We observe that for low and medium scene

dynamics, there is no significant difference in the video quality since the frame rate does not

affect the quality of the video significantly in a mostly static scene. For high dynamic scenes

and medium activity levels, ZenCam produces slightly lower quality videos than the baseline but

the difference is small. During high activity level, ZenCam produces better quality videos as the
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Figure 3.9: Video quality analysis for different scenes

frame rate goes higher than 30 fps. This is expected as high frame rates improve the video quality

in a highly dynamic environment.

3.9.5 Summary

Through a series of empirical evaluation, we demonstrated that ZenCam significantly reduces

energy consumption and storage space requirement while maintaining a competitive video quality

and outperforms typical fixed configuration cameras. ZenCam reduces energy consumption by

trading in minimal video quality. Our evaluation also shows that ZenCam has a lower overhead

when the system is at the highest demand – which is a property that no state-of-the-art system

has achieved till date. With a more efficient hardware implementation, ZenCam can achieve even

higher efficiency and resource savings.

3.10 Discussion

Why the video features are free? The video features we use (i.e., motion vectors and resid-

uals) are generated by the video codec during the video encoding process. Since these two are

already computed inside the camera firmware, all we require is to expose them to the application

layer and use them at run-time in the proposed scene dynamics analyzer. Since there is no over-
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head of frame decoding, feature computation, and frame re-encoding, we are relieved from an

expensive step of feature computation at zero cost.

Why not use machine vision techniques? We consider two aspects of machine learning and

computer vision: energy consumption and accuracy. Modern computer vision techniques that are

based on Deep Neural Networks (DNNs) require cloud and/or GPU machines as opposed to low-

power embedded processors [88, 58]. Even specialized vision processing units consume more

power than a Raspberry Pi (around 1W) [5]. In contrast, our unoptimized ZenCam implementa-

tion having no special hardware adds less than 400mW overhead. Furthermore, current commer-

cial products with machine learning techniques for video capturing such as Google Clips [3] are

not on par with average user’s expectation [4].

Can existing image processing algorithms be used on videos recorded by ZenCam? Since

ZenCam generates standard video files, which we didn’t modify the standard video compression

algorithm that’s been used, existing computer vision and image processing techniques are directly

applicable to its output. Unlike [88], ZenCam preserves all information throughout its lifetime.

Would the use of CPU consumes more power than just directly store the video? The Rasp-

berry Pi used in this work is to demonstrate the low computation requirement for our ZenCam

framework. By implementation the framework on a much lower energy consumption platform

such as FPGA, the power consumption overhead can be much lower. Moreover, newer body cam-

eras that are being deployed in the field have added smart features such as LTE connection, GPS,

microphone, touch screen operation, smartphone remote control, and etc. These features require

on-board computer which can be used with a more efficient implementation of our framework.

Thus, ZenCam framework can be just an add-on feature that improves performance with minimal

overhead.

Does reducing frame rate help saving storage space? We record multiple 3-minute videos

varying the frame rate for three different contents displayed on a computer monitor. The result is

shown in Figure 3.10. Static White is a purely white picture, Static Street is a picture of

a street, Dynamic Backyard is a short video clip of playing in the backyard. The file size of the
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Figure 3.10: File size vs. frame rate

Static Street is larger than the Dynamic Backyard as the street scene has higher spatial

complexity2. Overall, we see a decrease in the file size as the frame rate decreases. ZenCam

saves a significant amount of storage space by reducing the frame rate significantly when the user

is static facing a high complexity static scene.

Does saving storage space matters in nowadays? One may point out that the storage space

on a modern camera is cheap and can be more than enough for recording purposes, however, re-

duction in storage space consumption can still be beneficial on multiple aspects. The direct cost

associated with archiving videos can be significantly reduced as companies charge users based

on storage space used for online archive. The uploading of videos to cloud either through wire-

less or wired connection can be more streamlined through reduced time needed and bandwidth.

Even though the same algorithm can be used to reduce the video size by analyze and re-encode

afterwards, the cost of re-encoding is high and will be both time consuming and power hungry.

For a large number of body cameras uploading videos daily, a data center may needed to just

re-encoding the videos for reduced space consumption purpose which is not efficient. With our

on-board ZenCam framework, the reduction in storage consumption has no negative effects.

Can this technique be used in different applications? The ZenCam framework we developed

is modular. Components of the system can be used in other applications. For example, the en-

2Video encoding happens in both spatial and temporal domain. Our system uses information from the temporal
encoding only.
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coded scene analytics technique can benefit surveillance cameras, such as the ones installed in

front of a building, by increasing their capacity to store information efficiently in their limited

storage. Currently, some of these cameras allow a fixed lower frame rate to save storage space

but the resulting footage generally results in degraded image quality. With the encoded scene

analytics, the frame rate can be dynamically adjusted based on the scene, which can preserve the

quality and reduce the required storage at the same time.

3.11 Summary

In this chapter, we design, implement and evaluate ZenCam, an always-on body camera that

saves system resources via scene dynamics analysis in the encoded video domain and human

activity classification using IMU-based sensing. ZenCam uses this information to control camera

parameters for energy and storage consumption reduction. Our evaluation shows that ZenCam

achieves 29.8-35% energy savings and 48.1-49.5% storage space reduction, while maintaining a

competitive or better video quality, when compared to a baseline system having a fixed configura-

tion of 1920x1080 at 30fps.
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CHAPTER 4: WIFI ENHANCED VISION SYSTEM FOR TRACKING AND
RE-IDENTIFICATION

4.1 Introduction

Human sensing, motion trajectory estimation, and identification have a wide range of applica-

tions, including in retail stores, surveillance, public safety, public address, and in access control.

For example, in retail stores, it is useful to capture customer behavior to determine an optimal lay-

out for product placement, detecting re-appearing shoppers after weeks to track shopper retention

rate, separating employees from shoppers to generate an accurate heatmap of motion pattern of

(only) shoppers. For surveillance, it is useful to identify and track a limited set of people from

a crowd, e.g., tracking undercover police agents from a group of people to ensure their safety.

Once a class of people is identified, that can be leveraged for public address based on additional

contexts. For example, when an active shooter in a building has been identified through a security

camera, targeted and customized messages can be sent to different groups of people in different

parts of the building through accurate identification to help to find safe escape routes – instead of

sending a generic SMS to everyone, possibly including the shooter.

A wide variety of sensing technologies exist for human sensing, motion trajectory estimation,

and identification that uses cameras, WiFi, Bluetooth, and ultrasonic sensors. However, there are

shortcomings of each of these sensing modalities. For example, ultrasonic sensor-based identi-

fication [67] does not scale to thousands of reappearing shoppers in retail stores. Camera-based

solutions suffer from illumination, occlusion, background cluttering, and change of perspective

and fail to support long term identification, e.g., detecting a shopper after two weeks when they

show up in a different colored dress in a retail store when body appearances based identifica-

tion is applied [56]. Facial recognition can be potentially used for person identification at scale.
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However, facial recognition is banned in many places, e.g., San Francisco [6], and it is difficult

to employ in some settings such as in retail stores where typically panoramic cameras mounted

on ceilings can hardly see faces. Sniffing WiFi MAC addresses provide coarse-grained location

information, e.g., a shopper is within 30 meter radius of a WiFi access point without providing lo-

cation insights to infer customer-product interaction. To achieve precise localization using WiFi,

multiple WiFi beacons or receiving units need to be set up, maintained, and coordinated, which

can be very expensive [69].

In this chapter, we propose to fuse two powerful sensing modalities – WiFi and camera – in

order to overcome the aforementioned limitations of the state-of-the-art solutions. We call our

proposed solution EyeFi [39]. EyeFi does not require facial recognition, provides long-term

re-identification, does not require deployment and maintenance of multiple WiFi units, and has

the potential to provide such intelligent capabilities on a standalone device. To this end, EyeFi

integrates a WiFi chipset (with multiple antennas) to a camera. As a result, a single EyeFi unit

can detect, track, and re-identify people as far as the camera can see. Our current implementation

of EyeFi uses a panoramic camera mounted on a ceiling. However, other types of cameras such

as a bullet camera will also work.

EyeFi uses the on-board camera to detect, track, and estimate the motion trajectories of the

people in its field of view. Simultaneously, using the on-board WiFi chipset, EyeFi overhears

WiFi packets from nearby smartphones and extracts the Channel State Information (CSI) data

from the WiFi packets. The CSI information is used to estimate the Angle of Arrival (AoA) of

the smartphone from the EyeFi unit. Compared to existing WiFi-based AoA estimation tech-

niques [69], EyeFi uses a smartphone in motion as a transmitter (not a stationary desktop com-

puter), uses a low sampling rate (around 23 packets per second), and uses a novel teacher-student

based visually guided neural network to speed up the AoA estimation by over 3,800 times. For

each person (i.e., smartphone) generating the WiFi traffic, a sequence of AoAs is estimated to

capture the motion trajectory of the individual. Then EyeFi performs cross-modal trajectory

matching to determine the identity of the individuals. It is based on the assumption that most
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people use smartphones and the same smartphone is usually used for an extended period of time.

Also, as smart watches are becoming popular and getting equipped with WiFi chipsets (e.g., Sam-

sung Gear S3 and Apple Watch 4), EyeFi can leverage wireless devices beyond smartphones.

Note that the MAC addresses can be hashed to safeguard the privacy of the individuals, but it is

still useful for long-term re-identification and behavior analysis.

This work has the following contributions:

• First, we design and implement a novel multi-modal sensing system called EyeFi, which is

the first system that fuses WiFi CSI with camera for human sensing, motion trajectory estimation,

and long-term identification and has the potential to offer such analytics on a standalone device.

EyeFi overcomes several limitations of the state-of-the-art solutions as it does not require the use

of facial recognition and the cost of deployment and installation of multiple WiFi units.

• Second, since no such system and datasets are available, we collect over 74 GB of data

containing videos and WiFi CSI values of over one million WiFi packets with over 15 volunteers

from two different environments to develop and test our solution. We annotate a major portion of

the dataset1.

• Third, we develop a novel student-teacher based neural network to estimate AoA from

CSI values. Instead of just using camera-based motion trajectory as the ground truth, we force

the network to regress the AoA of state-of-the-art SpotFi algorithm [69], and thereby, forcing

the network to learn multipaths and estimate AoA more accurately. We also propose novel tech-

niques to smooth the WiFi-based trajectory for cross-modal matching.

• Finally, based on extensive evaluation using real-world data, we find that EyeFi improves

WiFi CSI-based AoA estimation accuracy by more than 30% and offers 3,800 times computa-

tional speed up over the state-of-the-art solution, enabling EyeFi a real-time system. We observe

that the average accuracy of EyeFi for person identification is 75% when the number of people

varies from 2 to 10.

1More information on EyeFi data and deployment can be found at the project page https://github.com/
munir01/EyeFi
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4.2 Usage Scenario

We describe two real-world usage scenarios of EyeFi.

• Customer Behavior Analysis. Once a customer arrives at a store, his smartphone generates

WiFi traffic to discover local access points. After he connects to the local WiFi access point, his

checking of notifications, viewing of websites for better prices or deals of similar items, listening

of SpotiFi music, or messaging of friends generates more WiFi traffic. All of these WiFi traffic is

overheard by the WiFi chipset of EyeFi system. EyeFi extracts the MAC address and CSI values

from the WiFi packets, timestamps each value, and records them. Using our proposed algorithm,

EyeFi performs AoA estimation and matches the AoA sequence with one of the trajectories

observed from the camera. Due to the use of the MAC address, the customer can be identified

over a long period and even at a different store. EyeFi hashes the MAC address to anonymize the

customers, but can still generate high-level analytics of aggregated customer behavior.

• Emergency Situation. During emergency situations, EyeFi can send location and person-

specific targeted messages to guide people to safety. For example, in a retail environment, EyeFi

can send different messages to employees who know the store area, law enforcement officers

that are armed, and customers who need help. In case of an emergency, such as the presence of

an active shooter, the law enforcement officers can be notified of the shooter’s exact location

(determined using cameras) so that they can take proper actions, employees can be instructed

to assist customers and to commence emergency protocol, and customers can be given specific

instructions on their phones based on their location (e.g., the nearest and safe escape route or a

safe hiding place).

4.3 EyeFi System Design

4.3.1 Overview

EyeFi is a framework that fuses information from visual domain captured from camera and

CSI measurements of WiFi packets to jointly track human motion trajectories and identify them
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Figure 4.1: An overview of EyeFi system architecture.

for many applications. Using on board computer vision algorithm, the camera detects people,

estimates their location and motion trajectories, but unable to identify and re-identify people

across time and/or multiple cameras without a shared field of view across cameras. However,

WiFi provides a way of identification through user-specific information, i.e., the MAC address of

the user’s smartphone, but the derived motion trajectory is coarse grained and inaccurate. EyeFi

exploits the properties of these two sensing modalities to fuse the trajectories obtained from both

for fast and accurate person identification across time and space. The system primarily consists

of a camera and a WiFi sniffer. EyeFi does not require installation of any apps or beacons on the

users’ smartphone and does not add additional overhead to the phone.

A high-level architecture of EyeFi is shown in Figure 4.1. A surveillance camera with a WiFi

chipset is installed at the desired location and it overhears WiFi packets of intended subjects like

shoppers. Smartphones generate WiFi packets after connecting to the local WiFi access point.

When a smartphone is not connected to an access point, it still generates WiFi packets to discover

nearby access points. These packets are captured by EyeFi along with CSI information, which

is used to estimate AoA of the WiFi source. However, since the estimated AoAs are very noisy,

they are further processed to smooth the motion trajectory. Meanwhile, the camera reports the

locations of detected human subjects (which may contain more/less people than the number of

smartphones that the WiFi unit has detected) and their motion trajectories. Both the trajectories

from the camera and the WiFi are sent to the trajectory matching module that identifies people

using WiFi MAC addresses by performing cross modal trajectory matching.
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4.3.2 Motivational Experiments

EyeFi is motivated by the poor performance of existing person identification solutions. For

example, a possible alternative to EyeFi is to use a camera-based solution that uses facial recogni-

tion to track people across time and locations. However, cameras installed in public places like a

retail store can barely see the faces of the customers. In order to understand the performance of a

camera-based system, we apply a facial recognition algorithm on a video feed that we collected

during our empirical study.

Figure 4.2 shows a frame from our video feed which contains eight human subjects high-

lighted using red rectangular boxes. We use a Python-based facial recognition software [2] to

detect faces in this frame. The result is catastrophic. The software detects 0 faces after running

the algorithm on the entire video. This is because as we can see in the example video frame, a

human subject can be facing away from the camera and his dress and floor color can be very simi-

lar – which poses an additional challenges to object recognition and matching in a purely vision

based domain. Also, existing pre-trained vision-based models do not work well with panoramic

images.

To complement the vision-based system, one can add WiFi-based localization to the system

by running the SpotFi [69] algorithm on the collected CSI data. However, based on our experi-

ments, the Matlab implementation [7] of the SpotFi algorithm (provided by the authors) requires

around 1.5 - 2 seconds to generate AoA estimation for a single WiFi packet. For 8 hours of con-

tinuous WiFi stream at the data rate of 20 packets per second, the total number of WiFi packets

is 576, 000. With 1.5 seconds computation time for each packet, the AoA estimation requires 240

hours. Even though the computation time can be reduced by using a more efficient implemen-

tation, the computation time will still be too long to be viable for processing a large number of

WiFi data points for the intended application. Based on these initial experiments, we develop

EyeFi to overcome these limitations and to achieve a faster, accurate, and practical solution that

works in real-life scenarios.
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Figure 4.2: Facial recognition software can not recognize any of the 8 human subjects present in
the view. All figures best viewed in color.

4.4 Algorithm

EyeFi is a modular system that combines information from visual domain with RF domain.

For camera based person detection, tracking, and trajectory estimation, EyeFi uses the proprietary

software that comes with Bosch Flexidome IP Panoramic 7000 camera. Our evaluation shows

that the existing firmware of the camera can estimate AoA of individuals with an average of

1.03 degree error. EyeFi is agnostic of underlying computer vision technique of person detection

and tracking as long as the accuracy is similar. So, we focus on WiFi based AoA estimation,

trajectory smoothing, and cross modal trajectory matching. However, we use the camera based

location information to improve accuracy and execution speed of WiFi based AoA estimation. In

this chapter, we describe each of these components in detail.
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4.4.1 Camera Assisted WiFi Based AoA Estimation

WiFi communication produces Channel State Information (CSI) which can be used to esti-

mate the Angle of Arrival (AoA) of the incoming WiFi signals. Methods like SpotFi [69] extend

computationally expensive MUSIC algorithm which uses linear algebra to decompose and esti-

mate AoA. However, from our experiments, the SpotFi algorithm is evidently slow and does not

work well in large AoA scenarios (e.g., 60°- 90°). Examples are given in Chapter 4.6.2.

To reduce the computation time and to improve overall AoA estimation performance in order

to be viable for EyeFi, we seek a data-driven machine learning-based approach to estimate AoA

from CSI data. To that end, we try different neural network architectures and after observing

similar performance of multiple complex networks, we choose a fully connected neural network

that takes CSI data as input and regresses the AoA values (shown in Figure 4.3) as it performs

equally well. For the CSI data, there are 90 complex numbers for each packet, which correspond

to 30 subcarriers from 3 antennas. We format these 90 complex numbers into a vector of 180

numbers which represent the real and imaginary parts. The neural network has 6 hidden layers in

addition to the input and output layer. For the activation function, we use Leaky ReLU [81] for

improved performance [134] and to accommodate the negative value of the imaginary part:

y =


x, if x ≥ 0

slope× x, otherwise
(4.1)

We also use dropout [113] to reduce overfitting. We use L1 loss function and Adam optimizer

for training.

For training the neural network, we take inspiration from knowledge distillation, more specifi-

cally, the teacher-student model where the student network learns from the soft labels of a teacher

model [? ]. We treat the SpotFi [69] algorithm as the teacher model for the training purpose.

Even though the goal of our neural network is to regress AoA using CSI and we provide hard

label of AoA from camera as ground truth, forcing the network to regress the AoAs of the SpotFi,

which are the soft labels in our case, in addition helps to ensure the network is forced to learn
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Figure 4.3: Neural network model used in the AoA estimation. Training data includes the ground
truth AoA from camera and SpotFi generated AoA data. There are 6 hidden layers and the
number of neurons for each layer is listed underneath.

multipaths as accurately as the teacher model (SpotFi) and hence has a better chance of gener-

alizing to a different environment. As shown in Figure 4.3, the output of the network is a vector

of size five as the network regresses to one AoA from camera and four multipaths from SpotFi.

We test our hypothesis regarding the need for a teacher-student model and find that such a model

helps to improve AoA estimation accuracy and helps with generalization in a different environ-

ment as described in Chapter 4.6.2.

4.4.2 WiFi based Trajectory Smoothing

The estimated AoA from CSI data is noisy – which we can see from Figure 4.4, where both

the estimations from SpotFi and our neural network generated ones show similar characteristics.

Such noisy characteristic can be caused by sensor measurement noises, body-shadows, and multi-

path effects. Even in a controlled environment, the noisy situation improves but is not eliminated.

To address this issue, we smooth the data to better align with the ground truth.

Typically smoothing is based on the idea that noise has a certain distribution and added to the

underlying real data. For such data, employing moving average usually achieves a good result.

However, the data from the AoA estimation does not show such a distribution. Applying moving

average in our time series data causes the result to bias towards the noisy direction. An example
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Figure 4.5: Comparison between different smoothing techniques. (a) is smoothed with moving
average, (b) is smoothed with our variance based initial smoothing, (c) is AoA data smoothed
with LOWESS, and (d) is after applying LOWESS on smoothed data from (b).

of applying moving average algorithm on the data from Figure 4.4(b) is shown in Figure 4.5(a).

We can see that the smoothed results are biased toward the noisy direction.

For non-parametric based methods such as Locally Weighted Scatterplot Smoothing (LOWESS)

can produce better results in some cases as it does not assume the data fits some specific distri-

bution. However, in our case, the AoA data can become extremely noisy such as around packet

number 200 - 250. These abrupt fluctuations can severely distort the smoothed result as shown

in Figure 4.5(c) after applying LOWESS. Even though it improves over the moving average

approach, it is still too noisy to match with a camera based trajectory.
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To achieve the best possible smoothing, we develop a two-stage smoothing pipeline. The first

stage addresses the noise causing abrupt fluctuations. We define a smoothing window of length

N with the targeted smoothing data point xt ∈ X at the middle point, where X is a set of all the

N data points within the window. The variance of all the data points in the smoothing window is

calculated:

σ2
X =

1

N

N∑
i=1

(xi − µX)2 (4.2)

we then calculate the variance without the targeted data point:

σ2
X̂

=
1

N

N∑
i=1,i 6=t

(xi − µX̂)2 (4.3)

If the difference between the two variances δ = σ2
X − σ2

X̂
is larger than a threshold λ (we set to

1), we treat the target data point as an abrupt noise and replace it with:

xt =


µXbiased

, if σ2
X > λvar

µX , otherwise
(4.4)

The σ2
X and λvar are variance of the smoothing window and a threshold (set to 300) to deter-

mine if this smoothing window is a volatile region. Our empirical study shows that as the neural

network learns the multipaths of SpotFi, the estimated AoAs have larger variances when the

phone is within larger AoA ranges. Example of such areas can be seen in Figure 4.4(b) packet

150-225 and 325-375. As they are in the large AoA range, the noise can be large and toward the

opposite direction. As a result, we use µXbiased
to replace the targeted data point when σ2

X > λvar

is met. Xbiased is determined as follows:

Xbiased :=


{x ∈ X : x ≥ Xmedian}, Xmedian ≥ 0

{x ∈ X : x < Xmedian}, Xmedian < 0

(4.5)
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The Xmedian is the median value of X (considering all N AoA values) in that smoothing win-

dow. Expression {x ∈ X : x ≥ Xmedian} means elements in X that are larger than their median

value. µXbiased
is the average of Xbiased from Equation 4.5. For the second case of Equation 4.4,

µX is the sample mean of all the AoA data points in the smoothing window. Figure 4.5(b) shows

the result of the variance-based smoothing performance over the first AoA (i.e., the first element

of the output vector) generated by the neural network. As we can see from the figure, the noises

causing abrupt fluctuations are largely addressed. For the second stage of smoothing, we apply

LOWESS to the smoothed data and the results are shown in Figure 4.5(d). The mean and me-

dian values of the absolute differences between the smoothed AoA data and camera generated

ground truth AoA of all the figures in Figure 4.5 are shown in Table 4.1. It shows that applying

LOWESS after variance based smoothing significantly reduces the mean and median error of

AoA estimation. We perform a detailed evaluation in Chapter 4.6.3.

Moving
Average

Variance
based LOWESS Variance based

+ LOWESS
Mean (°) 19.45 12.39 22.77 10.14

Median (°) 15.47 8.33 10.93 6.40

Table 4.1: Mean and Median error of AoA estimation after applying different smoothing algo-
rithms on the example data shown in Figure 4.5

4.4.3 Identification Through Trajectory Matching

To identify individuals, EyeFi performs a cross-modal trajectory matching. The simplest

approach is to apply Euclidean distance between two trajectories to find the shortest distance,

dj,k =

√√√√ N∑
i=1

(Ti,j −Ti,k )2 (4.6)

where Ti,j and Ti,k are the AoA trajectories for subject j (computed using camera) and k

(computed using WiFi CSI), respectively from a window of size N . By ranking the dj,k we can

find the matched one with the shortest distance.
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If each subject walks differently, Euclidean distance could be enough to identify subjects

as long as the AoA estimation from each sensing modality is accurate. However, to identify

subjects that have a similar path, we also take into consideration of the rate of the change in AoA

trajectories. Specifically, we use polynomial functions to represent the trajectories and match

with the desired subject. For a matching window of size N , we have can represent the segment

with:

y = a · x3 + b · x2 + c · x+ d (4.7)

where x ∈ X[1, N ]. The polynomial fitting problem is also a smoothing operation, where

small noises are filtered out. The estimated y data points are used for calculating the Euclidean

distance between the trajectories from WiFi and camera after fitting polynomials. Also, instead of

using the standard Euclidean distance function, we apply weights to each AoA data point. Using

the polynomial function, we can find the rate of change at every data point Ri. Then, we calculate

the absolute rate of change of differences R̂i = |Ri,j −Ri,k | for each pair of trajectories. Then

the weighted distance is calculated as follows.

ˆdj,k =

√√√√ N∑
i=1

(Ti,j −Ti,k )2 ⊗ R̂i (4.8)

Here, the operator ⊗ represents element-wise multiplication. We only apply weighted Eu-

clidean distance to smaller windows (less than 200 packets) as using it for larger matching win-

dows will smooth out sharp trajectory changes that will deteriorate the performance of the match-

ing. For larger matching windows, the standard Euclidean distance is used as it provides good

performance and less computation overhead.
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4.5 Data Collection

4.5.1 Hardware and Software Setup

In this work, we use Bosch Flexidome IP Panoramic 7000 camera to collect vision data and

Intel 5300 WiFi Network Interface Card (NIC) installed in an Intel NUC to collect WiFi data.

The camera is mounted on a ceiling at a height of 2.85 meters whereas the WiFi card is located

at the same location as the camera but at a height of 1.12 meters forming a unified coordinate

system. We collect data in two different locations as shown in Figure 4.6. Figure 4.6a shows

the lab area where the majority of the data are collected, and Figure 4.6b shows the Kitchen

area where the collected data are used for testing only (not used for training). The lab area is

rectangular having dimensions of 11.8m x 8.74m and the kitchen area is irregularly shaped with

maximum distances of 19.74m and 14.24m between two walls. The kitchen also has numerous

obstacles and different materials that pose different RF reflection characteristics. The change in

the environment creates a vastly different RF characteristic that is used to test the robustness and

generalizability of the system.

To collect WiFi data, we set up a Google Pixel 2 XL smartphone as an access point and con-

nect the Intel 5300 NIC to it for WiFi communication (both are shown in Figure 4.7). The phone

transmits 20-25 packets per second to the NUC. Such a low packet transmission rate simulates

realistic scenarios, e.g., apps in the phone are receiving notifications. We use Linux CSI Tool [55]

to record the CSI information from the Intel 5300 WiFi NIC on Intel NUC.

4.5.2 Collected Dataset

We collect data over multiple days and vary the number of people present in the scene. In the

end, we have transmitted over 1.2 million WiFi packets and collected corresponding CSI values

of over 13 hours. We also have over 15 different individuals holding the phone to capture various

ways people hold phones, their walking patterns, and different heights. In addition to a single

person walking in the scene, we also have multiple people walking simultaneously.
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(a) Lab area. (b) Kitchen area.

Figure 4.6: Data collection environment seen from panoramic cameras. (a) lab area which is
large and rectangular shaped, (b) kitchen area which is irregular and has many obstacles. An Intel
NUC is located at the middle of each figure forming a unified co-ordinate system of the camera
and NUC.

4.6 Evaluation

4.6.1 Evaluation Setup

We evaluate how each component of our system performs. We divide our dataset into dif-

ferent sets for this purpose. Part of the data collected from the lab area is used for our training

and algorithm development. Data collected from the kitchen area are only used for testing the

robustness and generalizability of the system. To identify the subject with the phone and test the

accuracy of identification, we use the data from our camera system as ground truth. The camera

detects individuals and provides the (x, y) coordinates of each of the detected subject, which is

used to estimate AoA.

We first evaluate the accuracy of the camera in terms of its ability to estimate (x,y) coordi-

nates and AoA by standing in 16 different locations throughout the lab and comparing the dif-

ferences between the camera and our actual measurements. We find that the average error of the

camera is (0.32, 0.29) meters for estimating (x,y) coordinates and 1.03 degree for AoA. It shows
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Figure 4.7: Data collection equipment. On the right (yellow box) is the Intel NUC with Intel
5300 WiFi card installed with three external antennas. On the left (red box) is the Google Pixel 2
XL phone for communication. Note that all the data are collected while a subject is holding the
phone in his/her hand.

that we can use the location data from the camera system as ground truth for the training and

testing.

4.6.2 Neural Network Based AoA Prediction

4.6.2.1 Training Data

As discussed in Chapter 4.4.1, our training data consists of SpotFi generated AoAs and cam-

era generated ground truth AoA. To prepare the dataset, we need to address the phase offsets

between the 3 RF chains in the Intel 5300 NIC. [139] states that the phase offsets between these

chains are deterministic and the offset between two RF chains only poses two possible values.

We determine the two values based on our own measurements using methods stated in [139].

During the data collection, it is impractical to measure the phase offsets each time the system

reboots. To address this issue, we apply all possible (four) combinations of the phase offset when

calculating AoAs using the SpotFi algorithm. Once all the SpotFi AoA data are generated, we

find the correct phase offset by choosing the one with the smallest mean absolution difference
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between the AoA from SpotFi and AoA from the camera. Then, we use the SpotFi data with

correct phase offsets calibrated to train our neural network models.

4.6.2.2 Neural Network Models

For the AoA estimation, we train our neural network models with different outputs to evalu-

ate the performance of the teacher-student model and whether the neural network can learn the

SpotFi algorithm. We train three different neural network models: SpotFi Only NN that uses

SpotFi generated AoA results for training, SpotFi + Camera NN that is our teacher-student

model, and Camera Only NN that uses only the camera generated ground truth AoA for training.

All the neural network models are trained with the same training dataset with roughly 400,000

WiFi-camera AoA pairs.

To evaluate how the number of training samples affect the neural network performance, we

train our SpotFi + Camera NN teacher-student model with different size of the training dataset,

and test the performance of the neural network on the validation dataset (roughly 58,000 WiFi-

camera AoA pairs from the lab) and a subset of the data collected in the Kitchen area (roughly

22,000 WiFi-camera pairs). The results are shown in Figure 4.8. The X-axis is the percentage

of the dataset (roughly 400,000 WiFi-camera AoA pairs) used to train the neural network and

Y-axis is the absolute difference between the neural network prediction and ground truth AoA.

We report mean, median and standard deviation of the difference here. In Figure 4.8a, we see

that the performance of the neural network on the validation dataset improves as the size of the

training dataset increases. The same trend are also being observed with the Kitchen area dataset.

The improvements become minimal after 80% of the dataset is being used for training. It shows

that our training dataset is large enough to train our neural network model.

We also test if our epoch is large enough to complete the training of the network for improv-

ing the AoA estimation by calculating the mean and median AoA difference after each epoch

with both the datasets from lab and the kitchen. The results are shown in Figure 4.9. As we can

see, the performance improvements level out when the number of epochs is larger than 75. The
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Figure 4.8: Neural network performance for different size of training dataset.
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Figure 4.9: Neural network performance during training.

similarity between Figure 4.9a and Figure 4.9b shows that our neural network model generalizes

to a difference environment as it learns.

Lab Kitchen
Mean (°) Median (°) Mean (°) Median (°)

SpotFi 59.17 58.08 50.14 44.03
SpotFi Only NN 62.97 63.29 45.55 46.01
Camera only NN 31.87 14.57 36.61 20.63

SpotFi + Camera NN 30.56 13.98 35.08 18.72

Table 4.2: Mean and Median on AoA estimation performance of different neural network models
and SpotFi on data collected from lab and kitchen area.

We test all three models on an unseen test dataset. Table 4.2 shows the mean and median of

the absolute AoA difference between the predicted one and ground truth for the neural network

models and SpotFi. From the table, we see similar performance between the SpotFi algorithm
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and the SpotFi Only NN that demonstrates that the neural network can learn the SpotFi algorithm.

Camera Only NN and SpotFi + Camera NN both show improved performance over SpotFi and

SpotFi Only NN, and our teacher-student model SpotFi + Camera NN shows the best perfor-

mance. The neural network learns the underlying relationship between the CSI and AoA, and the

teacher-student model further improves the generalizability of the neural network on different test

cases and environments.

4.6.2.3 Robustness and Efficiency of AoA Estimation Neural Network

We test the robustness of our teacher-student neural network model on both unseen CSI data

collected in the lab and kitchen area using over 30,000 and 20,000 WiFi packets, respectively.

The results are shown in Table 4.2. It shows that the performance of the neural network is compa-

rable across different environments and shows better results than SpotFi. The difference between

the SpotFi results in two environments can be because of different environment RF characteristics

and percentage of the phone in different AoA range (SpotFi performs worse in large AoA range).

In addition to the performance improvement on the AoA estimation, the neural network also

improves the execution speed. SpotFi takes around 1.5 seconds to estimate AoA per WiFi packet,

thus making it difficult to be useful in a real-time solution. Based on using 22,854 WiFi pack-

ets collected from the kitchen, we see that our neural network is around 3809 times faster than

SpotFi, which can be further improved using GPU computation and batch data, enabling EyeFi a

real-time solution.

4.6.3 Smoothing

We use the kitchen data (different environment from the training) from the previous chapter

to evaluate the performance of our smoothing algorithm. We measure the mean and median

absolute errors between the smoothed AoA data and camera derived ground truth AoA data. The

results are shown in Table 4.3. In this table, NN is the AoA estimation from our neural network

model, Variance Based is the results after our first stage smoothing, Variance + LOWESS is our
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full smoothing stack, and we also report the result by only applying the LOWESS algorithm in

LOWESS. From this table, we can see that smoothing improves on the original neural network

generated AoA estimation. Our smoothing stack produces the best results with both lowest mean

and median absolute errors.

NN Variance
Based

Variance
+ LOWESS LOWESS

Mean (°) 24.61 12.98 10.80 12.17
Median (°) 11.76 9.59 7.91 8.09

Table 4.3: Smoothing performance with different smoothing techniques and combinations.

The results from LOWESS based smoothing is better than our variance based smoothing in

Table 4.3. This is different from the results presented in Table 4.1 which is the statistics for Fig-

ure 4.5. This is because in Figure 4.5, we choose a segment of the data where the neural network

introduced more noise and the ground truth is in the large AoA range.

4.6.4 Identification

To evaluate the performance of identification, we collect datasets with multiple people walk-

ing in the scene simultaneously. The results are reported in Figure 4.10. We consider SpotFi

as our baseline. It uses AoA data generated by the SpotFi algorithm and identifies the subject

through Euclidean distance. EyeFi uses weighted Euclidean distance for identification on the

two staged smoothed data generated by the teacher-student neural network. As stated in Chap-

ter 4.4.3, we only apply our weighted distance for the sequence size of fewer than 200 packets.

The accuracy is calculated by sliding a window of size N along the time-series data, identify the

subject with the AoA data within the window range, then computing the percentage of the num-

ber of accurately identified time-segments throughout the test dataset. The window size starts at

5, which means using only 5 packets. For example, in Figure 4.10a, we can successfully identify

the subject 90% of the time in a normal 2 people scenario. Since we collect data at a rate of 20-25

packets per second, 5 packets represent a duration of 0.25s or less. As more people are present

in the scene, the difficulty of identification increases. As shown in Figure 4.10b, the accuracy is
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Figure 4.10: Identification accuracy for different number of people.

worse than the 2 people case. The performance further drops with 5 people in the scene as shown

in Figure 4.10c.

Figure 4.10d shows the result of identification with 10 people walking simultaneously. The

results show that EyeFi can still identify even though the accuracy drops in smaller windows.

The identification accuracy of 10 people is a bit higher than that of 5 people when the window

size is 500. This can be due to the human subject who is holding the phone walks in a different

path than the rest of the group. This allows the identification can be 100% accurate when the

window size is large. However, in real situations, 500 packets span about 25 seconds during our

data collection. With an average human walking speed of 1.1 meters per second, a person can

walk about 27.5 meters during that time frame.
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Given the number of packets large enough and the path is different enough to be distinguished

from other trajectories, EyeFi could achieve near 100% accuracy in identification.

4.7 Discussion

4.7.1 Limitations of Our Proposed Solution

There are two major limitations of EyeFi. First, it requires having a smartphone with WiFi

communication. Second, it is unable to identify if multiple people walking together in a way that

results in similar AoA trajectories. For the first limitation, the usage of the phone is very common

but not all users will connect to public WiFi such as the ones provided by the store in our case.

However, EyeFi can still receive WiFi packets generated by phones while discovering local ac-

cess points. This property allows the system to estimate AoA and track the subject. However, if

the WiFi interface is disabled or the smartphone is not generating any WiFi traffic, then EyeFi

will not be able to identify people. But the camera can still provide analytics on behavior of peo-

ple to some extent. For the second limitation, in retail stores, if the trajectories are the same for a

few people, identifying either could provide the same analytic regarding customer behavior.

4.7.2 Motion Across Multiple Cameras

In areas where multiple cameras are deployed with or without shared field of view, EyeFi can

leverage existing camera-based re-identification algorithm [144] to identify the same user across

multiple cameras to provide full trajectory in the covered area. By leveraging WiFi, EyeFi can

enable identification at different spatio-temporal segments, thus reducing the search space for the

vision based identification and enable more accurate long-term re-identification.

4.7.3 Generalization to Multiple Phones

The presence of multiple phones in the scene will have minimal effect on the performance

of the system. This is due to the nature of WiFi communication that enables multiple devices to
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talk to each other without interference. This also means that the CSI information collected at the

WiFi unit for each device has the same quality. EyeFi only relies on CSI information and does

not require a high transmission rate which further reduces the impact of multiple devices. During

our data collection, all other WiFi devices and communications are functioning normally and no

effects are observed.

4.7.4 Effects of Using Phones

Differs from most previous works that use Intel 5300 NIC for both communication devices,

we use a smartphone at one end. The internal antenna design is vastly different from the external

antenna used with Intel 5300 NIC devices and the holding of the phone by a human subject also

affects the WiFi signal quality. During our experiments, we also observe poor performance and

stability issues in AoA estimation with phones in comparison to Intel 5300 NIC with external

antennas, and the AoA results are worse than that is reported in previous works such as [69].

Note that Linux CSI Tool [55] offers the best performance and stability using injection mode,

which is currently unavailable with the phone.

4.7.5 Effects of Environment

In our evaluation, we test EyeFi in two different environments that shows stable performance

among them. This demonstrates the robustness and generalizability of our system. However, dif-

ferent environments can affect the performance of WiFi AoA estimation if the environment is

very crowded with obstacles between the phone and WiFi access point to create a non-line-of-

sight situation. In such a situation, the WiFi signal is distorted which degrades the AoA estima-

tion performance. However, if the trajectories between different subjects in the scene are different

from each other, the system should be able to identify. In our experiment, there are times where

the phone is blocked by human bodies which distort the WiFi signal as well. With our smoothing

pipeline, the identification can still perform well.
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4.7.6 Privacy Issues

Privacy is a major concern nowadays and we design EyeFi with that in mind. Current camera-

based systems mostly use facial recognition for user re-identification across time. However, facial

recognition is unreliable in many settings (discussed earlier) and can be racial biased. There are

also laws [6] to ban facial recognition to prevent such bias and protect privacy. In contrast to

vision-based facial recognition systems to track a user across time, EyeFi only collects the MAC

address of the phone and hashes that to obtain a consistent identification marker. Given most

human subjects do not change phones very frequently, the hashed MAC address can be used as a

reliable marker across time. As EyeFi does not keep the link between a hashed MAC address and

its particular user, even if the hashed MAC addresses are compromised, it will be very difficult to

use that to identify a particular user.

4.8 Summary

In this chapter, we propose EyeFi, a multimodal system that fuses WiFi and camera data to

identify individuals by capturing motion trajectories from each modality. We design a teacher-

student based neural network model to estimate AoA accurately, which speeds up AoA esti-

mation by over 3800 times with 30% higher accuracy, enabling EyeFi to be a real-time system.

We test the performance in two different environments and find the neural network based AoA

estimation is robust to a change of the environment. When evaluating the accuracy of person

identification, we see that EyeFi can achieve an average of 75% accuracy across all number of

packets in a 2 to 10 people scenario. For future works, we will improve performance for each

component and build an end-to-end system that can identify people in real-time.
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CHAPTER 5: WIFI ENABLED HUMAN LOCALIZATION IN AUTOMOTIVE
ENVIRONMENT

5.1 Introduction

Transportation is changing with technology advancement and demographics shifting [9].

The result is fewer people are driving while more utilize public transportation. As people rely

on ride-hailing services, e.g., Uber and Lyft, it becomes increasingly important for drivers and

passengers to find each other without a hitch. With the anticipated deployment of autonomous

vehicles in the future, user experience is tightly connected with how smooth the pick-up process

is. Currently, drivers and passengers use smartphones, which rely on GPS or cellular signals, to

locate each other while far apart, and require them to recognize each other while nearby. How-

ever, in urban cities and areas like downtown, where there are numerous skyscrapers, GPS and

cellular signals often do not work. There are places, e.g., in airports, where the drivers need to

come indoors (such as parking garage) to pick up passengers where the building structure blocks

GPS signals. Also, in crowded environments like stadiums, airports, theatres, and bars, it is chal-

lenging to locate the actual passenger among many people. For unfamiliar environments to both

the passengers or drivers, it is no easy task to identify which side of the street is the correct one.

If the passenger can not recognize the vehicle, he or she does not know which direction to walk to

once the vehicle has stopped at a nearby suitable location. The situation can worsen due to lack

of visibility, e.g., at night and during bad weather (such as rain, storm, and snow).

For a better user experience, it is beneficial to let both the driver and the passenger know

the location of each other so that they can complete the pick-up process efficiently. Numerous

technologies can be used to improve such an experience. For example, the vehicle can use a

camera and facial recognition [100] to identify the passenger subsequently compute the location.
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However, facial recognition requires the passenger to upload his or her photo, which can be

privacy-intrusive. Moreover, for facial recognition to work, the passenger needs to be within the

camera’s field of view and occupy enough pixels to be successfully recognized. This situation

is usually when the passenger is already close and unobstructed, thus defeating the purpose of

passenger localization. These requirements reduce the practicality of such facial recognition

systems to be deployed in the real world. One can also ask the user to scan the surroundings with

his or her phone, and then the server can perform 3D reconstruction [62] and matching [77] to

the previous established real-world model to compute the exact location of the passenger. This

approach can provide much better accuracy and work without the driver and passenger being

close to one another. However, this is a computation-intensive approach that can be unrealistic for

the server to process all the requests on the ride-hailing platform. Besides the computation load,

this method also requires the world to be digitized and constructed to allow such matching.

In this chapter, we propose to utilize smartphones – which the passengers will mostly like to

possess for the ride-hailing booking – and WiFi-enabled dashcam – increasingly crucial for safety

and legal purposes – to localize where the passenger is relative to the position of the vehicle. We

call our proposed solution CarFi. CarFi does not require the passenger to upload any photos of

him or her, and neither needs the photo of the surrounding area, which protects the passenger’s

privacy and reduces the computation load. Instead, CarFi works by providing where the passen-

ger is in the four quadrants surrounding the vehicle and allowing the driver and passenger to find

each other more easily. To this end, CarFi uses WiFi communications between the passenger’s

smartphone and the dashcam onboard the vehicle. The usage of the dashcam is for the purpose of

standalone devices that can be installed on any vehicle, but the proposed system does not exclude

vehicles that have WiFi already installed to localize the passenger.

CarFi uses the WiFi chipset embedded in the dashcam to receive the WiFi packets sent by the

smartphone, which the passenger is holding. The system on the vehicle extracts the Channel State

Information (CSI) data from the WiFi chipset and performs feature extraction and localization.

This system does not require any modification to the vehicle and the smartphone. The WiFi
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packets generation can be handled by the ride-hailing application, which can report the phone’s

MAC address through the server to the vehicle. Thus, the vehicle can identify which phone is the

correct one. To successfully localize where the passenger is, CarFi utilizes a small sequence of

the WiFi packets, which are jointly used for feature extractions.

This work has the following contributions:

• First, we design and implement a novel localization system by utilizing WiFi signals in

an automotive environment. Our CarFi system does not require privacy-intrusive personal

information from the passenger nor requires heavy computation load on the server.

• Second, we collected our dataset with over 1,582,939 WiFi packets in 5 different envi-

ronments. We also annotate our data with ground truth provided by markers on the floor

or videos from a drone. This dataset contains multiple scenarios, including standing still,

walking around, and driving around for robust analysis.

• Third, we propose a neural network model that takes in multiple features to estimate the

phone’s location, which the passenger holds.

• Finally, our method can perform location estimation, whereas existing solutions such as

SpotFi [69] fail to do. Our features enable the system to generalize while raw CSI data can

not. CarFi framework is also computational lightweight, which can be implemented on

constrained devices.

5.2 Usage Scenario

We describe a real-world usage scenario of CarFi in this chapter. When a passenger wants to

travel to a specific location, he or she uses the ride-hailing app on the phone to book the trip. The

server processes the request and finds the driver. The locations of the vehicle and the passenger

are determined by their respective location providers, such as GPS on the phone. Once the trip

is confirmed, the driver heads toward the passenger’s location. As the driver arrives within a cer-
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Figure 5.1: CarFi system overview

tain distance from the passenger based on the location data, the passenger’s phone will transmit

the WiFi packets at a higher packet rate as the ride-hailing app controls it. Meanwhile, the dash-

cam starts listening for WiFi packets containing the phone’s MAC address. When CarFi system

receives the WiFi packets, it extracts the CSI information and calculates the features. Then it

estimates where the passenger is, and the driver can proceed to the correct location. If the driver

can only park the vehicle at specific parking spots safely, the relative location can also guide the

passenger toward the vehicle.

5.3 CarFi Overview

CarFi is a framework that combines the passenger’s smartphone, the cloud server, and the

WiFi receiver on the vehicle. The phone generates WiFi traffic which can be detected by the WiFi

receiver located in the vehicle. The WiFi system in the vehicle receives the WiFi packets, pro-

cesses them, and localizes where the phone is. The cloud server is the bridge between the vehicle

and the phone to exchange the data. This framework does not require the phone to take any photo

or video, which minimizes the server’s computation, reduces network traffic and power consump-

tion, and protects privacy. Meanwhile, the CarFi system exploits the WiFi signal’s properties and

estimates the location to provide a better user experience.
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The CarFi framework is shown in Figure 5.1. The phone app controls the phone to transmit

WiFi packets when the vehicle is within a certain distance. We note that the location of the vehi-

cle and the phone are determined by other methods such as GPS. They are shared via the cloud in

real-time. The app also retrieves the phone’s MAC address being used and shares it with the vehi-

cle through the cloud server. The WiFi devices in the vehicle constantly monitor the WiFi traffic

and filter out the packets containing the specific MAC address. After the WiFi packets filtering,

the CSI information is extracted, which is later calibrated and denoised. This step is performed

to remove the noises that are introduced by the WiFi hardware and software imperfections. The

calibrated and denoised data is used for feature extraction, and these features are used for location

estimation.

5.4 Challenges

In this chapter, we discuss the challenges that WiFi localization faces in the automotive envi-

ronment.

5.4.1 Automotive Environment

When moving WiFi devices from indoor locations to outdoor environments, the characteris-

tics of the environment and effects on the signals change dramatically. One of the biggest issues

in an automotive environment is the metal structure of the vehicle body, which can be similar

to a Faraday cage. Although the signal of normal radio frequency communication systems has

a higher frequency than what the window can block due to its large size (the window opening

needs to be smaller than the wavelength), the vehicle’s metal surface can still block and redis-

tribute the signal. The effect of the vehicle body on the RF signal is also different from vehicle

to vehicle. For example, the front window of the Tesla Model S has metallic costing which inter-

ference with RFID transponders (such as toll transponder), so they have an area of the window

designed explicitly for such transponders [8].
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Figure 5.2: Effect of the vehicle body on RF signal. When the receiver is placed on the front
dashboard, the signal can come from all directions. Some signals (shown in green) can penetrate
the glass window and directly reach the receiver. Some (shown in blue) may penetrate the glass
window and be attenuated by the interior seats and human body. Other signals (shown in red)
may directly being reflected by the vehicle’s mental body.

We show a simple illustration of how the RF signal can be affected by the vehicle’s body

in Figure 5.2. We can see that some signals (shown in green) can travel directly through the

windows and reach the receiver, and some (shown in blue) being attenuated by the interior seats

and human body, while others (shown in red) being reflected and blocked by the metal body. We

note that this is a simplified illustration of how the RF signal may propagate around the vehicle.

Some signals may travel into the vehicle and be reflected, absorbed, attenuated by the metal body,

interior seats, and human body.

With such a complex RF environment, the current state-of-the-art method, such as SpotFi [69],

can not accurately estimate the angle of the arrival of the WiFi signal. An example of the angle

estimated is shown in Figure 5.3. We can see from this plot that when the signal is coming from

the front of the vehicle and no other obstacles are blocking or attenuating, the Angle of Arrival

(AoA) estimation can work quite well. This is because the WiFi signal can directly travel through

the front windshield and reach the receiver antennas. However, when the person who is holding

the phone is positioned on the side of the vehicle (roughly 0-3 meters away) and the back of the
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Figure 5.3: SpotFi results with WiFi packets collected inside the vehicle. Only the vehicle and
the person holding the phone are present at the scene. The distance is the distance between the
WiFi receiver in the vehicle and the phone being held by the passenger. When the distance is
smaller than 0, the passenger is in front of the vehicle, and when the distance is larger than 0, the
passenger is at the back of the vehicle.

vehicle (beyond 3 meters in the distance), the AoA estimation results become unusable and can

not even correctly estimate whether the person is on the left or right side of the vehicle 1. We note

that there are distances where the AoA estimation seems reasonable when the person is at the

back of the vehicle. This is because there could be a direct line-of-sight path between the phone

and the antenna through the rear windows.

5.4.2 Speed and Time

While we are not assuming the vehicle will approach the passenger at highway speed when

they are nearby, we assume that the vehicle will be traveling around a reasonable city driving

speed. This means that a speed limit of 40 Km/h (25 miles per hour) can be assumed. This is

roughly equivalent to 11 m/s. We also consider the transmission range of the WiFi signal to

be around 50 to 100 meters in the real world. Given the human response time is about 1 to 1.5

seconds, we determine that the CarFi system should have a response time of less than 1 second to

allow adequate time for the driver to respond and stop safely. As WiFi packets can be transmitted

1The antenna are in a linear array and is perpendicular to the length of the vehicle, thus when the phone is on one
side of the vehicle, the Angle of Arrival (AoA) will be between 0°to 90°, and 90°to 180°on the other side of the
vehicle.
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at different rates, we found that the phone can achieve a rate of 100 to 150 packets per second

reliably in our empirical study. Therefore, we determined that our system uses 50 WiFi packets,

and all of them need to be transmitted within 1 second. These constraints pose extra challenges to

the system as more time and packets can usually achieve higher accuracy.

5.5 Features

This chapter describes how some features can be extracted from the WiFi packets and may be

used in the estimation.

5.5.1 RSSI and RSS

WiFi signal strength is affected by multiple factors such as the distance between the trans-

mitter and the receiver, obstacles, transmitter signal strength, and the receiver antenna’s property.

Therefore, we can use RSSI and RSS to represent the signal strength at the receiver antenna. The

Received Signal Strength Indicator (RSSI) is an estimate of power in the received signal at the

receiver. RSSI is an indicator that is a relative measurement as defined by the manufacture and

is normally positive numbers. Received Signal Strength (RSS) is the actual measurement, usu-

ally with a unit of dB in WiFi transmission. As there are three antennas in the CarFi system, the

signal strength at each antenna varies from one another. This variation is partly caused by the

difference in distance to the transmitter, where the path loss of the signal in free space can be

estimated with Friis Free Space Propagation loss:

Pr(d) =
PtGtGrλ

2

4π2d2L
, where G =

4ΠAe
λ2

(5.1)

Where the Pt is the transmitting power, Pr(d) is the received power at a distance d, Gt is the

transmitting antenna power gain, Gr is the receiving antenna power gain, λ is the wavelength.

As we can see from this equation, the power loss is in inverse proportion to the square of the

distance; thus, the power loss is severe.
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The variance in the signal strength across different antennas can also be caused by how each

antenna is affected differently by the environment. For example, as the signal travels to the ve-

hicle where it can be reflected and attenuated, each antenna can be located at constructive or

destructive locations, which results in differences in received antenna signal strength.

For each packet P, the WiFi network card reports three RSSI values: RSSIa, RSSIb, and

RSSIc, where each value corresponds to one of the three receiving antennas. In addition, the

Linux CSI Tool also reports Automatic Gain Control (AGC) which can be used to calculate the

actual signal strength in dB.

5.5.2 CSI Covariance Matrix

As there are 3 antennas on the receiver side and each antenna is placed at different locations

(they are λ/2 apart, where λ is the wavelength), how the signal is changing over time can be

different as they are being affected slightly differently. When the relative location of the phone to

the vehicle changes, the signal propagation paths also change. The change in propagation paths

can affect the amplitude of the signals arrived at each antenna. Given the signal strength is also

inverse to the square of the distance, the closer the antenna can result in more significant changes

in the amplitude. Thus the correlation between nearby subcarriers and itself can potentially be

higher.

We show an example of the covariance matrix calculated from our collected data in Fig-

ure 5.4. These covariance matrices are computed with 50 consecutive packets from each case.

In this figure, we can see that the patterns of the covariance matrices are different from each other

which are clearly distinguishable. We also show the covariance matrices calculated with all the

packets from the same dataset in Figure 5.5. Each covariance matrix is calculated with 10,000

to 18,000 packets. They show that when the phone is on the right side of the vehicle, covariance

values between the rightmost antenna subcarriers are higher than the rest, and covariance values

between left most antenna subcarriers are higher when the phone is on the left side of the vehicle.
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vehicle.

Figure 5.4: Example CSI covariance of the received WiFi packets. The covariance is calculated
with all 30 subcarriers of each antenna, so the total number of variables is 90. 50 consecutive
packets are used for the calculation in each case.

These results show that one can estimate the location of the phone by extract features from the

covariance matrices.

5.5.3 Multipath Profile

Since WiFi CSI data contains multipath attenuation caused by the environment, the multipath

profile extracted from the CSI data can be very useful in location estimation. The most significant

factor on the multipath profile is the vehicle itself, as the WiFi receiver is inside and the metal

structure severely distorts the signals. As the WiFi antenna array is in linear formation and is

perpendicular to the front-back axis of the vehicle, it can not identify whether the signal is com-
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Figure 5.5: Example CSI covariance of all the received WiFi packets. The covariance is calcu-
lated with all 30 subcarriers of each antenna, so the total number of variables is 90. All packets
from the same dataset are used for the calculation in each case.

ing from the front or the back. This is because the Angle of Arrival (AoA) will be symmetric

as discussed in Chapter 2.4.4. To differentiate whether the signal is coming from the front or

the back, one can explore the difference in multipath profiles due to the vehicle is affecting the

signals differently. Assuming the antenna is placed near the front windshield and in the center

position of the dashboard, when the signal is coming from the front of the vehicle, most of the

signal will travel directly through the window and be received by the antennas. In this situation,

the number of multipath will be smaller as they are less attenuated by the vehicle body, resulting

in a stronger dominant path, especially in the line-of-sight scenario. On the other hand, when the

signal is coming from the back of the vehicle, it is most likely heavily attenuated by the vehicle’s

103



0 200 400 600 800 1000
Front of the Vehicle

0

2500

5000

7500

10000

12500

15000

17500

0 200 400 600 800 1000
Back of the Vehicle

Multipath Eigen Value

Packet

Am
pl

itu
de

Figure 5.6: Example CSI multipath Eigenvalue. Left shows the Eigenvalue calculated when the
phone is in the front of the vehicle. Right shows the Eigenvalues calculated when the phone is in
the back of the vehicle.

body with reflection and absorption. Thus the multipath profile is more complex, and the num-

ber of multipath tends to be higher. With more complex multipath, the differences between each

multipath signal tend to be smaller as well.

To extract the multipath profile of the CSI data, one can explore how MUSIC [108] and

SpotFi [69] algorithms extract signals and estimate their Angle of Arrival. They first isolate mul-

tiple possible signals by performing Eigen decomposition of matrix XXH , where X is the CSI

measurement, and XH is the conjugate transpose of X . The eigenvectors and eigenvalues can be

used as features as they are affected by the environment and the vehicle. For example, as shown

in Figure 5.6, the eigenvalues when the phone is in the front of the vehicle have a higher dom-

inant path (especially the ratio between paths), whereas eigenvalues in the back of the vehicle

have a lower ratio. Thus, the multipath profile can help identify where the signal is coming from,

especially exploiting the asymmetry introduced by the placement and structure of the vehicle.
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5.6 CarFi Algorithm

5.6.1 CSI Calibration and Denoising

CSI contains how the RF signal propagates through the environment as they are being af-

fected during transmission. The CSI data collected at the receiver side contains those affected and

encoded in the complex form with amplitude and phase information. Each CSI data point is also

the Channel Frequency Response (CFR):

H(f ; t) =
N∑
n

an(t)e−j2πfτn(t) (5.2)

Where ai(t) is the amplitude attenuation factor, τi(t) is the propagation delay, and f if the car-

rier frequency [122] [80]. However, due to real-world hardware and software imperfections, the

CSI data contains noises. For more accurate location estimation, such noises need to be reduced.

To remove the antenna phase offset introduced by hardware imperfections, we first measure the

antenna phase offset by transmitting WiFi packets through an RF splitter, in which all three re-

ceiver antennas will receive the signal at the same time. By removing the offset we measured,

we correct the antenna phase offset. The system also introduces Sampling Time Offset (STO)

and Sampling Frequency Offset (SFO) as the sampling clocks and frequencies are unsynchro-

nized between the receiver and transmitter. We follow SpotFi [69] method to remove STO and

SFO through linear regression. Once CSI data are calibrated and denoised, we extract features as

described in the previous chapter.

5.6.2 Neural Network for Location Estimation

CarFi improves the experience by providing relative location between the vehicle and pas-

senger to help them find each other faster. However, the WiFi signal is severely distorted by the

metal structure of the vehicle, which makes it extremely difficult to estimate the accurate Angle

of Arrival (AoA) of the phone’s location. To enable realistic application, CarFi estimate where
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Figure 5.7: Neural network model for our WiFi location estimation.

the phone is in the 4 quadrants of the vehicle: Front Left, Front Right, Rear Left, and Rear

Right.

We propose a neural network model with the features described above as input to estimate

the location. An illustration of the neural network model is shown in Figure 5.7. This model uses

convolutional neural network (CNN) layers to process the covariance and multipath features. The

filter size is set to 3x3 with a stride size of 1 and padding of 1. Each CNN layer is followed by a

Batch Normalization layer [61] and ReLU (Rectified Linear Unit) activation function [107] layer.

While the number of filters doubles every layer starting from 32, the input size halves every layer

through the max polling layer after the ReLU layer. The last convolutional layer reduces from

a 2D feature space to a vector. Since covariance eigenvalues are vector feature inputs, they are

concatenated with feature output vector from the CNN layers. We then concatenate the feature

vector of the covariance matrix, multipath profile, RSSI, and RSS as one feature vector. We

then use two extra fully connected layers connect to the output of dimension 4. Cross-Entropy

loss function [36] is used to calculate the loss and Adam [68] optimizer for backpropagation

optimization.
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Figure 5.8: In-vehicle system setup. The left picture shows the antenna viewed from outside. The
middle picture shows WiFi antennas placed on the central dashboard. The right picture shows a
laptop with Intel 5300 NIC and connected with antennas through cables.

For evaluation, we also test the performance of location estimation using a subset of the fea-

tures to analyze the feature’s usefulness. To perform those evaluations, we remove the layers that

process the features we are not using and modify the concatenation layer to remove the connec-

tions.

5.7 Data Collection

5.7.1 System Setup

To extract the WiFi data in an automotive environment, we utilize a laptop with Intel 5300

WiFi Network Interface Cards (NICs) for portability, as shown in Figure 5.8. We use the Linux

CSI tool [54] to collect PHY layer CSI information from received WiFi packets. We set up a

Pixel 2 XL phone as the Access Point (AP), which the laptop is connected to, and generate WiFi

traffic by pinging the laptop. An Android App controls the WiFi traffic generation, as shown in

Figure 5.9a, that we developed and can achieve a packets rate of up to 300 packets per second.

The actual average transmission rate is around 150 packets per second during our data collection.

5.7.2 Ground Truth

We hold the phone while standing or walking around the vehicle when the vehicle is safely

parked to collect the data. However, the phone’s location service, such as GPS or cellular, does
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(a) Android APP developed to generate WiFi
traffic.

(b) View on how phone is located relative to the
car.

Figure 5.9: Data collection equipment and environment.

not provide location data with high accuracy and a high refresh rate. Thus, we need to determine

the ground truth location data through our equipment. To this end, we used two methods to an-

notate the ground truth. The first method uses small cones placed on the ground at predefined

locations as shown in Figure 5.9b (they are 1,3,5,10,20,30 meters away from the vehicle and

two meters away from the middle line of the vehicle). This method is used to collect data where

we are standing still while holding the phone. We use a commercial drone hovering above the

data collection site for the second method to record the data collection process. For easier drone

footage processing, we conduct data collection at night and place LED lights on the top of the

vehicle, human subject, and predetermined locations. When the video is recorded at a lower ex-

posure, we can use a simple threshold computer vision technique to extract the pixel locations

of the LEDs as they are the bright spots. Then we transform the pixel locations into real-world

locations.
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Location Number of WiFi Packets Ground Truth Method Train/Test
High School Parking Lot 1 310,340 24 Cones Train & Test
UNC Parking Lot 308,909 24 Cones Train & Test
Lake Side Parking Lot 49,142 Drone Test
High School Parking Lot 2 171,993 Drone Test
High School Parking Lot 3 742,555 Drone Train & Test

Table 5.1: CarFi collected dataset.

5.7.3 Collected Dataset

We collect data over several days and vary the locations to provide more environmental varia-

tions. In the end, we collected 1,582,939 packets over 5 different locations. The number of pack-

ets and ground truth method for each location is shown in Table 5.1. We also specify the training

or testing of the data collected at that location. After splitting, we have a total of 1,082,803 pack-

ets for training and 491,136 packets for testing.

We split data collected from High School Parking Lot 1, UNC Parking Lot, and High School

Parking Lot 3 into 80% as training and 20% as testing. The data collected at High School Parking

Lot 2 location are with the vehicle driving around while the person who is holding the phone

being static. Data collected from other locations is when the vehicle is stationary, and the person

holding the phone is either standing at different locations or walking around. The number of

packets of each testing dataset and the content inside each dataset are listed in Table 5.2. In this

table, the datasets in the Driving scenario are all from the High School Parking Lot 2 location.

We note that the data we collected and reported here are all in a linear antenna array, and the

number of packets reported here is all processed ones. Using the location of the antennas as the

origin of the coordinate system, we define the front-back axis as the y-axis and the left-right axis

as the x-axis. For the WiFi packets we collected, those in the location range of −1 < x < 1 or

−1 < y < 1 (in meters) are removed. These locations represent the person is standing directly

in the front or back of the vehicle on the road, or they are adjacent to the vehicle, which should

be able to identify the vehicle and already passed through the 4 quadrants estimation. As our

109



Dataset Number of
Packets Content

W
al

ki
ng

High School 1 59,674
The vehicle is stationary at an empty high school park-
ing lot. The phone is held by a person while standing
still at 24 locations.

UNC Parking 61,187
The vehicle is stationary at an empty UNC parking lot.
The phone is held by a person while standing still at 24
locations.

Lake Side Parking 49,142
The vehicle is stationary at an empty lake-side parking
lot. The phone is held by a person while walking
around the vehicle. The drone provides ground truth.

High School 3 149,140
The vehicle is stationary at an empty high school park-
ing lot. The phone is held by a person while walking
around the vehicle. The drone provides ground truth.

D
ri

vi
ng

Single Person 34,781
The phone is held by a person standing still in an
empty parking lot. The vehicle drives around. Only the
vehicle and the person is present.

Three People 1 27,293

The phone is held by a person standing still in an
empty parking lot. The vehicle drives around. The
vehicle and three people are present, with three people
standing side by side in a line.

Three People 2 14,110

The phone is held by a person standing still in an
empty parking lot. The vehicle drives around. The
vehicle and three people are present, with the extra two
people standing in front of the one who is holding the
phone.

Single Person
+ Vehicle 69,857

The phone is held by a person standing still in an
empty parking lot. The vehicle drives around. Three
vehicles and a single people are present, with the extra
two vehicles parked in front of the one who is holding
the phone.

Three People
+ Vehicle 25,952

The phone is held by a person standing still in an
empty parking lot. The vehicle drives around. Three
vehicles and three people are present, with the extra
two people standing in front of the one who is holding
the phone and two vehicles parked in front of the
people. Refer Figure ?? for reference.

Table 5.2: CarFi test dataset size and content
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Figure 5.10: Drone image of three people and two vehicles in between the WiFi transmitter and
receiver.

features include covariance of 50 consecutive WiFi packets, we also remove packets when there

are less than 50 packets in 1 second.

5.8 Evaluation

5.8.1 Features

We first evaluate the location estimation performance of a different subset of the features.

Using the neural network architecture described in Chapter 5.6.2, we train multiple ones with

different features and report their best estimation accuracy in Table 5.3. From the table, we can

see that both the multipath profile and covariance matrix can be used to estimate the location of

the vehicle. Combining these two features can improve the performance, which results in better

generalization as the accuracy improves with the vehicle driving data. An interesting note is that

the covariance matrix feature has better performance than the multipath profile feature. This

could be that while multipath profile estimates different signals about their amplitude and phase,

there are only 3 antennas present in the system, which is less than the number of multipath exits.
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This becomes a compressed sensing problem with a lot of estimations. Furthermore, covariance

matrices look at a consecutive of 50 packets that contain more information than the single packet

used in multipath profile calculation.

Dataset
Accuracy (%)

Multipath Covariance Multipath + Covariance

W
al

ki
ng

High School 1 85.92 94.12 92.58
UNC Parking 86.1 94.68 90.23

Lake Side Parking 51.44 52.97 57.19
High School 3 45 76.13 75.61

D
riv

in
g

Single Person 32.09 37.62 37.45
Three People 1 29.61 37.36 38.3
Three People 2 27.63 42.66 45.97

Single Person + Vehicle 45.23 46.23 46.01
Three People + Vehicle 37.25 32.81 35.63

Table 5.3: Neural network performance with individual features.

The quadrant localization using RSSI and RSS is not performed. They contain much less in-

formation about where the signal is coming from, especially identifying if the person is standing

in front of the vehicle or in the back. This is because the received signal strength is affected both

by the metal structure of the vehicle and the distance between the transmitter and receiver. When

the phone is further away from the vehicle while in the front, the received signal strength can be

similar when the phone is in the back at a closer distance as the signal can be partly reflected and

absorbed by the vehicle’s body. We also analyze if raw CSI data can provide similar performance

in Chapter 5.9.1.

5.8.2 Localization Performance

The result from the CarFi neural network model is shown in Table 5.4. The results show that

CarFi can predict where the phone is in the 4 quadrants even in scenarios that have not been seen

before. Furthermore, the localization accuracy with all the features generalized better than when

only a subset of the features is used. For the High School 1 and UNC Parking data, the person

who is holding the phone is standing still in 24 locations, the dataset is split with the first 80%
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packets being training and the rest 20% as testing. While they are not consecutive packets, the

small body movement does not cause large changes in the signal propagation paths. As a result,

the localization accuracy can be very good due to similarity to the training data.

Dataset Accuracy (%)

W
al

ki
ng

High School 1 91.38
UNC Parking 92.66

Lake Side Parking 57.84
High School 3 74.33

D
riv

in
g

Single Person 36.76
Three People 1 39.63
Three People 2 44.61

Single Person + Vehicle 48.15
Three People + Vehicle 39.97

Table 5.4: Neural network performance for localization.

During the data collection, the person who is holding the phone walks around the vehicle in

Lake Side Parking and High School 3 scenarios. While there may be similar walking patterns and

WiFi packets collected at similar locations, the variations within the packets are large. The data

from High School 3 is split the same way as before, with the first 80% as training and the rest

20% as testing. Thus the difference between the training and testing is more significant. We can

observe the accuracy decreases but does show the framework can generalize to unseen locations.

For the testing data collected while the vehicle is driving and the person who is holding the phone

is stationary, the Driving dataset is unseen from all the training data. These datasets are difficult

as environmental obstacles, the instability of the antennas, and the movement of the vehicle

all introduce additional noises and variations. When the results are compared to using only a

subset of features, the overall accuracy improves, which demonstrates they can generalize to

these difficult situations. These results show that by increasing the number of packets collected

and provide more variations in the training dataset, the overall accuracy can be further enhanced.
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5.9 Discussion

5.9.1 What About CSI Value?

In Chapter 4, we used raw CSI value to estimate the Angle of Arrival (AoA) in the indoor

environment. However, as the difference between the indoor and automotive environment differs

dramatically, this method does not generalize easily. We trained a fully connected neural network

with CSI real and imaginary numbers as a vector to predict the quadrant of where the phone is lo-

cated. The results are shown in Table 5.5. In this table, we can see that the localization accuracy

is high and comparable to using the features in High School 1 and UNC Parking scenarios. As

reason stated before, this is most likely the environment is stable, and signal propagation paths do

not vary much over a short period of time. Thus the CSI data are similar to each other. However,

the accuracy in other environments is very low as the environment is changing significantly, and

using raw CSI data is very hard to extract meaningful features and generalize.

Dataset Accuracy (%)

W
al

ki
ng

High School 1 91.94
UNC Parking 93.02

Lake Side Parking 56.63
High School 3 32.4

D
riv

in
g

Single Person 25.99
Three People 1 18.74
Three People 2 17.53

Single Person + Vehicle 13.68
Three People + Vehicle 35.88

Table 5.5: Neural network performance with CSI as input.

5.9.2 What Happens When There Are Vehicles Blocking?

In the evaluation, the accuracy is lower in vehicle-driving scenarios. There are multiple rea-

sons for this result. First, the environment is different from when the vehicle is stationary, and the

person is either standing or walking around. For example, the antennas can vibrate, resulting in

changing their relative positions to each other and the vehicle. Second, the speed of the vehicle is
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different from what a person can achieve while walking. This can result in frequency shifting due

to the Doppler effect. Last but not least, the signal can be severely distorted when other vehicles

are parked between the person who is holding the phone, and the vehicle carries the antennas.

5.9.3 Privacy?

As privacy concerns keep rising among consumers, personal information needs to be pro-

tected. Unlike camera-based sensor solutions, using WiFi for localization does not require any

personal information such as personal photos. Furthermore, the MAC address can be randomized

while transmitting the signal each time to conceal the true hardware MAC address. As a result,

CarFi can preserve user privacy while improving convenience.

5.10 Summary

In this chapter, we investigate the feasibility of using WiFi devices as localization equipment

to identify where the passenger is relative of the vehicle. This method can potentially enable a

smoother and hassle-free riding experience. To this end, we propose CarFi, a system that can be

incorporated with WiFi-enabled dashcam to identify where the passenger is located. We designed

our neural network model which can be used to localize the person who is holding the phone

in four quadrants. The features used by the neural network model are extracted from the WiFi

CSI data and show the ability to generalize in different environments. We collect a large dataset

including the person who’s holding the phone, either standing at various locations or walking

around the vehicle. In addition, we also collect a dataset for when the person is stationary and the

vehicle is driving around.
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CHAPTER 6: WIFI SENSING FOR HUMAN PRESENCE DETECTION IN BUILDING
CORNERS

6.1 Introduction

With the increased deployment of robots in real-world scenarios, practical human-robot in-

teraction issues such as safety and sociability are becoming increasingly important. With recent

advances in robotic planning and control, although the reaction of robots is becoming more and

more agile, for many robotics applications it is still not on par with the dynamics of humans.

Given the limited capability of fast reaction, the demand for better sensing arises. We hypothe-

size that – for a robot equipped with better sensing capabilities, its required reaction time can be

relaxed, and safety and sociability can be increased.

Most on-board sensors of a robot, such as cameras, LIDAR, infrared, and ultrasonic sensors,

require line-of-sight between the sensor and the target. These sensors may serve perfectly in

the seen world, but in a crowded environment or places that have many blind spots, the line-

of-sight requirement of these sensors makes it challenging for a robot to navigate safely and

sociably. If the sensors were capable of X-ray vision for non-line-of-sight sensing, a robot could

overcome these blind spots, plan its actions better, and ensure safer and more natural human-

robot interaction for social robots.

Existing works have studied the seeing around the corner problem in robotics using vi-

sion [105] [22] and acoustics [19]. Cameras used in these systems are expensive, special, and

require adequate lighting in the environment. Sound of footsteps is used to localize humans [19],

but these solutions are not effective unless the environment is quiet and humans are walking as

opposed to just standing around the corner. Recent works have exploited radio frequency (RF)

116



Receiver Transmitter

Existing WiFi AP

WiFi Packets

Figure 6.1: Our system consisting two WiFi devices, a transmitter which can be exiting WiFi
Access Point (AP) and a receiver which can be WiFi card on the robot. The receiver receives
packets transmitted by the transmitter then analyze the properties of the received packet to
estimate whether human is present or not.

signal’s capability to penetrate walls to detect human figures [13] [143] [142], but these solutions

require large antenna arrays and moving human figures.

In this paper, we study the problem of determining whether a human is present around the

corner in non-line-of-sight situations by using only commodity WiFi devices. We propose a

solution that relies upon commodity WiFi devices and extracts features from received WiFi sig-

nals [38]. In addition to standard coarse-grained signal power measurements such as Received

Signal Strength Indicator (RSSI), we perform multipath estimation using fine-grained Channel

State Information (CSI). We also extract features that represent signal variability over time. Uti-

lizing all these features, we model and classify the state of the environment.

Our solution works in real-time and is not dependent on the environments. Unlike prior

works, we require only 50ms for sensing, which makes it suitable for indoor mobile robot ap-

plications. Since we rely on commodity WiFi devices, the solution can be easily incorporated

into mobile robots. The extended sensing capability does not add significant cost as many robots

already use WiFi for connectivity. We evaluate our solution in multiple unseen environments (i.e.,

training and testing environments are different) to demonstrate the robustness of our system. We
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Figure 6.2: System Overview. The transmitter sends WiFi packets where the signal can travel
directly, pass through the human body, and reflected to the receiver. The receiver receives the
packet and calculates the properties of the signal. Then our system extracts the features which are
later used for classification on human presence.

compare our solution with existing ones and show that in challenging environments, the proposed

solution outperforms the existing ones.

6.2 System Overview

We study the problem of detecting human presence in around-the-corner situations using

commodity WiFi devices. An example scenario is depicted in Figure 7.5a. A WiFi transmitter,

such as a WiFi AP in a building, and a WiFi receiver, such as a WiFi device mounted on a robot,

are placed on an L-shaped corridor in a non-line-of-sight setup. The goal of the receiver is to

determine whether there are humans on the other side where the WiFi transmitter is.

An overview of how the proposed solution is shown in Figure 6.2. Tx and Rx refer to the

transmitter and the receiver, respectively. When the transmitter sends a packet, the WiFi signal is

broadcasted in all directions. The signal travels through the walls and reaches the receiver on the

shortest path. Some of the signals get attenuated by the human body (if present) before reaching

the receiver.1 Signals also get reflected multiple times before the receiver receives them. Hence,

1The human is occluded by the corner, which results in no direct line-of-sight (LOS) path for the WiFi signal to pass
through the human body and then directly received by the receiver. All such signals are attenuated further by the
walls and other objects in the environment.
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the received signal is a combination of all these signals traveling on different paths. A number of

consecutive WiFi packets are retrieved, a set of features is computed, and classified to determine

if a human is present around the corner.

6.3 WiFi Feature Extraction

This chapter describes the WiFi features that the system uses to represent the RF environment.

All features are extracted from the same number of received packets.

6.3.1 Received Signal Strength Features

The Received Signal Strength Indicator (RSSI) is an estimate of power in the received signal

at an RF client. The signal strength is affected by multiple factors such as the distance between

Tx and Rx, obstacles, Tx strength, and Rx antenna’s property. Since the human body attenuates

WiFi signals, e.g., by absorbing signals, it changes the RSSI value. Hence, we use RSSI as one of

the features to represent the RF environment.

For each packet P , the WiFi card reports three RSSI values: RSSIa, RSSIb, and RSSIc,

where each value corresponds to one of the three receiving antennas. We calculate the mean and

the variance of each RSSI from the N received packets: (x ∈ {a, b, c})

µRSSIx =
1

N

N∑
i=1

RSSIxi , σ
2
RSSIx =

1

N

N∑
i=1

(RSSIxi − µRSSIx) (6.1)

6.3.2 Effective Signal to Noise Ratio Features

The Effective Signal Noise Ratio (SNR), which measures the quality of the WiFi signals, is

affected by environmental changes. We calculate the effective SNR for four modulation schemes,

i.e., BPSK, QPSK, 16QAM, and 64QAM. The effective SNR is calculated from the channel state

information (CSI), which is described next. Since we only use one transmission antenna, it is
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a Single Input Multiple Output (SIMO) system. The calculated effective SNR is a 1 × 4 vector

(SNR0, SNR1, SNR2, SNR3), where each element corresponds to a modulation scheme.

Similar to RSSI, we calculate the mean and the variance for each effective SNR across the N

received packets, which become parts of the feature vector: (j = 0, 1, 2, 3)

µSNRj
=

1

N

N∑
i=0

SNRji , σ2
SNRj

=
1

N

N∑
i=1

(SNRji − µSNRj
) (6.2)

6.3.3 Signal Tendency Index

The Signal tendency index (STI) [146] [147] is based on Procrustes analysis to compare

shape similarity across different packets. It is calculated from the Channel State Information

(CSI) containing fine-grained information of both the magnitude and the phase of each subcarrier

between each transmitter-receiver antenna pair [135].

For the CSI vector (H t
1, H

t
2, . . . , H

t
n), at time step, t = 1, 2, . . . , N , we standardize the values

by subtracting the mean and dividing by the standard deviation:

Ĥ t =
[H t

1 − H̄ t, H t
2 − H̄ t, . . . , H t

n − H̄ t]

σ(H t)
(6.3)

H̄ t
1 =

1

n

n∑
i=0

H t
i , σ(H t) =

√∑t
i=0(H

t
i − H̄ t)2

n
(6.4)

The STI between two consecutive packets is S =
∥∥∥Ĥ t − ˆH t−1

∥∥∥, which is the Euclidean

distance between the curves in STI metrics and larger STI value means greater difference. An

example of STI values between different packets is shown in Figure 6.3. The changes between

packets 20-40 are larger than the rest as they are collected while a person walks, which severely

distorts the WiFi signal between packets. As for the empty space (0-20) and a person standing

still (40-60), the difference is similar to the environment is almost static. We also observe that

even in the empty space, CSI is not stable.
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Figure 6.3: Example of STI value across different packets. Packets 0-20: empty environment.
Packets 20-40: a person is walking. Packets 40-60: a person is standing still.

With N packets received, we calculate N − 1 STI values. The mean and variance of the STI

are then computed and used as a feature.

6.3.4 Multipath

As the human body attenuates WiFi signals, the multipath profile of the WiFi environment

changes. When we have many reflectors in the environment (e.g., a crowded scene), the number

of multipath is large, but the difference in energy of different paths is small. For a relatively less

crowded scene, the number of multipath is less, but the energy differences are high. This property

of multipath can be modeled from the WiFi CSI values.

The CSI measurement, X , which contains both magnitude and phase information, can be

used to compute the angle of arrival (AoA) [108] of a signal. For example, in recent WiFi-based

localization algorithms [69] [34], the AoA of the direct path (which is relevant to the localization

problem) is isolated by taking the eigenvector of the matrix, XXH , for which, the eigenvalue is

zero. The eigenvector goes through further processing to obtain the direct path.

Inspired by this, one can compute the AoA corresponding to each eigenvalue to create a

multipath profile of the WiFi environment. However, we propose that, in order to model the

multipath profile, we do not necessarily have to compute the AoAs. Instead, we can take the

top k largest eigenvalues of XXH to have the simplest way to create a feature that inherently

121



0 10 20 30 40 50 60
Packets

0

1

2

3

4

5

6

E
ig

en
va

lu
e

104 Top 7 Multipaths

Figure 6.4: Example of eigenvalues for multipath analysis in different packets. Packet 0-20:
empty environment. Packet 20-40: a person is walking. Packet 40-60: a person is standing still.

represents the multipath profile. An example of the proposed multipath-based features is shown

in Figure 6.4 where we use top seven eigenvalues. We observe that the three behind-the-wall

cases: empty space, a person walking, and a person standing is clearly distinguishable by the

proposed feature.

6.4 Human Presence Detection

We formulate the non-line-of-sight around the corner human detection as a classification prob-

lem having three classes: empty, standing, and moving. We implement a Random For-

est [76] classifier that uses the feature vector described in the previous chapter. We empirically

determine that extracting features from a total of N = 50 packets result in the best classification

accuracy while keeping the sensing delay as low as 50ms.

6.5 Implementation

We implement the proposed system using two laptops having Intel 5300 WiFi Network Inter-

face Cards (NICs). We use Linux CSI tool [54] for collecting PHY layer CSI information from
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transmitted packets. We operate in the 5GHz WiFi spectrum to avoid firmware limitations [48].

The transmitter operates in the injection mode and the receiver operates in the monitor mode.

To train and test the classifier, we collect WiFi data from seven different corners across dif-

ferent floors of a four-storied building by placing the transmitter and the receiver at varying lo-

cations. Some example setups are shown in Figure 6.5. The laptop used as AP transmits WiFi

packets over one antenna (NTX = 1) and the receiver receives on three antennas (NRX = 3). The

packets are transmitted at 1000Hz, which results in a sensing delay of 50ms for 50 packets used

for feature extraction. Each received packet contains the RSSI and CSI for each antenna. The CSI

is a NTx ×NRx × 30 matrix where 30 is the number of subcarriers in the WiFi channel reported by

the Linux CSI tool.

We consider three scenarios: 1) no one is in the environment, 2) a person is standing around

the corner who is occluded by the wall from the receiver’s viewpoint, and 3) a person walking in

the occluded area.

6.6 Results

To evaluate and examine the robustness of our system, the training and testing datasets are

collected from different floors. Hence, our model has not seen any example from the testing envi-

ronments. We report the precision, recall, and F1 score for each class, and the overall accuracy in

Table 6.1.

Class Precision Recall F1 Overall Accuracy
Empty 0.48 0.59 0.53

61.37%Standing 0.47 0.36 0.4
Moving 0.89 0.89 0.89

Table 6.1: Classification results with three classes.

We also show the result of binary classification: empty and occupied by combining the

standing and moving classes into a single class. The result is shown in Table 6.2.
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Figure 6.5: Data collection environments. Each corner is different from one another, the layout
and materials around each corner creates totally different WiFi propagation characteristics.

Class Precision Recall F1 Overall Accuracy
Empty 0.5 0.33 0.4

66.47%
Occupied 0.71 0.83 0.77

Table 6.2: Classification results with two classes.

6.7 Discussion

At first glance, the results reported in this paper may seem to have fallen short of what similar

systems have reported [147] [132]. However, there is a major difference in how the evaluation is

done and how the experiment (Tx and Rx) was setup.

We conduct experiments to demonstrate the expected performance of the proposed system in

real-world scenarios that have a completely new environment. In other words, we train and test

on completely different environments. On the other hand, existing works [147] [132] collect a sin-

gle dataset and then split it into training and testing sets. Due to the limited number of locations,
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their training and testing sets contain the same transmitter and receiver location pairs–which

makes the classification task easier. If we split our dataset into training and testing, and redo the

experiment, we achieve results similar to [132], which is reported in Table 6.3. We also perform

binary classification, i.e., empty vs. occupied, by splitting the dataset. The result is shown in

Table 6.4.

Furthermore, the experimental setup in existing works considers line-of-sight situations where

the human is not occluded. These systems use 1500 packets at 50Hz, which results in 30s sensing

time, which is 600X slower than our solution.

The difference in the two evaluation methods revealed that if our system is deployed to a spe-

cific area, it can continuously collect more data for training and can potentially see a significant

performance boost. Thus, the results reported in this paper should be treated as the lower bound

if the system is deployed to a completely new environment, which can still provide important

information to improve safety.

Class Precision Recall F1 Overall Accuracy
Empty 0.95 0.95 0.95

94.49%Standing 0.96 0.94 0.95
Moving 0.92 0.94 0.93

Table 6.3: Classification results with 3 classes and evaluated through splitting training and testing
data set.

Class Precision Recall F1 Overall Accuracy
Empty 1 0.97 0.98

98.85%
Occupied 0.98 1 0.99

Table 6.4: Classification results with 2 classes and evaluated through splitting training and testing
data set.

6.8 Summary

We present a system that detects human presence in non-line-of-sight around-the-corner

situations using only commodity WiFi devices. We evaluate our system in different unseen envi-

ronments to demonstrate its robustness. In our future work, we plan to explore the possibility of
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extracting more information from CSI measurements by analyzing multipath profile, which can

be combined with the 3D model of the environment to better estimate the effects of the human

body on the WiFi signal. We also plan to collect more data and conduct experiments to observe

whether deep learning models can increase performance.
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CHAPTER 7: ENHANCED MMWAVE RADAR SENSING

7.1 Introduction

In recent years, many 3D graphics and vision algorithms have been proposed to model and

understand 3D scenes using off-the-shelf cameras and depth sensors. These algorithms have

found their uses in robotics, virtual reality (VR), augmented reality (AR), and mixed reality (MR)

applications. However, the fundamental limitations of these systems are that they are practically

useless when there are occlusions, non-ideal lighting, and difficult environmental conditions such

as fog and rain. Radio Frequency (RF) signals, on the other hand, can penetrate certain types of

obstacles and are more robust to environmental conditions. Therefore, RF sensing has emerged

as an alternative or a complementary solution to 3D imaging and vision—leading to interesting

applications such as human activity recognition [125], keystroke detection [18], sign language

recognition [75], lip motion recognition [126], localization [128], 3D tracking [15], direction find-

ing [70], range estimation [123], heartbeat detection [16], respiration monitoring [11], emotion

detection [141], sleep apnea detection [11], and fall detection [129], multi-person gestures [14],

and 2D/3D pose estimation [142] [143].

Typically, RF sensing systems work by modeling the changes in an RF environment when

a certain event or an object of interest is present in the scene versus when they are not. These

systems are trained to identify and learn the least amount of information from RF signals that

are sufficient to distinguish between an event A and an event B, where A and B are significantly

different, e.g., running vs. standing. When events of interest are similar, these algorithms fail to

model their fine-grained differences due to the lack of enough information in the training data.

Placing the RF transceiver close to the objects is a common leeway to handle such cases, but

in general, there is a lack of research on creating a rich intermediate representation of an RF
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scene that can be used to infer fine-grained gesture or to describe a scene with minute detail.

Such a representation can be used in a wide range of applications such as monitoring a patient,

describing an open or a concealed scene, and context-aware navigation of autonomous systems.

Among RF imaging systems, synthetic aperture radar (SAR) [87] is a well-known technique

to generate a reasonably high-resolution representation of a scene. However, this technique re-

quires us to move the radar linearly over a sizable distance to simulate a large (synthetic) aperture.

A downside of SAR is the time it takes to move the radar, and thus, they are not robust to captur-

ing scenes that contain moving objects. While we can address this issue by building a gigantic

radar, such a system will not be scalable, cost-effective, computationally-efficient, and practical

for use in indoor mobile environments.

For emerging applications such as augmenting the sensing capability of an indoor social

robot, the RF sensor needs to be small in size to fit on the robot, especially when the size of the

robot can be constrained by the application scenarios. The ideal size of the sensor should be such

that it should be easy to fit on most robots. Smaller sensors also allow us to attach multiple of

these on the same robotic platform – which increases the sensing coverage and helps explore

more surrounding area. In order to enable an adequate 3D sensing and imaging of an indoor en-

vironment, the sensor also needs to have a high-resolution since an indoor environment is often

cluttered with many irregularly shaped objects which pose additional challenges to high-quality

sensing. We also require that these systems should be able to detect moving objects, such as hu-

mans and pets, and be able to generate a representation of the scene in near real-time. Fast sens-

ing and computation are crucial to safety-critical applications where a few ms slower response

time can be catastrophic.

Inspired by recent works in computer vision domain that aims at increasing the resolution of

images to achieve super-resolution [91] [72], we propose a framework and an implementation

of it, namely the SuperRF [45] [44], that enables fast sensing, and generates high-resolution 3D

representation of a scene using mmWave radars – while being low-cost and small in size. Our
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two-stage framework enhances the RF measurements from a low-cost mmWave radar to achieve

a resolution that is close to a SAR’s.

• The first stage of our proposed framework includes a training phase that helps the low-cost

mmWave radar system learns how to produce SAR-like imagery from the low-resolution

SAR imagery. We collect radar snapshots of different objects by sliding the radar linearly

like a SAR system. The collected radar data are synthesized to generate SAR imagery.

Using these generated images, we train a specially-designed deep neural network that en-

hances RF images using only two low-resolution RF raw snapshots. Our approach mimics

the use of an array of radars working simultaneously, which eliminates the time required to

move the radar or the physical size requirement of a large antenna.

• The second stage of our framework employs a compressed sensing-based operation to

extract the underlying antenna signal for better estimating the desired high-resolution SAR

imagery. This iterative method results in the best possible high-resolution imagery that fits

the actual measurements we obtain from the limited number of samples. As this problem is

ill-posed, given the limited amount of measurements we have, there are numerous possible

solutions (RF images) that fits the actual measurements. By exploiting the sparsity of the

signals and applying the compressed sensing technique, SuperRF estimates the most likely

and a better quality RF imagery than the one generated by the neural network in the earlier

stage.

Using empirical data collected with an off-the-shelf 77 GHz mmWave radar, we demon-

strate that SuperRF is able to generate RF representations of objects using only two snapshots

to achieve similar-quality imagery produced by SAR operation that uses as high as 64 snapshots

(or 64 antennas in the SAR direction). This operation is object-invariant and time-saving as snap-

shots are taken simultaneously. To the best of our knowledge, SuperRF is the first system that

enhances RF sensing to be SAR-like—which is impossible to achieve even with existing high

resolution angle of arrival estimation algorithms[108] [70] [97].
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The contribution of this chapter are as follows:

• We propose a deep neural network architecture to enhance simultaneously captured two

snapshots from mmWave radars into a high-resolution SAR-like imagery which is a low-

cost, fast, and software-based alternative to a SAR.

• We propose a second stage of RF signal enhancement that employs a compressed sensing-

based method to further improve the neural network generated RF imagery.

• We implement the proposed framework using off-the-shelf low-cost mmWave radar and

open-source software. We collect our own data set for training and evaluation.1

7.2 SuperRF System Design

Neural Network 
Enhancement

Iterative 
Enhancement

Figure 7.1: An overview of SuperRF’s two-stage signal processing pipeline. The RF snapshot
after each stage shows the intensity of RF signals (the X and Y axes represent the horizontal
and elevation angles, respectively). Pink (darker color) represents a higher intensity. The (x,
y) location of intensity values indicates the angle (horizontal, elevation) where the reflection is
coming from.

An overview of SuperRF’s two-stage RF signal processing pipeline is shown in Figure 7.1.

The goal of SuperRF is to take low-resolution, sparse RF signals from the mmWave radar at the

input and to generate a higher-resolution, feature-rich representation of the 3D scene at a near-

real-time speed.

Prior to entering the SuperRF’s processing pipeline, signals undergo the standard preprocess-

ing step of a mmWave radar. The mmWave radar (hardware) samples the intermediate frequency

(IF) signals and performs FFT on the samples. This is often called the range FFT since each FFT

1More info about the dataset can be found at https://bitbucket.org/embedded_intelligence/
superrf_dataset/src/master/
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bin corresponds to a range (i.e., distance) from the radar, and a high value in a bin denotes the

presence of one or more objects at that distance. Signals after the range FFT become the input to

the SuperRF processing pipeline.

RF signals from each range bin is passed through the first RF enhancement stage of SuperRF–

shown as Neural Network Enhancement in Figure 7.1 – where a generative deep neural network

(DNN) enhances the resolution of the RF signals. This higher resolution RF signal can be directly

used in applications such as object detection and occupancy detection. To enhance the output of

the DNN further, the second stage of SuperRF– shown as Iterative Enhancement – employs an

iterative algorithm that takes a compressed sensing-based approach.

7.2.1 Stage 1 – Neural Network Enhancement

The goal of the first stage of SuperRF is to increase the resolution of RF sensor data. This

step is necessary since the angular resolution of the input signals is generally poor when the

number of antennas used in a mmWave radar system is limited. While a large number of antennas

can increase the angular resolution, SuperRF’s goal is to increase the angular resolution without

requiring additional antennas beyond what is feasible (space-wise) in the given system.

For a mmWave radar that does not have an elevation antenna, the radar can not differentiate

two objects with the same distance to the radar but placed at different heights. Hence, to capture

a scene, either the radar has to move along the vertical axis to take and stitch multiple readings

– which we call snapshots, or we have to use multiple mmWave radars placed on the vertical

axis to simultaneously capture multiple snapshots and then stitch them all together to obtain the

SAR-like 3D RF representation.

Examples of RF imaging after SAR operation for a different number of snapshots are shown

in Figure 7.2. Consecutive snapshots are taken by moving the radar upwards by λ/2. We observe

that the quality of RF images increases with the number of snapshots, and the improvement in RF

imaging quality along the vertical direction is clearly observable.
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Figure 7.2: RF signal with different number of snapshots. The x-axis denotes the azimuth angle
and the y-axis denotes the elevation angle.

For a better understanding of the scene, we need high resolution RF image. However, to

achieve this, we need either a large number of antennas or SAR operation which means to physi-

cally move the radar.

The study above confirms that for an increased resolution of RF images, we either need to run

the SAR operation many times by physically moving the radar, or we need to use multiple radars

(or, antennas). Neither of these two options is preferred as a large number of antennas increase

the radar size and cost, and a SAR operation takes a significant amount of time due to the need

to physically move the radar. For example, in our experiment, each snapshot takes about two

seconds due to the communication delay between the radar and the signal processing board along

with the delay due to the mechanical movement of the radar on a slider. For 64 snapshots, the

entire process takes nearly two minutes. Even with faster communication and faster mechanical

operation of the slider, the expected delay in such a SAR system is typically very long.

In order to generate a high-quality (e.g., similar to 64 snapshots SAR) RF imagery from

sparse, low-quality RF input (e.g., only 2 snapshots as input), we employ a generative DNN –

which is described in Chapter 7.3. The network enables high-resolution RF imaging using a fast,

low-cost, and compact radar system, and boosts the RF signal resolution dramatically.
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7.2.2 Stage 2 – Iterative Enhancement

With our deep neural network generated RF images, one can directly compute the 3D RF

intensity of the scene. However, no deep learning neural network can generate perfect results

even with enough data and training time.

A DNN-based generative approach is several orders of magnitude faster than the traditional

SAR approach. However, we observe that the output of the DNN is often a noisy version of the

desired high-resolution RF imagery.

To overcome this limitation, we propose to enhance the DNN’s output by applying an itera-

tive algorithm that is based on the Griffin-Lim phase recovery algorithm [51] and compressed

sensing. We treat the neural network generated results as a noisy model of the true signal and iter-

atively improves its quality. Given that we have a small number of actual measurements (e.g., 2

snapshots) which is neither enough for compressed sensing nor the RF signal is sparse enough as

the radar receives reflected signals from different angels, we optimally enhance the output based

on our knowledge of the actual measurements, and then combine them with the information

sampled from the inferred values. The details of this method are described in Chapter 7.4.

We note that the proposed two-stage RF signal processing framework is application agnostic.

The enhanced RF imagery produced by SuperRF can be used in numerous applications such as

occupancy detection, obstacle detect, and height estimation that achieves better accuracy and ro-

bustness than the state-of-the-art RF sensing systems. In Chapter 7.6.4, we provide an evaluation

of SuperRF using object recognition as an application.

7.3 Neural Network Enhancement Algorithm

A typical RF sensor generates coarse signals due to their poor resolution. For high-resolution

imaging, one can choose high-frequency RF sensors that operate in the range of over 100 GHz.

However, such a high-frequency signal loses its signal power quickly as it propagates through

the medium – which makes them unsuitable in many real-world applications that require a rea-
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sonable range. Furthermore, due to the propagation loss, high-frequency RF signals normally do

not penetrate objects – which makes them less attractive to our intended application scenarios.

Hence, in this paper, we use a mmWave radar whose operating frequency is 77 GHz. Algorithms

developed in this paper, however, can be applied to other types of radars.

Recall that one can move the radar to collect multiple measurements and then apply SAR

operation to obtain a high-resolution RF imagery. However, this operation is both time- and

space- expensive. To address this, we propose enhancement of the received signals only from a

couple of snapshots to be matched with the ones generated through SAR operation after a large

number of snapshots. In other words, we generate 64-snapshot SAR-like RF imagery from only 2

simultaneous snapshots by employing a generative CNN. We focus on improving the resolution

in the vertical direction where the resolution is the worst (without any SAR operation). The radar

is moved vertically to collect as many as 64 snapshots for training and testing of the CNN.

The CNN learns the information contained in the input signal. We first use the available

limited number of snapshots to generate an intensity matrix through FFT operation – which is

enhanced by a convolutional neural network (CNN). The CNN is trained with SAR images hav-

ing a limited number of snapshots as the input and high-resolution RF intensity matrix generated

through SAR operation with a large number of snapshots as desired output.

7.3.1 Analytical Model

We denote the desired intensity matrix generated through SAR operation as ISAR, and the

intensity matrix generated by the CNN as IG. We define the loss function of the CNN as:

L =
1

N
‖ISAR − IG‖2 (7.1)

The above loss function represents the mean squared error function where N is the number

of intensity pixels. This loss function is used in numerous super-resolution neural network mod-
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els [136, 72], which minimizes the distance between the generated 2D matrices with the desired

ones.

7.3.2 Network Architecture
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Figure 7.3: SuperRF’s neural network architecture. Each box represent a convolutional feature
map. The last 2D convolutional layer has only 1 feature map which generates the enhanced RF
intensity matrix. The skip connection model allow global structure being used for later stage
reconstruction.

The architecture of the proposed deep neural network, which is similar to U-net [102], is

shown in Figure 7.3. We choose an encoder-decoder type network which has been shown to per-

form well in many super-resolution and de-noising problems in computer vision literature [133].

The encoder is a typical convolutional architecture, which consists of 3x3 convolutional filters,

followed by ReLU [89] layers. The network is down-sampled with 2x2 max pooling layer with

a stride of 2. The feature channels are doubled every time down-sampling happens. The decoder

consists of up-sampling the feature map with 2x2 up-convolution, which also reduces the feature

channel. The 3x3 convolutional filters and ReLU are also employed here. The final layer is a 1x1

convolution which generates the desired high-resolution intensity matrix. We also incorporate

skip connection (residual layer) which helps avoid the vanishing gradients problem and reduces

the neural network’s size. The residual layers are concatenated to the network.

In general, more and complex features can be extracted by deeper convolutional layers. How-

ever, a larger neural network causes over-fitting and increases computational complexity. Based
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on our experiments, we choose five stages with a kernel size of 3x3. The 3x3 sized kernel has

been proven to be effective in the literature, and multiple 3x3 convolutional layers together can be

used to substitute other kernel sizes (such as 5x5) which has higher computational cost.

7.4 Iterative Enhancement Algorithm

7.4.1 Motivation

A neural network is highly dependent on its training and its accuracy beyond what it has seen

in the training data is not generally guaranteed. In SuperRF, we observe that while the DNN is

fast, its output is often noisy, and depending on the amount of noise, the target application’s per-

formance can be significantly degraded. For applications such as robot navigation, in order to

ensure that a robot is able to see and complement its camera sensors effectively through its RF

imaging capability to safely and efficiently navigate the environment, a high degree of accuracy

in DNN’s output is necessary. However, with limited antenna measurements, the method to fur-

ther enhance the DNN’s output is not straight forward – as one cannot simply make up data out

of nowhere. To solve this problem, we take a compressed sensing-based approach in SuperRF.

Compressed sensing has recently been proven useful to show that data can be reconstructed with

a lower sampling rate as long as the underlying signal is sparse. By treating the number of snap-

shots as the samples of a compressed sensing problem and by considering the intensity matrix as

the intended signal, SuperRF reconstructs a less noisy version of the generated angular intensity

representation.

7.4.2 Compressed Sensing

We describe the steps to optimize the intensity matrix generated by the neural network.

Step 1. We estimate the antenna measurements from the neural network generated intensity

matrix by performing the inverse Fourier transform (iFFT). The result is an estimation of what

the 64-snapshot, full SAR measurement could be.
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Figure 7.4: A flowchart of the iterative enhancement step.

Step 2. We replace the corresponding antenna measurements with the actual antenna mea-

surements that are available. In our experiment, the middle two snapshots are replaced. This step

provides us more accurate antenna measurements.

Step 3. For the newly constructed antenna measurements, we randomly sample n measure-

ments containing the true antenna measurements to form compressed sensing samples. For ex-

ample, the iFFT step gives us 64 measurements (or, 64 snapshots). We replace the middle two

measurements that we have used for the neural network enhancement. The random sampling pro-

cess takes the two real measurements and samples another n− 2 measurements from the remaining

62 snapshots to get n synthetic antenna measurements.
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Step 4. For compressed sensing, we optimize Ax = b, where b denotes the sampled antennas,

x denotes the signal we are trying to estimate, corresponding to the intensity matrix. A is the

inverse Fourier transform. This step is based on the fact that we have two real measurements. As

the real measurements are inserted into the iFFT result, the optimization is performed where the

real measurements serve as the constraints.

Step 5. After optimization, we get an estimation of x̂ which is a possible explanation of the

signals we sampled (note that there is a small number of real measurements while others are esti-

mated from the neural network generated intensity image). Inspired by Griffin-lim algorithm [51],

we assume that the amplitude of the neural network generated intensity matrix is correct. There-

fore, we replace the amplitude of x̂ while maintaining the angle value of it. With the newly con-

structed x̂new, we perform inverse Fourier on it to estimate new antenna measurements.

At this point, we have finished one iteration of our iterative enhancement. In the subsequent

iterations, we start from step 2 to replace the corresponding measurements with the real measure-

ments (the middle two snapshots in our experiments), and then randomly sample another n − 2

measurements for the remaining 62 snapshots (which could be the same position as the previous

iteration but the value will be different due to optimization) for the new optimization step. A

flowchart is shown in Figure 7.4 where we use the intensity image and purple box to represent the

intermediate results. The real measurements are shown in orange and the n− 2 random sampled

measurements are shown in green.

With each iteration, we find a possible solution that contains the real antenna measurements.

At the end of the user-defined m iterations, we sort the generated x̂ by the order of the inverse

Fourier transform of x̂new that has the minimal distance to the real measurements. The distance

is calculated as the Euclidean distance between the two snapshots from the iFFT of x̂new and the

two real measurements. From the top t samples (t is user defined), we find an average of those

samples to get an estimate of the true x – which is the desired intensity matrix. The ranking of

the top t samples is based on the fact that there are numerous possible explanations during each
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optimization – some are closer to the real one while some are going to be far away. We use the

distance as an indicator to find the most likely ones.

7.5 System Implementation

7.5.1 Data Collection

We use an off-the-shelf, low-cost Ti mmWave AWR1443 EVM [1] to collect radar signals

and a Kinect V2 sensor to record the ground truth. The setup is shown in Figure 7.5a. We build a

motorized lead screw linear slide rail that travels at an interval of λ/2. Both the Kinect and the Ti

mmWave radar are attached to a rigid base support as shown in the figure. The distance between

the origin of the Kinect’s coordinate system and the center of the antennas is 6.4 cm. We develop

necessary control software to automatically move the slider, collect the data, and save the data.

We include a Kinect sensor to capture high-quality depth images of the scene which is used as the

ground truth for scene reference.

The Ti mmWave radar EVM, as shown in Figure 7.5c, has 3 TX antennas (2 TX at the same

level for azimuth angle estimation and 1 TX for elevation capability) and 4 RX antennas. For

SAR operation, we collect data from the mmWave radar with 2 TX and 4 RX, which gives us

8 receiving antennas in MIMO mode2. The field of view of the radar along the azimuth and el-

evation directions are 120° and 30°, respectively. The field of view of the Kinect V2 is 70° and

60°.

During the data collection phase, we save the color image, depth image, point cloud, and

camera intrinsic parameters of the Kinect sensor. For the Ti mmWave Radar, we collect raw RF

signals from all antennas for each range index and configurations of the antenna. After saving

data for a snapshot, the system moves up the linear slider by λ/2 and collects new data. For the

Ti mmWave radar, we modify the out-of-the-box software to expose the full RF data. Due to the

bandwidth constraint of the serial communication between the radar and PC, we collect RF data

2We collect data from all 3 TX and 4 RX antennas, however, in this paper, we only use data from the 2 azimuth TX
antennas.
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(a) Data collection Setup

(b) Kinect and radar

(c) Ti mmWave EVM

Figure 7.5: Data collection system: (a) the full setup where the Kinect and Ti mmWave radar
EVM are attached to the linear slider; (b) both the Kinect and the mmWave radar are attached to
a rigid support; (c) close up of Ti mmWave radar.

from Doppler bin 0 (static objects). Considering indoor environments, the radar is configured to

have approximately 10m maximum working distance.

7.5.2 Objects and Environments

We use a total of 11 objects in our experiment. These objects are made of different materials

such as metal, glass, wood, and fiber. We place these objects at different locations (1-2 meters

away from the radar) within the field of view of SuperRF and repeat the experiment in different

labs and offices in a typical school building. Some of these objects are shown in Figure 7.6.
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(a) (b) (c)

(d) (e) (f)

Figure 7.6: Examples of objects used in the experiment: (a) Computer monitor, (b) plants, (c)
robot, (d) dummy, (e) chair, and (f) microwave. Note that the objects are placed in three different
indoor environments.

To experiment with the see-through capability of the radar, we collect data in non-line-of-

sight situations as well. One such scenario is shown in Figure 7.7. The mmWave radar sensor

and the object are separated by an office wall. Although the Kinect is not able to see the object,

the RF signals penetrate the wall and some of the signals are reflected back from the object, and

thus we are able to image the non-line-of-sight object. We use different separators such as walls,

closed doors, whiteboards, and wood. We note that the system may not see anything in the non-

line-of-sight situations when the separators are made of materials such as metal or thick concrete

that block RF signals.

7.5.3 Data Pre-processing

We combine consecutive 64 snapshots to form a 64x8 matrix. The number 8 denotes the

number of antennas we have in our radar as described in Chapter 7.5.1. With 64 bins on each

axis, 2D FFT is applied on the antenna data – which results in a 64x64 intensity map where each

bin represents an angle of arrival. The 64x64 dimensions denote the azimuth and the elevation

for the x-axis and the y-axis, respectively. The generated intensity matrix is used as the desired

output of the DNN. The 2D FFT represents the SAR operation.
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Figure 7.7: An example of occluded sensing where the radar (on the left) and the monitor (on the
right) are separated by the office wall.

Out of the 64 snapshots, we choose the middle two snapshots – which is a 2x8 subset of the

64x8 matrix used for the SAR operation. We calculate the 2D FFT of the 2x8 matrix after zero

padding to generate 64x64 intensity maps. Zero padding does not increase the angular resolution.

The low-resolution intensity matrix becomes the input to the neural network.

An illustration of the data pre-processing is shown in Figure 7.8. We note that the use of the

middle two snapshots does not affect the system’s performance. The middle two snapshots are

chosen because they cover most of the area that the full 64 snapshots cover and they are easier to

extract. One can use any two snapshots as long as they are at the same relative position across all

intensity images.

7.5.4 Training and Inference

The neural network is trained on a PC having an Nvidia GTX 1080 GPU. We use PyTorch [95]

to implement the model. During the training, a batch size of 64 and Adam[68] optimizer are used

to optimize the neural network.
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Figure 7.8: Choosing a subset of the 64 measurements as the input. The Sensor Measurements
are the 64-snapshot radar measurements (the full SAR operation) and the Desired Output is the
target output after applying the 2D FFT on the 64 snapshots. We retrieve two snapshots and apply
the 2D FFT – which is the input to the neural network.

During the training, we use only the line-of-sight data and split the data into two subsets: 80%

for training and 20% for validation. A total of 2,914,048 intensity images are in the line-of-sight

data, of which, 2,331,264 intensity images are used for training. We train for 50 epochs and each

epoch takes around 2.3 hours. All training data, which are the same 2,331,264 intensity images,

are used in each epoch. The trained model is used for inference in both line-of-sight and non-line-

of-sight scenarios.

7.5.5 Iterative Method

As described in Chapter 7.4.2, we use an iteration of m = 100 and randomly choose n = 15

samples on the synthetic antenna value. This means during each iteration, we randomly sample

13 antenna measurements and combined with the 2 real measurements for optimization. With
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all the generated samples (here we have 100 samples), we choose the t = 5 closest to the real

antenna measurements for averaging. With our current non-parallel and non-optimized implemen-

tation, the time required to perform SuperRF operation requires around 3 seconds, whereas SAR

operation requires over 30 seconds (excluding the time needed for physical movement).

7.6 Evaluation

7.6.1 Performance of Neural Network Enhancement

To evaluate the performance of the neural network, we measure the Mean Squared Error

(MSE) and the Mean Absolute Error (MAE) of the generated intensity matrix. We report the

average error of randomly chosen 15,000 intensity images in Table 7.1. We observe that the

neural network generalizes to both line-of-sight and non-line-of-sight scenarios.

Mean Squared Error
(MSE)

Mean Absolute Error
(MAE)

LOS 31589908.8 1079.2
NLOS 55585840.1 1152.7

Table 7.1: The MSE and MAE for the neural network model in terms of the absolute intensity
values.

7.6.2 Performance of Iterative Enhancement

To evaluate the performance of the iterative method, we measure the MSE and MAE of the

neural network only and the end-to-end SuperRF that includes the iterative method respectively.

The results are shown in Table 7.2. We observe that the iterative method greatly improves on

MAE while reducing on MSE slightly. This is due to outliers that contribute to large errors as

such errors are squared. Lower MAE means that the overall difference between the ground truth

and the generated representation is smaller. These results are computed across different types of

objects and with different distances between the object and the radar. The ground truth that these

results compare to is the intensity images produced by the SAR operation with 64 snapshots.
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Mean Squared Error
(MSE)

Mean Absolute
Error (MAE)

NN Only 15112451.54 1159.16
SuperRF 15465346.03 1034.23
Percentage -2.34% 10.78%

Table 7.2: The MSE and MAE with and without the iterative method. The percentage denotes the
performance gain due to the iterative method over neural network-only method.

7.6.3 Generated Images

We present some examples of the generated images in Figure 7.9. We observe that SAR op-

eration with only 2 snapshots (column (d)) has very poor resolution, whereas SuperRF generated

ones are closer to the ground truth. Note that instead of using 64 snapshots, we only utilized 2

snapshots in SuperRF.

7.6.4 Evaluation of Application Scenario

To better understand the advantage of SuperRF, we train a neural network to perform object

recognition on the generated voxelized (3D pixel) representations. The 3D voxel is generated in

two ways, one is directly converting intensity matrices to occupancy grid representation through a

threshold, another is we trained a separate neural network to perform the conversion.

We divide the objects in our collection into training and testing sets and train the same neural

network, which is a standard 3D convolutional neural network (one can use a more advanced

neural network such as [59] for better performance), multiple times and measure the object recog-

nition accuracy for each type of data. For the training and evaluation, we use only the area where

the objects are placed (thus, no background information is used). The result is shown in Fig-

ure 7.10. Depth denotes the case where the depth sensor data is used for training and testing. As

expected, it shows the highest accuracy. AI voxel denotes the voxelized representation generated

a neural network with intensity matrices produced by SuperRF. Its accuracy is very close to what

depth sensor achieves. The AI RF is the non-voxelized RF representation generated by SuperRF.

The SAR denotes the neural network voxelized RF representation generated through SAR oper-

145



(a) (b) (c) (d)

(1)

(2)

(3)

(4)

SuperRF
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Figure 7.9: Examples of generated intensity matrices. Each row detnoes one example. Column
(a) is the SAR operation with 64 snapshots, column (b) is obtained by the full SuperRF algorithm,
column (c) shows the intensity matrices directly from the neural network, and column (d) shows
the results of SAR operation with only two snapshots.

ation using only 2 snapshots. The AI RF T and SAR T means to convert the SuperRF generated

intensity matrices and SAR generated intensity matrices to the occupancy grid respectively.
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Figure 7.10: Object recognition accuracy for different types of data. Depth is the object recog-
nition with Kinect depth image, others are SuperRF generated or through SAR operation. See
Chapter 7.6.4 for detail.

In this experiment, the SuperRF performance is evaluated in comparison with Kinect and

SAR operation. For different comparisons, such as AI Voxel vs. SAR and AI RF T vs. SAR T,

SuperRF increases the performance of other applications by generating higher quality representa-

tions.

7.7 Summary

In this chapter, we explore the problem of enhancing mmWave radar signals to a higher res-

olution using a software-based solution. To this end, we propose a two-stage framework. The

first stage generates an intensity matrix from only two RF snapshots using a neural network. The

second stage further enhances the RF measurements by using a compressed sensing-based itera-

tive method. From this work, we achieved super-resolution on mmWave radar signal for imaging.

The enhanced intensity images can improve performance on different applications such as occu-

pancy detection and object recognition. To the best of our knowledge, this is the first of its kind

system that enhances mmWave signals to high-quality intensity matrices to represent a scene.

147



CHAPTER 8: CONCLUSION AND FUTURE WORKS

8.1 Conclusion

This dissertation thesis examines how some of the camera-based sensor systems’ fundamental

limitations – such as extreme power consumption, privacy-intrusive, and inability to see-through

obstacles and other non-ideal visual conditions – can be mitigated. To improve the efficiency as

well as the capability of widely deployed camera sensors in various indoor and outdoor spaces,

we propose several solutions to tackle the key challenges we identified. First, we propose and im-

plement an autonomous, continuous-vision camera – such as a smart eyeglass or a body camera

– which guarantees an extended battery life while minimizing the loss of captured information.

This system shows that we can extract meaningful features from the encoded video domain and

low-power IMU sensors to infer the scene dynamics and adjust the video settings to achieve a

comparable viewing experience. Second, we propose to detect human presence, localize, and

identify/re-identify humans in indoor and outdoor spaces such as a warehouse and near a car –

where cameras can lack enough pixel values per person to achieve the same or be blocked by

obstacles – through WiFi devices. Our proposed solutions leverage existing WiFi infrastructures

and show that sensing systems’ capabilities can be improved through a combination of other ubiq-

uitous devices. Third, we propose to extend the sensing capability of camera-based systems in

non-ideal situations such as bad lighting conditions, smoke, and occlusion by utilizing low-cost,

off-the-shelf mmWave radars. Our two-stage algorithm can improve the resolution of mmWave

radars by benefiting from the advantages of a neural network and a compressed sensing algorithm

while mitigating their respective limitations. These solutions are evaluated through extensive

experiments, and we collected a large amount of data which is opened to the community.
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8.2 Future Directions

Based on the works done in this thesis, we believe there are multiple aspects that can be im-

proved or extended in the future.

Video Encoding. While we can exploit existing video encoding features such as motion

vectors and residuals, new applications can be benefited from a more flexible and adaptive video

encoding framework. This can allow users to configure the encoding parameters and better use

the features to extract information.

RF Sensing. We explored WiFi and mmWave radar in this thesis, and they provided promis-

ing results in practical usage. However, RF sensing modalities still lack performance, which can

be improved through a hardware and software co-design in the future.

Multi-modal Sensing Framework. It is possible to incorporate different types of sensors

to achieve our goal. Still, we lack a unified multi-modal sensing framework that can be used

to combine and extract data easily. Future research can look at how a wide variety of sensors

can be used under the same framework, and data can be extracted, processed, compressed, and

time-synced to provide easy access.
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APPENDIX A: WIFI CSI EXTRACTION

A.1 WiFi CSI Data Collection

There are multiple tools to collect WiFi CSI data, for example, Linux CSI tool [55] and Nex-

mon [109]. To use the Linux CSI tool, Intel 5300 WiFi NiC card is required, which has already

been discontinued and can not long purchase a new copy. This WiFi card can be installed in a

compatible desktop motherboard with an m.2 WiFi interface. For portable data collection, sev-

eral laptops, such as ThinkPad W500 and R400, can be used for portable applications. For use

with ThinkPad laptops, firmware may need to be flashed with white-list being removed, so non-

ThinkPad certified 5300 chip can be used. As Intel 5300 WiFi chips have 3 antennas, it is advised

to attach external antennas for easy antenna placement and choose the distance between them.

A.2 WiFi CSI Data Procession

Both the Linux CSI tool and Nexmon provide MatLab code to process the collected data. It is

advised that use the provided code to save the data into a universal format such as HDF5, which

can be used in other languages such as Python.

A.3 WiFi CSI Dataset

A.3.0.1 Human Subjects

Human subjects keep holding the phone while moving during the entire data collection. In-

stead of a single participant holding the phone, the phone is being held by a different person from

time to time, introducing variations in height, gait, body shape, and how the phone is being held.

In addition to a single person moving in the environment, we also included cases where multiple

people are present simultaneously. In such cases, they walk randomly by themselves and cre-

ate multiple trajectories that can be used to develop and test trajectory matching solutions. The
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presence of multiple people also introduces human body shadowing effects in the RF signals. To

diversify human subjects, a total of 15 different individuals held the phone.

A.3.0.2 Time Variation

The dataset is collected over the course of several days in the lab. The data collection hard-

ware (NUC and the phone) is rebooted each day that causes variations in hardware offsets and

captures how the WiFi signal may change over time. Other aspects, such as placements of items

in the lab can also vary slightly from day to day as the lab was shared with other teams. The time

variation provides a realistic emulation of long-term deployment in the real world.

A.3.0.3 Time Synchronization

To get the corresponding CSI packets and locations of individuals detected by the camera,

Pixel 2 XL is used to time synchronize the phone, panoramic camera, and Intel NUC. The clock

of the camera is shown in each camera frame in milliseconds (e.g., at the top right of Figure4.6a).

In order to time synchronize, the phone is held under the panoramic camera showing its clock in

milliseconds, thus capturing the clocks of the phone and the camera in a single frame allowing

us to compute the difference. The same technique is used with the NUC and the phone, where

a USB camera is attached to the NUC to capture the phone’s clock. During the data collection,

in addition to the recording of the CSI values of each received packet, we also record the corre-

sponding timestamps when each packet is received on the NUC. When the dataset is generated,

the camera and the NUC’s timestamps are converted to the same time reference of the panoramic

camera. The location of the transmitter of each CSI packet is determined by the (x,y) location

detected by the camera at the nearest time.

A.3.0.4 Phase Offset

Due to the WiFi Network Interface Card (NIC) imperfections, phase offset exists in the mea-

sured WiFi CSI. Zhang et al. [139] state that the phase offsets between the RF chains on Intel
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Figure A.1: Phase offset measurement setup. The red box highlights the RF-splitter used in the
phase offset measurement, where a transmitter cable is connected to the input of the splitter, and
three receiving antennas are connected to the output of the splitter.

5300 WiFi NIC are deterministic, and the offset between two RF chains only poses two possible

values. We determine the two values based on our own measurements by connecting the antenna

cables of two Intel 5300 WiFi NICs through an RF splitter, as shown in Figure A.1, and oper-

ate the WiFi devices in injection and monitoring mode. The RF splitter is used to minimize the

impact of the differences in the length of WiFi transmission paths and enables the reception of

the same WiFi packet at the same time. The phase offsets are calculated as the phase difference

between two antennas and across multiple reboots to measure the two possible values, as stated

in [139].

A.3.1 Collected Dataset

A.3.1.1 Overview

We collect WiFi packets and corresponding CSI values of over 13 hours. We also have over

15 different individuals holding the phone to capture various ways people hold phones, their

walking patterns, and different heights [43]. In addition to a single person walking in the scene,
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Folder Name Description
1 person This folder contains data collected when only a single

person who is also holding the phone in the scene.
Collected in the lab area.

x people x (x = 2,3,5,10) is the number of people present in the
scene. Only one person is holding the phone at a time.
All data under these folders are collected in the lab
area.

Kitchen This folder contains all the data collected in the
Kitchen area. Includes subfolder with only 1 person in
the scene and 3 people in the scene.

—– 1 person
—– 3 people

training This is a randomly shuffled dataset with data from the
1 person folder.

Table A.1: Folders in the dataset.

we also have multiple people walking simultaneously. In the dataset, we include the raw CSI

information, timestamp, angle of arrival (AoA), and Cartesian coordinates of each WiFi packet

transmitter. AoAs calculated from SpotFi are also included that we will discuss more in Sec-

tion A.3.1.3.

The dataset is organized into different folders, as shown in Table A.1. All files under each

folder are stored in HDF5 format, and they contain the following information (except in the

training folder):

1. CSI: Raw CSI data retrieved with Linux CSI Tool [55]. They are stored separately with

csi imag and csi real representing real and imaginary parts of the CSI values, respec-

tively. There is a total of 1,020,167 WiFi packets, with 774,897 packets collected in the lab

and 245,270 in the kitchen area. Out of the packets collected in the lab, 551,027 packets

are for a single person (one person at a time, but over 15 persons’ data), 119,441 are for 2

persons, 48,981 are for 3 persons, 13,448 for 5 persons, and 12,000 for 10 persons simul-

taneously. From the kitchen area, 202,843 packets are collected from a single person, and

42,427 are collected from 3 persons simultaneously.
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2. Number of Human Subjects: The number of human subjects present in the scene is in-

cluded for a quick reference. Despite many people present in the scene, only one person

holds the phone at a time that transmits WiFi packets.

3. Coordinates and AoAs of Human Subjects: The camera generates Cartesian coordinates

of all the detected human subjects. We calculate the Angle of Arrival using the unified

coordinate system (Camera, NUC) to provide each person’s ground truth location.

4. Timestamp: The timestamp when each WiFi packet is received is also included to help

estimating the duration of time slices.

5. AoA Generated by SpotFi: We include the AoAs generated by using the SpotFi algorithm

and corresponding MATLAB implementation [7].

Data in the training folder are random shuffled and splitted data from 1 person folder, when

a single person is present in the scene and holding the phone. The shuffled data only contains

ground truth AoA, raw CSI values, and AoA generated from SpotFi. It includes train (70%), vali-

dation (20%), and test (10%) split so that different solutions can benchmark their performances.

A.3.1.2 Camera Performance

As we use camera-provided coordinates and subsequent AoAs as ground truth, we evaluate

the camera-based localization accuracy. The evaluation is done by standing at 16 different lo-

cations in the lab, as shown in Figure A.2, and estimating the difference between the measured

ground truth and camera provided (x,y) coordinates. The results are shown in Table A.2. As we

see in the table, the average error from the camera is only 0.32 meters, which translates to 1.62

°in absolute AoA difference. So, it can be used as almost ground truth.

Median Error Mean Error

Coordinates (m)
x 0.1344 0.3169
y 0.24 0.2864

Angle of Arrival (AoA) (°)
∠ 1.022 1.032
|∠| 1.299 1.618

Table A.2: Error between ground truth and camera provided locations.
154



Figure A.2: The performance of the camera system is measured by standing at 16 different
locations as shown in this figure, and measure the maximum and average error.

A.3.1.3 Angle of Arrival (AoA) with SpotFi Algorithm

SpotFi [69] is a state-of-the-art solution to estimate the Angle of Arrival (AoA) based on

WiFi CSI measurements. In this dataset, we provide the SpotFi calculated AoA with our CSI val-

ues with and without applying the phase offsets. The calculation is performed with code provided

by the original author in MATLAB [7]. The performance of the SpotFi can be used as a baseline

for future solutions.
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APPENDIX B: MMWAVE SENSING

B.1 mmWave Data Collection

TI (Texas Instrument) mmWave radar can be used to collect point cloud data using stock

firmware. However, to collect raw antenna complex values, either a data capture card is required,

or modified firmware is needed. To modify the firmware, one can output the value after range and

Doppler FFT, which is being computed onboard. The data transfer speed through the USB port

is slow, limiting the amount of data to be transferred. Only one Doppler bin result can be trans-

ferred and takes around 0.5 to 1 second. The transfer over USB is standard serial communication,

and the decoding of the data can be found with TI examples.

B.2 mmWave Data Procession

The collected data can be processed use FFT to assign intensity to each FFT bin. Each FFT

bin corresponds to the angle where the signal is coming from, and each bin represents a range of

angles. The range of angle is defined by the field of view of the radar and the number of FFT bins.

Therefore, while increasing the number of FFT bins can increase the resolution of the FFT, but it

does not increase the actual resolution of the radar, which is defined by the number of antennas.

B.3 mmWave Dataset

The dateset collected in SuperRF project is available at https://bitbucket.org/

embedded_intelligence/superrf_dataset/src/master/
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[34] N. Czink, M. Herdin, H. Özcelik, and E. Bonek. Number of multipath clusters in indoor
mimo propagation environments. Electronics letters, 40(23):1498–1499, 2004.
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