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ABSTRACT

YoungWoon Cha: Egocentric Reconstruction of Human Bodies for Real-time Mobile Telepresence
(Under the direction of Henry Fuchs)

A mobile 3D acquisition system has the potential to make telepresence significantly more

convenient, available to users anywhere, anytime, without relying on any instrumented environments.

Such a system can be implemented using egocentric reconstruction methods, which rely only on

wearable sensors, such as head-worn cameras and body-worn inertial measurement units. Prior

egocentric reconstruction methods suffer from incomplete body visibility as well as insufficient

sensor data.

This dissertation investigates an egocentric 3D capture system relying only on sensors embedded

in commonly worn items such as eyeglasses, wristwatches, and shoes. It introduces three advances

in egocentric reconstruction of human bodies. (1) A parametric-model-based reconstruction

method that overcomes incomplete body surface visibility by estimating the user’s body pose

and facial expression, and using the results to re-target a high-fidelity pre-scanned model of the

user. (2) A learning-based visual-inertial body motion reconstruction system that relies only on

eyeglasses-mounted cameras and a few body-worn inertial sensors. This approach overcomes the

challenges of self-occlusion and outside-of-camera motions, and allows for unobtrusive real-time

3D capture of the user. (3) A physically plausible reconstruction method based on rigid body

dynamics, which reduces motion jitter and prevents interpenetrations between the reconstructed

user’s model and the objects in the environment such as the ground, walls, and furniture.

This dissertation includes experimental results demonstrating the real-time, mobile reconstruction

of human bodies in indoor and outdoor scenes, relying only on wearable sensors embedded in

commonly-worn objects and overcoming the sparse observation challenges of egocentric reconstruction.
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The potential usefulness of this approach is demonstrated in a telepresence scenario featuring

physical therapy training.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

3D Telepresence Systems: 3D telepresence systems may have an important impact in future remote

social applications. Such a system consists of three main components: 3D capture, sharing 3D

content, and visualization on a virtual reality (VR) / augmented reality (AR) display. The 3D

capture system reconstructs 3D content such as the human subject, the environment, or objects in

the scene. Depending on the capture target, different methods are employed to resolve the particular

constraints of the target. Many topics are still in active or unsolved research, such as lighting,

topological changes, and physical plausibility.

This dissertation introduces methods for a real-time 3D capture system for human bodies that

captures 3D content anytime and anywhere, without relying on any instrumented environments.

This mobile 3D capture system enables remote social interactions, which may dramatically amplify

human capabilities in workflows, increasing the productivity of workers in their daily jobs by

remotely participating when they are not in the same place at the same time.

Next Generation of AR Glasses: 3D capture of user experiences is likely to become a common

feature of head-worn devices in the future. Today’s ubiquitous mobile phones and AR systems such

as the ones in the top row in Figure 1.1 may eventually evolve into the form factor of conventional

eyeglasses, with transparent see-through and wide field-of-view (FoV) capabilities, to be worn all

day like ordinary eyeglasses. Several companies are conducting active research to release such

products in a few years, such as the ones shown in the bottom row in Figure 1.1.

1Magic Leap 1 (2018), Microsoft Hololens 2 (2019), Facebook Reality Labs Project Aria (2020), Lenovo ThinkReality
A3 (2021), Samsung Glasses Lite Concept (2021)
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Figure 1.1: Current Smart AR Glasses (top row): (a) Magic Leap 1. (b) Microsoft Hololens 2. Next
Generation of Smart AR Glasses (bottom row): (c) Facebook Reality Labs Project Aria. (d) Lenovo
ThinkReality A3. (e) Samsung Glasses Lite Concept. Next-generation AR glasses systems are
developing toward the form factor of conventional eyeglasses to be worn like ordinary eyeglasses. 1

Mobile Telepresence Applications: A Real-time 3D Mobile Telepresence System would enable

shared presence and virtual touring to occur in any indoor or outdoor location, with no reliance on

any instrumentation other than that in the user’s worn sensors for capture. Illustrative scenarios

for the benefit of 3D mobile telepresence systems are shown in Figure 1.2. Imagine a real-time

3D mobile telepresence system is capturing and sharing the user’s pose. It could assist the user on

a variety of tasks, such as helping a physical therapy patient with exercises. The user records the

exercise motions wearing the capture device, and later, the user plays back the recorded performance

through an AR display. The virtual assistant appears next to the wearer and monitors the patient’s

status with feedback. It could help with instant medical treatment instead of physical presence of

a distant expert. In addition, more than just guiding a worker through information presented in

(2D) manuals, step-by-step, the virtual presence could also monitor progress, verify the correctness

of the steps, point out errors, and alert the worker when it may be appropriate to seek specialized

outside help, perhaps via 3D mobile telepresence systems. The 3D mobile telepresence advanced

technology, if physically unobtrusive, would enable significantly enhanced productivity for both the

local worker and the remote expert.
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Figure 1.2: Mobile social applications: Physical therapy by virtual personal assistant (left). Virtual
assistance by remote worker (Right). Drawings by Andrei State.

Requirements for Mobile Telepresence System: To realize the capabilities of real-time 3D

mobile telepresence systems, the following requirements should be fulfilled and overcome the

fundamental limitations of current systems: 1) The reconstruction methods must operate in arbitrary,

uninstrumented environments. Current outside-looking-in camera-based methods constrain their

application within a limited space, and thus are not suited in 3D mobile telepresence scenarios. 2)

For personal 3D capture, self-contained AR systems to be widely accepted, displays and sensors

must be unobtrusively embedded in commonly worn items such as eyeglasses, wristwatches, and

shoes. It is critical that they integrate unobtrusively within an existing eyeglasses form factor to

ensure everyday wearability by the user. Current motion capture systems require tens of sensors, a

number unlikely to be accepted for general use, even with miniaturization.

Challenges in Egocentric Reconstruction: It is challenging to estimate the body pose from

unusual near-head viewpoints. Learning-based egocentric self-capture methods that enable mobile

3D capture using only head-worn cameras have been proposed recently to overcome the problem

(Cha et al., 2018; Xu et al., 2019; Tome et al., 2019). However, the fundamental problem of

incomplete body visibility, that body parts are frequently occluded or outside of egocentric views,

has not been yet addressed. Also, the existing head-worn prototypes are bulky and uncomfortable to

wear.
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Inertial Measurement Units (IMUs) are adequate as lightweight body-worn sensors, but the

calibration and the measurement noise over time should be taken into account in the pose estimation.

Recent IMU-based pose estimation approaches have shown promise (von Marcard et al., 2017;

Huang et al., 2018) based only on sparse IMUs. However, acceptable accuracy has yet to be

achieved using only insufficient sensor data.

This dissertation describes a wearable 3D acquisition system for 3D mobile telepresence to

capture its user’s body using only eyeglass-mounted cameras and a few IMUs, and introduces

advances in egocentric reconstruction overcoming the sparse observation challenges. It also includes

experimental results demonstrating the real-time, self-contained, mobile reconstruction of human

bodies in indoor and outdoor scenes. The potential usefulness of the approach is demonstrated in a

telepresence scenario featuring physical therapy training.

1.2 Thesis Statement

The combined use of a parametric body model, head-worn cameras, and body-worn inertial

sensors enables a model-based full-body reconstruction approach only from egocentric input,

providing consistent body pose and shape estimation and overcoming the challenge of sparse

observations such as incomplete body visibility and insufficient sensor data.

1.3 Contributions

The results in this dissertation make several significant contributions that advance egocentric

human body reconstruction for real-time mobile 3D capture systems. These contributions include:

• Parametric-Model-Based Egocentric Reconstruction: A method in Chapter 4 that overcomes

incomplete body surface visibility from egocentric head-worn views by estimating the user’s

body pose and facial expression only from partial information of body parts and using

the full-body estimation to re-target a high-fidelity pre-scanned model of the user. The

4



method demonstrates face/body/environment reconstruction indoors and outdoors only from

head-worn cameras.

• Learning-based Egocentric Visual+Inertial Human Pose Estimation: A method in Chapter

5 that relies only on (2) unobtrusively eyeglasses-mounted cameras and a reduced number

(4) of body-worn inertial sensors for widespread acceptability. It overcomes the challenges

of self-occlusion, outside-of-camera motions, and non-instrumented body parts by learning

the visibility-awareness of joints and the temporal correlations between instrumented and

non-instrumented body parts. The approach allows for real-time (30hz) 3D capture of fast

movements of the user indoors and outdoors.

• Physically Plausible Egocentric Motion Reconstruction: A method in Chapter 6, based on

rigid body dynamics-based pose estimation, reduces physically implausible motion jitter and

interpenetrations between the reconstructed user’s model and the objects in the environment

such as the ground, walls, and furniture.

Chapter 5 also describes a real-time, standalone, proof-of-concept prototype in an eyeglasses

form factor for mobile 3D capture and an egocentric human motion dataset that includes multiple

views with joint visibility information as well as inertial measurements. The collected egocentric

human motion dataset is made publicly available to contribute to the community of learning-based

egocentric reconstruction. (EgoVIP Dataset, 2021)

1.4 Organization

Chapter 2 provides an introduction to human performance capture, and Chapters 3-5 cover

related work individually. Chapter 3 describes a depth camera-based, room-sized scene reconstruction

of surgical procedures and introduces the inspiration for egocentric reconstruction. Chapter

4 explains the parametric model-based face, body, and environment reconstruction using only

head-worn cameras. Chapter 5 describes learning-based egocentric human pose estimation using

only eyeglasses-mounted cameras and sparse body-worn inertial sensors. Chapter 6 discusses
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the physically plausible human motion reconstruction based on rigid body dynamics. Chapter 7

summarizes limitations and future work, ending with a conclusion.
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CHAPTER 2: BACKGROUND

Given its complexity and wide range of challenges, this dissertation is related to a variety

of existing research in the areas of human performance capture. This chapter briefly reviews

closely-related topics in human performance capture. In Section 2.1, human pose representations

are introduced. Forward and inverse kinematics are described in Section 2.2 and parametric body

model representation is introduced in Section 2.3. Inertial sensors and motion capture approaches

are discussed in Sections 2.4 and 2.5 respectively.

2.1 Human Pose Representation

Human pose estimation from imagery is a long-lasting active research area in Computer Vision

and Computer Graphics literature. A human body pose can be represented by joint locations and

their orientations. Depending on the problem, pose estimation can be divided into three categories:

2D joint location detection, 3D joint location detection, and 3D joint orientation estimation.

A joint structure is defined using a hierarchy as a rooted tree. In Figure 2.1a, joint #8 (hip

center) can be defined as the root among the 25 joint nodes and their parent-child relationships are

denoted as lines. The state of a 3D joint can be expressed by its location and rotation in 3D space.

A set of all 3D joint states indicates a particular human body pose.

Recent Convolutional Neural Network (CNN)-based approaches that detect joints from images

have shown significant improvements in real-time accuracy. Such methods represent a human

body pose as a set of joint locations in 2D (Wei et al., 2016; Cao et al., 2019) or in 3D (Mehta

et al., 2017b, 2018). The missing joint rotations are separately estimated for a complete body pose

description using external methods such as the inverse kinematics algorithms in Section 2.2. These

vision-based approaches, however, suffer from occlusion of joints, resulting in significantly lower
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Figure 2.1: Body Representation. (a) Joints of Openpose Body25 (Cao et al., 2019). (b) Skeleton
and (c) Mesh of SMPL Body Model (Loper et al., 2015).
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Figure 2.2: Skeleton Representation in Kinematics. (a) The skeleton in a rest pose. The bone for
right upper arm Bi consists of base J0

p(i) (shoulder) and tip J0
i (elbow) joints and can be represented

by a joint rotation RG
i in global space. (b) The pose after deforming the right upper arm with RG

i .
The location of tip Ji (elbow) joint is transformed according to the joint rotation RG

i .

accuracy, and temporal inconsistency (Cheng et al., 2019). Ensuring full-body visibility is crucial in

these methods for consistent human body representation over time.

2.2 Kinematics

Kinematics describes motions of a skeleton that consists of joints in an articulated rigid body.

By deforming the skeleton using the joint orientation states, a human motion can be described as a

sequence of skeletal deformations over time.

A skeleton is defined in advance, and consists of joint positions in a rest pose J0 and joint

coordinate frames. The rest pose indicates all joint rotations as the identity matrix. The joint

coordinate frame is also called a bind pose matrix in computer animation. An example skeleton

representation is illustrated in Figure 2.2. A bone consists of base and tip joints (parent J0
p(i) and

child J0
i respectively) and can be represented by a rotation matrix of joint RL

i in the local coordinate
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frame and their relative distance J0
i − J0

p(i) as the local coordinate origin in the rest pose. A bone

transformation in local coordinate space BL
i ∈ R4×4 can be defined as,

BL
i =

RL
i J0

i − J0
p(i)

0 1

 (2.1)

A bone transformation in global space BG
i ∈ R4×4 is defined similarly as,

BG
i =

RG
i Jp(i)

0 1

 (2.2)

where RG
i represents a joint rotation in global space and Jp(i) is the deformed base joint location in

global space.

Forward Kinematics (FK) is a process of calculating joint locations in global space J using the

joint rotation matrices in local space RL. It can be expressed using BL
i and BG

i as,

BG
i = BG

p(i) ·BL
i (2.3)

Equation 2.3 is computed from the root bone to the leaf bones as they are defined in the joint

structure. Depending on the problem, use of joint rotation RL in local space or RG in global space

can be chosen. Their change of space can be similarly done with the joint hierarchy order as,

RL
i = (RG

p(i))
T ·RG

i (2.4)

Traditional Inverse Kinematics (IK) algorithms estimate a set of 1D joint angles θ to reach out

the end effector (tip of the 1D joint) positions s to the target positions t. The error in position is

denoted as e = t− s. The Jacobian matrix J, the change in target positions w.r.t. joint angles, is

defined as, (Buss, 2004)

J =

(
∂ti
∂θj

)
i,j

= (rj × (ti − sp(j)))i,j (2.5)
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where rj is the rotational axis, sp(j) is the base position for joint j, and × denotes the cross product

operator. The angular derivative θ̇ of joints are estimated by solving the differential IK problem:

θ̇ = J#ė (2.6)

where J# is the pseudo-inverse of the Jacobian matrix. Equation 2.6 is solved iteratively until

convergence.

Although traditional IK methods are efficient, they are not suitable for 3D rotational joints

(spherical joints) used in most human body models. To use the IK algorithms, the 3D rotations must

be transformed into ordered three Euler angles such as EulerXYZ, which is prone to suffer from the

gimbal lock problem, the loss of one degree of freedom to move.

The gimbal lock problem can be avoided by restricting the Euler angle space, such as constraining

y ∈ [−π/2, π/2] in EulerXYZ. Joint angle limits can be exploited during the iteration in Equation 2.6.

When the angle is approaching its limit, the update is canceled and other joints contribute more in

movements toward the target positions (Drexler and Harmati, 2012). However, this results in slower

convergence when the angle is close to the limit.

The IK problem can also be solved directly using 3D rotational joints. Aristidou and Lasenby

(2011) estimate only desired 3D joint locations, and then the joint rotations are calculated from

changes in the joint positions. This approach is more desirable for 3D rotational joints so that the

joint orientations do not need to be transformed to Euler angles and thus do not exhibit the gimbal

lock problem.

2.3 Parametric Body Model

A body model can describe surfaces of subjects who have different shapes and poses. A

parametric body model approximates particular body surfaces by deforming them according to a set

of shape and pose parameters. A human performance can be captured by estimating the parameters

11



Figure 2.3: Body Model Representation. (a) The mean shape vertices M̄ in the rest pose. (b)
The shaped mesh Ms = M̄ + Bs(β) in the rest pose by using the linear blend shape space Bs

specified by the shape parameters β. (c) The posed mesh Mt = W(M̄ + Bs(β),R) by using the
joint orientations R (the pose parameters) and the skinning weights W for Linear Blend Skinning.

of the body model. The deformed model using the estimated parameters represents the captured

performance.

The SMPL body model in Loper et al. (2015) represents the body shape using S = 10 shape

parameters β and 23 ·3+3 = 72 pose parameters γ withK = 23 joints and 3 parameters for the root

orientation in 3D space. The triangular mesh M consists of N = 6, 480 vertices and is deformed

M(β, γ ) by the specified parameters. As an example, the body skeleton and the corresponding

body mesh for a male are shown in Figure 2.1b-c respectively, and the ones for a female are shown

in Figure 2.3. SMPL has three different gender models; male, female, and neutral. It is assumed

that the gender is known in advance.

The mean shape M̄ ∈ R3N represents the default vertex positions in the rest pose. When the

pose parameters are all zeros γ= 0, it represents the rest pose (default initial pose) as shown in

Figure 2.3a. The shape of the body model can be deformed by using the linear blend shape space

Bs(β) ∈ R3N×S specified by β as shown in Figure 2.3b as,

Ms = M̄ + Bs(β) (2.7)
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where Ms represents the shaped vertices. Bs is the singular vectors estimated by Principal

Component Analysis (PCA) to reduce the dimensionality in shape space, and thus β represents the

singular values as described in (Loper et al., 2015). The shaped joint locations in rest pose J0
s also

can be acquired by using the joint regressor J ∈ R3K×3N as,

J0
s = J(Ms) (2.8)

The pose parameter γ ∈γ is represented as a rotation vector in local space converted from an

angle-axis representation as γ = θ · u, where θ is an angle and u is an axis. Depending on the

problem, rotation matrices can be used instead, which can be computed from the rotation vectors. A

cross-product matrix U can be defined from the axis u = (ux, uy, uz) as,

U =


0 −uz uy

uz 0 −ux

−uy ux 0

 (2.9)

Using Rodrigues’ rotation formula, the angle-axis γ = θ · u can be transformed to the rotation

matrix R as,

R = I + sin(θ)U + (1− cos(θ))U2 (2.10)

where I is the identity.

Using the shaped joint locations in rest pose J0
s and the joint rotation matrices RL in local space

from the pose rotation vectors γ, the forward kinematics of a SMPL skeleton BG = FK(J0
s,R

L)

can be performed using Equation 2.1, Equation 2.2, and Equation 2.3 in Section 2.2.

The shaped mesh Ms can be deformed using joint orientations RG (in BG) in global space in

Equation 2.2 and the skinning weights W ∈ RN×K as shown in Figure 2.3c as,

Mt = W(Ms,R
G) (2.11)
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where Mt represents the posed mesh. Linear Blend Skinning (LBS) for each vertex vsi ∈ Ms is

performed for the deformation RG as,

vti =
∑
j

Wi,j ·RG
j · vsi (2.12)

where vti ∈Mt. The skinning weight matrix W is sparse, so real-time performance is achieved by

rearranging the weights in descending order for each vertex and using at most n weights. In this

dissertation, n = 4 is used.

Use of pose-dependent blend shapes further deforms the body shape with respect to the pose

parameters. In this dissertation, the pose blend shape terms in the original paper (Loper et al., 2015)

are left out to maintain real-time performance.

Using the body model, the joint positions in rest pose J0 in Section 2.2 refer to the shaped joint

locations J0
s as,

J0
s(β) = J(M̄ + Bs(β)) (2.13)

In this dissertation, a joint orientation refers to a rotation matrix in local joint coordinate frame

RL ∈ RL in Equation 2.1, instead of an angle-axis representation. The parametric body model

deformation is summarized as,

M(β, FK(RL)) = W(M̄ + Bs(β),RG) (2.14)

2.4 Inertial Sensors

Inertial measurement units (IMUs) can be used for human pose estimation by just wearing them

on particular parts of the body. The sensors are rigidly attached and moving along with the body

parts that move, which enables fast motions to be captured. As an example, the inertial sensors

worn on the parts of the body are shown in Figure 2.4a-b. The 8 sensors are worn on the upper and
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lower bones of both arms and legs. In this subsection, the problems of inertial sensors and sensor

calibration methods are discussed.

IMU devices are equipped with gyroscopes, accelerometers, and magnetometers, which can

measure 3D orientations and 3D accelerations over time at a high frame rate (von Marcard et al.,

2017). The output measurements are internally filtered using a built-in Kalman Filter and the

measurements in device coordinates can be sent to a master PC wirelessly (Xsens Mtw Awinda,

2015). Depending on the device specification, the orientation can be represented by rotation vectors,

Euler angles, or quaternions. It is assumed that the 3D orientation output is already converted to a

rotation matrix.

Although IMUs are convenient to use, the sensor coordinate system can be easily disturbed.

The device coordinate system is defined by the up direction measured by the accelerometer and

the north direction measured by the magnetometers. The third axis is defined by the cross product

of the up and the north directions. The measured north direction is inaccurate especially indoors

since any metal objects nearby disturb the magnetometers and thus the measured north direction

can change over time. This variability causes the sensor measurements to drift over time. Also,

the orientations and accelerations measured by the gyroscope and the accelerometer respectively

are noisy even after Kalman filtering. These sensor noise and drift problems should be taken into

account when the measurements are used for pose estimation.

IMUs need to be calibrated in the beginning and adjusted at run-time as well to maintain

consistent measurements over time. The sensors need to be stabilized in the beginning, so recordings

start with a designated stationary pose for a few seconds. When using multiple sensors, the measured

north directions for each device are not identical due to noise, so heading reset is performed to

cancel out the noisy north directions as,

Rt = (R0)T · R̃t (2.15)

where R̃t is the measured raw orientation at time t. R0 is the averaged rotation during the calibration

step in the beginning. The heading reset for acceleration is defined similarly as,
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Figure 2.4: Motion Capture in Capture Studio. The human pose is estimated from both 4 external
cameras and 8 body-worn inertial sensors. (a,b) Fixed external camera views overlaid with the
estimated joints. Deformed (c) skeleton and (d) mesh of SMPL Body Model (Loper et al., 2015)
using the estimated pose.

Figure 2.5: Egocentric Motion Generation. (a,b) Joints transferred from the pose estimation using
both external cameras and inertial sensors in Figure 2.4, overlaid onto head-worn camera views.
(c,d) Egocentric joints with visibility applied, invisible arm and leg joints are removed.
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at = (R0)T · ãt (2.16)

where ãt and is the raw acceleration at time t. In this dissertation, the orientation and the acceleration

measurements at t are referred to Rt and at respectively, with the heading reset already applied.

Since the initial pose for the beginning calibration is known, the inertial sensor measurements

can be maintained in the global coordinate space as,

RG
t = Rt ·RE (2.17)

aGt = RE · at (2.18)

where RE is the given external rotation for sensor coordinate transform into the global coordinate

space. A sensor calibration in the beginning refers to both the heading reset in Equation 2.15 and

the coordinate system transform in Equation 2.17. A run-time sensor adjustment method will be

discussed in subsection 5.4.4.

2.5 Motion Capture

A motion capture system records a sequence of poses of the subject over time. The pose can be

measured using cameras, inertial sensors, markers, and so on. The captured motions can be directly

used for character animation or as a dataset for other applications such as training a neural network.

This subsection introduces the human motion capture using multiple cameras and IMUs used in

Chapters 5-7.

The human motion capture in a capture studio for generating an egocentric human pose dataset

is shown in Figure 2.4 and Figure 2.5. There are 4 fixed outside-looking-in cameras. The user is

wearing 8 inertial sensors to measure orientations of upper and lower limb motions. The user is

also wearing a headset equipped with 2 downward-looking body cameras for capturing egocentric
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images, and a rigidly attached checkerboard to aid in conversions between the various coordinate

systems.

The 3D joint locations are detected using the 4 fixed external cameras that are calibrated in

advance. 2D joint locations are detected using the method in Cao et al. (2019), followed by

triangulation of the 2D joints in the 4 external camera images using the camera calibration matrices.

The estimated 3D joint locations are shown in Figure 2.4a-b by projecting the joints onto each

external camera image.

The limb bone orientations are measured by the 8 inertial sensors. Other non-instrumented

bone orientations are estimated using the IK algorithm from Aristidou and Lasenby (2011). The

estimated joint locations and orientations form a complete body pose representation.

The shape parameters of SMPL body model are estimated using Equation 5.5. Using the

estimated shape parameters and the joint orientations, the SMPL body model can be deformed using

Equation 2.7 and Equation 2.11. The deformed skeleton and the mesh are shown in Figure 2.4 c-d.

The captured pose is used to generate a pose in the downward egocentric camera space. The

3D pose of the head-worn checkerboard is estimated by the detection in the four external cameras.

Since the downward cameras and the checkerboard are pre-calibrated, the head-worn camera poses

in global space are estimated using the checkerboard pose. Using the body camera poses in global

space, the 3D joint locations can be transformed into the egocentric body camera spaces. The

estimated joints in the egocentric spaces are shown in Figure 2.5 a-b. Unlike the external camera

views, some body parts can be occluded or outside of the egocentric camera FoVs. These invisible

joints are excluded from the transferred joints, as shown in Figure 2.5c-d.

The large-scale recordings of the visibility-applied egocentric joints and the corresponding

inertial sensor measurements form the egocentric motion dataset for training and evaluating the

method in Chapter 5.
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CHAPTER 3: IMMERSIVE LEARNING EXPERIENCES FOR SURGICAL
PROCEDURES

This chapter introduces a system for creating immersive learning environments for surgical

procedures by applying depth camera-based, room-sized 3D capture and dynamic reconstruction

methods to reconstruct the actions and events during the procedure. The reconstruction can be

annotated in space and time to provide more information about the scene to users. The resulting

3D-plus-time reconstruction can be immersively experienced later; equipped with a VR display, a

user can walk around the reconstruction of the procedure room while controlling the playback of

the recorded surgical procedure. Experimental results demonstrate the potential usefulness of the

system in applications such as training medical students and nurses. This chapter also introduces

the inspiration for egocentric reconstruction described in the following chapters.

This chapter is mainly based on “Immersive Learning Experiences for Surgical Procedures”,

Young-Woon Cha, Mingsong Dou, Rohan Chabra, Federico Menozzi, Andrei State, Eric Wallen,

MD, and Henry Fuchs, published in Studies in health technology and informatics, Proceedings of

Medicine Meets Virtual Reality / NextMed (MMVR), April, 2016. 1

This chapter is also partially based on “Optimizing Placement of Commodity Depth Cameras

for Known 3D Dynamic Scene Capture”, Rohan Chabra, Adrian Ilie, Nicholas Rewkowski,

Young-Woon Cha, and Henry Fuchs, published in IEEE Virtual Reality (VR), March, 2017. 2

The author contributed to the teamwork in Chabra et al. (2017) for the mock-up recording and

its reconstruction shown in Section 3.4.

1Cha et al. (2016)
2Chabra et al. (2017)
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Figure 3.1: (a) 3D capture during medical procedure. (b) Immersive experience of the 3D
reconstruction. Drawings by Andrei State. (c) Prostate biopsy procedure.

3.1 Introduction

This chapter introduces a system for 3D-plus-time recording of activities, such as surgical

procedures, through the room-sized 3D capture and reconstruction methods, for applications such as

immersive environments for medical training. In the initial prototype system shown here, a prostate

biopsy procedure is captured at a UNC Urology clinic (Figure 3.1). The system performs dynamic

reconstruction for all persons present: a patient, a physician, a nurse assistant, and an observer.

The small procedure room was instrumented with three Kinect color+depth cameras in three of its

corners. Because of the setup’s limited coverage and the frequent occlusion events caused by the

participants, the reconstruction results contain spatial gaps and other inaccuracies.

Yet despite its shortcomings, compared with being physically present at the procedure, the

virtual presence provided by the prototype system has several advantages: a student experiencing

the immersive reconstruction can freely move to any desired viewing location, including locations

that might have interfered with the procedure as it was being executed; the reconstruction can

be annotated in space and time with information that facilitates insight and accumulation of

knowledge–annotations can be added post-reconstruction by the physician who performed the

procedure, or by other competent personnel; finally, the student may pause, rewind, or temporally
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scan through the procedure at variable speed forward or backward in time, or even ”single-step”

through it.

The remainder of this chapter is organized as follows. After reviewing relevant previous work in

Section 3.2, the introduced framework is detailed in Section 3.3, which includes descriptions of the

dynamic scene reconstruction, annotation, playback, and visualization based on a head-mounted

display (HMD). The experimental results are discussed in Section 3.4. This chapter concludes and

summarizes possible improvements in Section 3.5.

3.2 Related Work

The modern medical simulator systems in Parvati et al. (2011); Alexandrova et al. (2012);

Liu (2014) investigate animatable simulators on immersive virtual environments to provide better

understanding to users using 3D visualizations than fixed 2D video streams. Limited perspectives

are provided to users for immersive visualization. The studies by Ebert et al. (2014); Ferracani

et al. (2014); Lin et al. (2013) investigate walk-around VR systems using HMDs, though these

approaches still use predefined meshes or manually reconstruct virtual scenes using 3D graphics

tools for real-world scenarios.

The immersive environments can be generated directly from recorded images using 3D reconstruction

methods for more realistic visualizations. In a controlled setting, the approach by Welch et al. (2005)

proposes the 3D reconstruction of environments from images with HMD visualization. The system

by Kurillo et al. (2009) shows reconstruction of objects combined with predefined environments

using real-time stereo matching. In the system shown here, the entire immersive environment is

fully reconstructed from captured images.

The immersive 3D virtual reality (VR) system introduced here is similar to previously described

telepresence systems such as the one described in Fuchs et al. (2014), and enables users to experience

immersive 3D environments through a combination of 3D scanning and immersive display. 3D

scanning methods for dynamic scenes such as the one by Dou and Fuchs (2014) reconstruct a

sequence of surfaces by updating changes in the scene over time.
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Geometric change detection methods such as the ones in Taneja et al. (2011); Ulusoy and Mundy

(2014) estimate the changed areas in the scene by modeling static backgrounds. The dynamic 3D

scene is updated by re-scanning the changing regions while leaving other regions untouched.

Recent work shows that using AR systems can also enhance surgical procedures with 3D

tracking and display technologies. Rose et al. (2019) introduce an egocentric AR system-based

method for surgical procedure training. Using the marker-based tracking system from an AR

headgear (Microsoft HoloLens 1, 2016) worn by the user, the user is able to perform a simulated

surgical task based on the guidance provided by the AR platform. Desselle et al. (2020) show the

usefulness of using an AR headset-based system that directly overlays 3D imagery on the physical

procedure scenes instead of 2D computer displays, resulting in effective aids for surgeons during

the procedure.

3.3 Method

In this section, the approach for generating the immersive learning environments is described

in detail. The system pipeline is illustrated in Figure 3.2. First, synchronized multiple-viewpoint

RGB-depth image sequences are captured during the procedure using Microsoft Kinect depth

cameras. Second, the entire procedure is reconstructed as a sequence of 3D surface meshes over

time, using the method described in Dou and Fuchs (2014). Third, the sequence of 3D surfaces

can be manually annotated by adding timed 3D text labels in appropriate locations to describe

and explain the activities. After this processing, a user wearing a tracked HMD can examine the

reconstructed, annotated immersive environment at leisure and repeatedly, as described above. By

updating the eye positions provided by the HMD tracker in real-time, the visualization subsystem

presents a walkable, immersive environment from the user’s perspective. The user controls the

playback of the reconstruction with a remote hand-held controller such as a wireless mouse. In the

following subsections, each step is elaborated.
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Figure 3.2: System Pipeline: (a) Recording: Multiple-view RGB+depth image sequences are
captured during the procedure. (b) 3D reconstruction: The 3D scene is reconstructed using the
sequences. (c) Annotation: The reconstruction is annotated with 3D text for playback. (d) Immersive
Experience: A user walks around the reconstruction using a head-mounted display.
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(a) (c)

(b)

Figure 3.3: Recording configuration. (a): reconstructed 3D procedure room using depth images
from a single moving hand-held camera. (b) and (c): fixed wall-mounted Kinect depth cameras that
capture moving objects during the procedure.

3.3.1 Capture and Dynamic Scene Reconstruction

This subsection describes how surgical procedure scenes are reconstructed as a sequence of

surface meshes: M = {M1, ...,MT}. To capture dynamically changing indoor environments over

time, the static background (e.g., the room where the procedure takes place) is captured in advance,

and dynamically changing objects are separately acquired to handle changes in the surface mesh

(Dou and Fuchs, 2014).

The static background, denoted as M0, is pre-scanned with a single moving camera (Figure 3.3a).

An extended version of KinectFusion (Newcombe et al., 2011) is utilized for a room-sized scene

reconstruction that incorporates plane matching to improve reconstructions of features in walls,

ceiling, and floor (Dou et al., 2012).

The moving objects (typically, people and instruments) are captured over time by fixed depth

cameras mounted in the corners of the room (Figure 3.3). The depth cameras are pre-calibrated

to a global coordinate system (Dou and Fuchs, 2014); One of the cameras, C1, is located at the

origin [I3×3|03×1] of the global coordinate system, and other cameras, Ci, are at their respective

poses [Ri
3×3|Ti

3×1] relative to C1. Let Vt = V1
t ∪ ... ∪ VN

t be a set of colored 3D vertices extracted

from RGB-depth images of the N calibrated and synchronized cameras at time t.
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Figure 3.4: Dynamic scene generation. (a): 3D surface meshes from three Kinects. (b): Pre-scanned
3D surface mesh of procedure room. (c): Segmented surface mesh from (a). (d): Combined mesh
consisting of (b) and (c).
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The pre-scan M0 of the static background (Figure 3.4b) is also aligned to the global coordinates

of the camera cluster. To achieve that, the pose estimation based on SIFT feature matching is

initially employed; then the alignment is refined through ICP registration between M0 and the

initially (at time step 0) acquired live geometry set V0 (Dou and Fuchs, 2014).

At each subsequent time step, the acquired live geometry set Vt as shown in Figure 3.4a

is segmented to detect foreground (i.e., non-background) data Ft ≡ {v|v ∈ Vt and v /∈ M0}

(Figure 3.4c) by comparing Vt (Figure 3.4a) with M0 (Figure 3.4b). The reconstructed surface mesh

at frame t is defined as Mt ≡ Ft ∪M0 (Figure 3.4d).

The foreground vertices Fit at each camera i are estimated from Vi
t via superpixel-based

background subtraction. Figure 3.5 shows an example of such foreground segmentation. The static

background model Bi
0 at each camera i is estimated from a set of depth images captured just before

the procedure (Figure 3.5b). The Vi
t is labeled as l(v ∈ Vt) ∈ {0 = background, 1 = foreground}

by subtracting Bi
0 from the depth image Di

t. The color image Iit is segmented as a set of superpixels S

using SLIC (Achanta et al., 2012) by merging local pixels based on the color similarity. (Figure 3.5e).

The superpixel Si ∈ S includes a set of vertices vs ∈ Si, and is labeled as l(Si) by voting l(vs).

Superpixel-level connected components are extracted based on the similarity of depth values

between adjacent superpixels (Figure 3.5e-f). The foreground vertices Fit = {v|v ∈ Vi
t, v ∈ Si and

l(Si) = 1}.

The Ft = F1
t ∪ ... ∪ FNt represent the colored 3D points that differ from the static background

mesh M0. The Ft are meshed using the marching cubes algorithm (Lorensen and Cline, 1987)

followed by a volumetric fusion pass (Curless and Levoy, 1996). This forms the dynamic surface at

time t as shown in Figure 3.4c. The complete 3D surface mesh becomes Mt = Ft ∪M0 shown in

Figure 3.4d. At visualization time, the sequence of dynamic 3D surface meshes M = {M1, ...,MT}

are rendered to the user’s HMD in real-time.
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Figure 3.5: Segmentation of dynamic elements. (a) and (b) are a pair of color and depth images
of the empty procedure room. (c) and (d) show the RGB-depth image at time t. From (b) and (d),
changed parts (green) are segmented from background (purple) using superpixel-based foreground
detection in (e). (f) shows the separated segments in (e).
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(a) (b) (c)

Figure 3.6: Interacting with the immersive reconstruction. (a): The user examines the reconstruction
through a head-mounted display. The user controls the playback of the scene with a wireless
hand-held controller. (b) and (c): User’s views at two different times. The VCR controls are shown
at the bottom. Annotations are visible as yellow text on the wall.

3.3.2 Scene Annotation and Playback Control

In addition to the sequence of dynamic 3D surface meshes M, the user is able to view additional

descriptions about the scene and to control the playback of the sequence as mentioned.

To insert the annotations, a subset of the frames Ms ≡ {Mt1 , ...,Mt2} where t1 < t2 are

manually enhanced with 3D text labels placed in specific locations in Ms. An example of such

annotation is shown in Figure 3.6. The text in this example is positioned on the wall in 3D space

and provides information about the surgery step occurring during this period.

During playback, the user can quickly move to a specific time period in the recording using

the virtual playback controller and a wireless mouse (Figure 3.6b and Figure 3.6c). The controller

includes play, pause, stop, fast forward, and rewind buttons.

3.3.3 Head-Mounted Display Visualization

Figure 3.7 shows a user walking through the reconstructed procedure room. Using the 3D

positions of the user’s eyes and the HMD viewing direction supplied by the HMD tracker, the

immersive, annotated environment is rendered stereoscopically, distortion-corrected and displayed

in the user’s HMD.

To enable the user to walk along the floor in the reconstructed procedure room as he or she

walks in the real world, the coordinates between the reconstructed scene and of the HMD tracker
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(b)

(c)

(d)(a)

Figure 3.7: Reconstructed immersive environment. (a): top view with sample user locations (red).
(b-d): corresponding views inside HMD. (These are “screen shots” provided by the Oculus SDK,
approximations to the images sent to the HMD screen.)

must be aligned. To accomplish this, the reconstructed mesh is manually transformed to align the

floor plane (Y = 0) in the mesh with the floor plane (Y = α) in the user’s room.

The mesh is transformed in advance so that the floor in the mesh is located at Y = 0 in the

coordinate. The XZ plane of the HMD tracker is aligned with the ground regardless of camera

orientation. The floor planes in the reconstruction and in the real world are aligned by manually

adjusting the Y coordinate of the mesh.

3.4 Results

In the recording, four people were present during the procedure shown: a patient, a physician, a

nurse assistant, and an observer. To record the scene, four calibrated Microsoft Kinect depth cameras

were used; one mobile unit for the pre-scan of the static background, and three fixed wall-mounted
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Figure 3.8: Reconstructed immersive environment of mock-up room. (a): Pre-scanned 3D
reconstruction of mock-up room. (b): 3D surface meshes from nine Kinects at time t. (c):
Combined reconstruction consisting of (a) and (b). (d): Front view of (c). (e): Stereo views of (d)
inside HMD. (f): External view of the user.

units for dynamic procedure capture (Dou and Fuchs, 2014). The multiple Kinect recording setup

provided approximately 25 color and depth images per second at 640× 480 resolution. The three

fixed depth cameras were synchronized manually. The reconstruction and visualization systems

used Intel Xeon E5-2630V3 Octa-core 2.4GHz with 64GB memory.

The pre-scanned room shown in Figure 3.3a was reconstructed from 401 RGB-depth images

captured by a single hand-held Kinect depth camera. The dimensions of the room are approximately

2.5m × 4.5m × 3m (width, length, and height). In this first experiment, 1, 841 consecutive

multiple-view RGB-depth images were sampled, equivalent to a playback running time of approximately

1.5 minutes. At viewing time, an Oculus Rift DK2 HMD was used and the scene is rendered using

the Unity 5 Integration provided by Oculus VR.

Figure 3.7 demonstrates the walkaround capability within the reconstructed immersive environment.

Figure 3.7a shows the reconstructed room (including dynamic objects such as people and instruments),

which the user can observe from his own, freely selectable position. Three sample views are depicted

in Figure 3.7b-d and show the distortion-compensated imagery presented within the Oculus HMD.
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The user is able to direct his/her gaze at and approach any spatial regions of the scene he/she is

interested in, without restrictions.

Figure 3.6 illustrates the playback functions while walking around the reconstruction. The user

holds a wireless mouse and can click the buttons on the virtual playback controller. This feature

makes it easy to find and replay the interesting time snippets.

To improve the reconstruction quality, a mock-up room of similar dimensions to the operating

room was set up in our lab space, with more number of (9) depth cameras (Chabra et al., 2017).

The reconstructions in the mock-up room are shown in Figure 3.8. Using 9 depth cameras in the

mock-up room significantly improves the reconstruction compared to using only 3 depth cameras in

the procedure room. However, some holes and gaps still remain in the reconstruction of dynamic

objects due to occlusions by the participants as shown in Figure 3.8b.

3.5 Conclusion and Future Work

This chapter introduced a system for creating immersive learning environments for surgical

procedures by applying 3D capture and dynamic reconstruction methods to such procedures. The

resulting dynamic geometry can be annotated post-reconstruction to enhance educational utility.

I expect that such immersively experienced, annotated procedures can be useful for beginning

medical students and nurses in particular, as it can supplement preparation for their initial patient

treatment encounters. In the long term, ubiquitous deployment and continuous operation of such

acquisition and reconstruction technology can help to make it possible to re-experience difficult or

unusual cases, helping medical personnel develop skills for interventions that occur infrequently.

The main limitation of the system is the spatial gaps caused by the limited coverage and the

frequent occlusions by the participants. To improve the surface quality of the dynamic scene

elements, non-rigid registration methods by Dou et al. (2015); Zollhöfer et al. (2014); Newcombe

et al. (2015) can be utilized to continually track and integrate the surfaces of moving objects.

Incorporating color-based multi-view segmentation can also help improve the surface quality in

dynamic scene reconstruction (Djelouah et al., 2013). To improve the overall system, deploying a
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larger number of cameras, including higher resolution cameras, can help reduce artifacts caused by

occlusion or reconstruction failures. However, this high-cost instrumentation extension still does

not guarantee solving the inherent problem of random occlusions.

From this work, I realized that the contributions from cameras and/or depth scanners worn by

the attending personnel could observe the most important parts of the reconstructed geometry, since

they represent the focus of attention of the medical personnel at the time of the procedure. This

observation inspired the use of egocentric, head-mounted cameras, worn by the participants. The

following chapter will discuss the head-worn camera based 3D capture system and the egocentric

reconstruction methods.
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CHAPTER 4: MOBILE 3D RECONSTRUCTION USING ONLY HEAD-WORN
CAMERAS

This chapter presents a parametric model-based face, body, and environment reconstruction

method that does not rely on any instrumented environment but only on head-worn cameras worn

by the user for future fully mobile 3D capture systems. This method overcomes incomplete body

surface visibility from egocentric head-worn views by estimating the user’s body pose and facial

expression only from partial information of body parts and uses the full-body estimation to re-target

a high-fidelity pre-scanned model of the user. The experimental results demonstrate that the

self-sufficient, head-worn capture system in this chapter is capable of reconstructing the wearer’s

movements and their surrounding environment in both indoor and outdoor situations without any

additional views.

This chapter is primarily based on “Towards Fully Mobile 3D Face, Body, and Environment

Capture Using Only Head-worn Cameras”, Young-Woon Cha§, True Price§, Zhen Wei, Xinran Lu,

Nicholas Rewkowski, Rohan Chabra, Zihe Qin, Hyounghun Kim, Zhaoqi Su, Yebin Liu, Adrian Ilie,

Andrei State, Zhenlin Xu, Jan-Michael Frahm, and Henry Fuchs, published in IEEE Transactions

on Visualization and Computer Graphics (TVCG), Vol. 24, November, 2018 (Proceedings of IEEE

International Symposium on Mixed and Augmented Reality (ISMAR) 2018). 1 2

Sections 4.6.1-3, 4.7.1-3, and 4.8 are mainly contributed by the coauthors. Other sections are

mostly contributed by the author.

1(Cha et al., 2018)
2§These authors contributed equally to the paper.

33



Figure 4.1: The head-worn egocentric capture system in this chapter is capable of reconstructing the
wearer and their surrounding environment in 3D. Left: Hardware prototype. Center: An individual
using the device. Right: Dynamic reconstruction of the user’s body pose and static environment,
obtained solely from the prototype’s headset-mounted cameras.

4.1 Introduction

We envision a future in which passive 3D capture of user experiences is a feature of commonplace

head-worn devices. In this future, AR systems have shrunk to the form factor of conventional

eyeglasses and so can be worn all day just like ordinary eyeglasses. In order to enable a self-contained

3D capture system, we wish to augment such eyeglasses with a multiplicity of inward- and

outward-looking miniature cameras. These cameras form an egocentric reconstruction system

that (1) captures its wearer’s 3D pose, face, body, and limbs, and (2) maps the 3D structure of

its surroundings. The resulting dynamic scene can (3) be displayed to other users, using AR/VR

systems to create a shared, immersive 3D experience. Such self-contained, head-worn systems

can enable shared presence and virtual touring to occur in any indoor or outdoor location, with no

reliance on any instrumentation other than that in the user’s headgear.

In this chapter, a prototype system is introduced for demonstrating the egocentric capture

and reconstruction as shown in Figure 4.1. Example camera views on the device are shown in

Figure 4.2. The main challenge of reconstruction from such head-worn cameras is the sparse

visibility of body parts, which leads to large gaps in self-reconstruction. To address this problem, a

deformable-model-based approach is introduced to complete the unobserved parts of the wearer: as

the generic parametric model still has gaps in the user’s appearance, e.g., in clothing, texture, and

other detailed characteristics such as hair, such surface details are transferred from a pre-scan of the
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Figure 4.2: The eight views from a single time-point of capture on the prototype device.
Outward-looking environment cameras (yellow) are placed on the side and rear of the device.
Face-oriented cameras (pink) are placed on short arms on either side of the device. Downward-facing
body cameras (orange) are located on both sides of the user’s forehead. The top row shows the left
rear external, left side external, right face, and left face views. The bottom row shows the right rear
external, right side external, right body, and left body views.

full body of the user. When such systems are miniaturized, personalized, and worn for long periods

of time, we expect that they can automatically and gradually acquire detailed full-body information

of their users and their wardrobes.

The reconstruction approach is a user-oriented model-based self-reconstruction pipeline that

combines parametric body and face models. The model-based incomplete reconstruction is

re-targeted to a high-quality pre-scan of the user in a coarse-to-fine manner. The deformable

models have two types of parameters: shape-related and pose-related. The shape parameters of

the body and face are estimated in preprocessing stage by fitting the models to the pre-scan. The

pose-related parameters, body pose and facial expression, are detected at run-time using CNN-based

pose estimation and through audio- and video-based facial expression estimation, respectively.

The system demonstrates full scene reconstruction, including the user’s moving body with audio

and their surrounding environment. The environment is reconstructed using structure-from-motion

with outward-looking cameras. The trajectory of the user’s head is determined using multiple
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calibrated cameras, which allows the system to localize the reconstructed user within the environment

over time. The unified capture can be immersively experienced in a VR system.

The remainder of this chapter is organized as follows: The related work is discussed in Section

4.2. The overall self-reconstruction pipeline is discussed in Section 4.3. The egocentric capture

prototype is described in Section 4.4. Section 4.5 describes the pre-scanning process. Sections 4.6

and 4.7 address CNN-based body pose estimation and CNN-based facial expression estimation

from both audio and video. The environment and head pose estimation techniques are detailed

in Section 4.8. After integration considerations in Section 4.9, experimental results are shown in

Section 4.10, followed by limitations and future work in Section 4.11.

4.2 Related Work

As our society grows ever more connected digitally, individuals are increasingly interested in

maintaining a connection with reality when communicating their experiences and ideas with others

across the globe. Indeed, modern video (e.g., YouTube) and televideo (e.g., FaceTime or Cisco

TelePresence) content-sharing systems are used daily by hundreds of millions of people because

they come the closest to relaying a veridical human experience. However, while such systems have

grown in popularity as substitutes for witnessing events firsthand or having face-to-face meetings,

these technologies fall short of delivering an actual sense of shared physical presence. The 360◦

videos (e.g., Google Jump (2015)) offer more immersive video experiences but limit the viewer to a

fixed position of observation. Prototype 3D capture and telepresence systems such as Microsoft

Research’s Holoportation (Orts-Escolano et al., 2016) have likewise demonstrated promising steps

towards shared 3D presence, but require substantial, expensive, instrumented areas. However, such

instrumentation hampers the ability of an everyday user to capture 3D directly.

4.2.1 Static 3D Reconstruction

Static 3D Reconstruction of an environment from photos and videos has been a long-standing

research thrust in computer vision. 3D reconstruction algorithms include structure from motion
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(Snavely et al., 2006; Agarwal et al., 2011; Heinly et al., 2015; Schonberger and Frahm, 2016)

combined with stereo vision (Scharstein and Szeliski, 2002), simultaneous localization and mapping

(SLAM) (Engel et al., 2014; Mur-Artal et al., 2015; Wang et al., 2017; Tateno et al., 2017; Engel

et al., 2017), multi-view vision (Seitz et al., 2006; Schönberger et al., 2016), and depth-camera-based

algorithms (Newcombe et al., 2011; Izadi et al., 2011), and can be used to reconstruct only static

scenes. The system in section 4.3 is built on the progress made by the body of work in these areas

to obtain its environment reconstruction and to track the user within the environment. Moreover,

the approaches are extended to leverage the constraints provided by the multi-camera setup in the

system.

4.2.2 Dynamic Object Reconstruction

Dynamic Object Reconstruction has long been an active research area. Most approaches rely on

moderate surface deformations or known object shape for reconstructing a 3D model using a video

of the object (Tong et al., 2012; Hirshberg et al., 2012; Weiss et al., 2011; Li et al., 2013; Zeng

et al., 2013; Liao et al., 2009). Alternatively, motion capture systems (De Aguiar et al., 2008; Gall

et al., 2009; Ballan and Cortelazzo, 2008; Vlasic et al., 2008; Wu et al., 2013; Ye et al., 2012; Starck

and Hilton, 2007; De Aguiar et al., 2007) deliver reliable reconstructions of human bodies from

a sequence of color and/or depth videos. These approaches require a pre-scanned body model or

template, an instrumented environment, and complicated skinning and rigging preprocessing. These

factors prevent their application to reconstructing general shapes in unconstrained environments,

which is mandatory for a mobile 3D capture system.

There has also been a keen interest in parametric body models for reconstruction and tracking.

Allen et al. (2003) leveraged high-resolution range scans to develop a parametric body shape model.

The SCAPE model (Anguelov et al., 2005) advanced this approach to not only parameterize body

shape but also encode pose deformation. Chen et al. (2013) further extended the SCAPE model by

introducing parameters to explain the deformation from clothing. Their model deformed the overall

person model non-rigidly by applying the composite transformations of the poses, the shapes, and
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the clothing for each triangle independently. Loper et al. (2015) proposed the SMPL model, which

provides more realistic deformations and achieves a more accurate representation of the effects of

joint motion. The parametric body models can be utilized to estimate human shapes in conjunction

with visual pose estimation (Bogo et al., 2016; Xu et al., 2018). However, these approaches require

the visibility of all joints on external camera views to fit full-body shapes and pose based on the

observations.

Another work for template-free dynamic surface fusion (Dou et al., 2015; Newcombe et al.,

2015; Dou et al., 2016; Orts-Escolano et al., 2016) has shown promising results for object-level and

human reconstruction in outside-in capture scenarios for instrumented environments. However, these

methods are not suited to work with passively captured data from a mobile system, which requires

reconstruction methods that operate in arbitrary environments without external instrumentation.

4.2.3 Dynamic Scene Reconstruction from Depth Sensors

There has been significant interest in dynamic scene reconstruction from depth sensors. For

example, Maimone and Fuchs (2011, 2012) constructed a real-time 3D capture system using a

dozen Kinects. This method adapts the volumetric fusion of Curless and Levoy (1996) to dynamic

objects (i.e., people) while incorporating depth and color information. More recent room-size

dynamic object reconstruction (Dou and Fuchs, 2014) combines pre-scanning of the static scene

parts, data accumulation for dynamic objects, and rigid and nonrigid tracking. However, these

approaches rely on successful depth image capture using structured light, which typically fails

outdoors. The system in this chapter targets both outdoor and indoor use and hence cannot use

structured light sensors.

4.2.4 Egocentric Motion Capture

Egocentric, body-worn cameras have been used for 3D pose estimation of certain parts of the

body such as facial expressions via helmet-mounted cameras (Olszewski et al., 2016) or finger

motions via wrist-worn sensors (Kim et al., 2012). Shiratori et al. (2011) determined full-body
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motions based on 16 body-worn cameras with poses estimated through structure-from-motion,

assuming a static environment. Chan et al. (2015) and Jiang and Grauman (2017) proposed

learning-based approaches to predict full-body poses from a chest-worn camera view to infer

invisible poses with limited accuracy. Zhang et al. (2014) used a single outside-in depth camera

combined with foot-worn sensors for full-body pose estimation. All of the above approaches only

perform skeleton-based motion capture and do not reconstruct the 3D surface of the wearer solely

from the body-worn cameras.

Rhodin et al. (2016) employed two head-mounted fisheye cameras to estimate the full-body

skeleton pose. The large field of view allowed the cameras to observe most of the body and

to integrate with approaches based on outside-in cameras. However, their system required the

head-mounted cameras to be placed on long telescopic arms reaching significantly outward in front

of the wearer. This obtrusive setup enabled them to perform a stereo-based body reconstruction at

the cost of usability. In contrast, the system presented in this chapter leverages cameras close to the

body, trading a full-body stereo view for broad usability.

Significant improvements have been made using learning-based approaches to deal with the

unusual viewpoints. Recent methods based on a single head-worn camera view (Xu et al., 2019;

Tome et al., 2019) have used less-obtrusively mounted cameras to arrive at pose estimation

improvements. However, the form factors employed are still too obtrusive for wide acceptability.

Our 3d capture system using an eyeglasses form factor, with its challenges and approaches, will be

discussed in Chapter 5.

4.3 System Overview

An overview of the mobile capture pipeline is shown in Figure 4.3. From a computational

perspective, the inputs to the system are individual views from synchronized head-worn cameras,

and the output is a posed 3D model of the wearer placed into a reconstructed 3D model of

the surrounding environment. Body poses and facial expressions are captured entirely from the

on-device camera views, as is the 3D environment model. For visualization, a pre-computed
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Figure 4.3: Functional overview of the system, with HoloLens-mounted (Microsoft HoloLens 1,
2016) capture components at top and offline reconstruction processing pipeline at bottom.
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digital human representation (“pre-scan”) of the user is posed according to estimated face and body

parameters.

Details about the head-worn camera configuration are provided in Section 4.4, and the pre-scan

acquisition process is described in Section 4.5. The reconstruction approach consists of three

processing pipelines, each of which takes in separate camera imagery: body pose estimation,

consisting of skeleton joint detection and 3D triangulation (Section 4.6); face reconstruction

from video and audio data (Section 4.7); and environment reconstruction, which encompasses

both reconstructing the 3D scene and tracking the motion of the user as they move within their

surroundings (Section 4.8).

The individual reconstruction results are combined (see Section 4.9 for results). The body pose

and face expressions are applied as parametric deformations of their associated pre-scan models;

these adjusted face and body pre-scans are then combined to create the momentary digital human

representation of the user. This representation is then placed into the scene based on the tracked

location of the user within their environment, and the placed (animated) model can be rendered in

the context of the reconstructed static scene around the user. The resulting dynamic 3D model can

then be utilized for a variety of applications, such as virtual tours (see Subsection 4.10.4).

4.4 Mobile Headset Prototype

In our vision for ubiquitous AR/VR systems of the future, an individual will be able to fully

capture themselves and their 3D surroundings solely from a lightweight pair of eyeglasses fitted

with miniature cameras. We anticipate that these devices, possibly combined with a small backpack

computer for processing, will have functionalities for both general capture (e.g., self-created VR

content analogous to current online video services) and telepresence (i.e., real-time 3D ego-capture,

coupled with AR displays). In this work, a prototype headset is developed to demonstrate the

various camera configurations and reconstruction approaches that such a device would employ.

The prototype 3D capture unit has been outfitted with 8 Pi V2 miniature cameras (Figure 4.2

and Figure 4.4). These cameras are divided into three categories based on their function: four
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Figure 4.4: The prototype device is equipped with 8 miniature cameras, each paired with an
LED for synchronization. The camera-LED pairs are directly mounted on a Microsoft Hololens:
2 downward-facing body cameras (red), 2 face-oriented cameras (blue), 4 outward-looking
environment cameras (yellow). The cameras on the headset run on miniature computers powered by
portable battery banks (purple).

outward-facing cameras capture the environment and track the device’s motion, two downward-facing

cameras capture the user’s body, and two face-oriented cameras capture the wearer’s facial

expression. The cameras on the headset run individually on Raspberry Pi Zero miniature computers

powered by portable battery banks worn in a backpack. The external views are captured using

70◦ diagonal FoV cameras and are located on the sides and back of the headset. The face and

body cameras have 160◦ diagonal FoV lenses; the body cameras are placed slightly in front of the

wearer’s forehead, and the face cameras are placed on slightly extended mounts ∼9cm from the

user’s face. We expect that future systems will be able to reduce the outside-in distance of the face

cameras even further, to the point where the cameras are mounted directly next to the lenses of the

eyeglass frame.

The cameras are synchronized offline using LED blinking (Bapat et al., 2016) and capture at

25fps. (These were design decisions for the prototype; hardware synchronization and faster frame

rates are possible in principle.) Anticipating future AR integration capabilities, the camera system is

mounted on a Microsoft HoloLens headset (Microsoft HoloLens 1, 2016); however, the HoloLens’
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onboard display or capture technologies is currently not used. Also note that the capture scenario

involves online capture and offline 3D reconstruction – in this work, the motivation is to demonstrate

the technologies involved in performing automated, hands-free, use-anywhere 3D capture.

System Calibration. In addition to frame-level camera synchronization, it is assumed that the

intrinsic and relative extrinsic camera parameters for the device are known before capture. This

calibration involves estimating the relative rotations between the cameras, the absolute distances

between the cameras’ centers of projection, and the position of the rig in relation to the wearer’s

head. Camera intrinsics were computed using standard checkerboard-based camera calibration.

To capture the relative camera poses, a small, well-textured scene was set up and the headset was

moved/rotated by hand (without anyone wearing it) while capturing imagery from the cameras. Then

this synchronized multi-camera sequence was reconstructed using structure-from-motion (SfM)

(Schonberger and Frahm, 2016) with a bundle adjustment that estimates a global pose for the device

at each time instant while enforcing static relative poses for the cameras in the cluster. Since SfM

reconstructions are inherently scale-independent, the absolute scale of the headset was recovered by

manually comparing the sizes of reconstructed objects with known real-world measurements. The

location of the rig with respect to the wearer was then established by computing the midpoint of the

two side external cameras and aligning it with the approximate midpoint of the wearer’s temples.

4.5 Digital Human Pre-scan

The egocentric system integrates motion capture and environment reconstruction. For visualization,

however, it is impossible to create a complete model of the wearer from the headset views because

the headset captures only partial views of the user’s face and parts of their body, resulting in an

incomplete digital human representation. Instead, an off-device 3D scan (“pre-scan”) of the user that

fully captures their body shape and clothing is obtained. The system localizes body skeleton joints

in the two downward-facing views, and parameters for the user’s facial expression are computed

from the two (non-overlapping) face-oriented views. The pre-scan is deformed to match the skeleton
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and face parameters and then placed in the 3D environment based on the estimated device pose.

Details about the skeletal rigging and skinning of the pre-scan are provided in Subsection 4.6.4.

To obtain the pre-scan, a textured mesh of the entire body, a 3D scanning software (ItSeez3D,

2014) is used. The user stands still with their arms extended while another individual moves a small

RGB+D camera unit around them to capture the body surface and texture.

In the future, we anticipate that pre-scan acquisitions could be completed entirely on-device,

with the wearer capturing their appearance by, e.g., placing the device on a table and walking in

front of it, or by wearing the device and standing or turning in front of a mirror. Such on-device

processing would not only increase the ease of use, but would also enable on-the-fly representations

of new individuals or allow updates of the clothing or appearance of the same individual.

4.6 Video-based Body Pose Reconstruction

Body pose estimation solely from head-worn cameras is a challenging task. The most closely-related

system, EgoCap (Rhodin et al., 2016), uses two head-worn fisheye cameras on an extended

‘V’-shaped rig. However, they extend 20-30 cm away from the user’s head, which is prohibitive for

convenient, portable use. The egocentric system in this chapter is unique in that it is targeted to

locate commodity cameras directly on the compact headgear; this generally results in very restricted

viewpoints that provide less reliable measurements for body pose estimation, particularly for the

legs, which are far from the cameras and often occluded. To overcome the difficulties in capturing

body pose, the system leverages deep convolutional neural networks (CNNs) to perform body part

detection in the individual downward-facing views, as well as an additional recurrent neural network

(RNN) module to obtain a final skeleton-based human pose estimation.

4.6.1 2D Human Body Joint Detection

To solve the initial problem of detecting the device wearer in the downward-facing views, an

extended convolutional pose machine (CPM) network (Wei et al., 2016; Cao et al., 2019) is employed

to detect 2D joint positions in each image independently. CPM incorporates a convolutional neural

44



network into the pose machine framework (Ramakrishna et al., 2014), which enhances image feature

extraction (in this case, 2D joint locations) by leveraging inference on image-dependent spatial

models. CPM is built upon an end-to-end, multi-stage deep network that enables the learning of

both joint appearances and spatial relationships in input imagery. Beyond traditional cascaded

networks, CPM is also an interactive sequence framework, with each stage considering the context

of previous stages in order to derive an overall set of joint positions for a given image.

A pose machine consists of a hierarchy of 2D joint predictors gt(ft(x), ψt(j,bt−1)) that output

joint-specific belief values for all positions x in the image domain, for each stage t in the hierarchy.

ft(x) represents a stage-specific feature embedding for the input image, and ψt(·) maps the existing

volume of belief values bt−1 for all joints across the image into a specific context mapping for

joint j. Given the input image, the first stage g0(·) is an image-space classifier that produces a

joint-probability volume b0 =
{
bjt(Xj = x)

}
j∈0...J

, where Xj is a random variable relating the

position of joint j. Later stages gt(·) update the belief for assigning a location to each part:

gt(ft(x), ψt(j,bt−1)) 7→ bt. (4.1)

The final 2D joint predictions are retrieved as the most probable locations for each Xj after the final

belief values are predicted.

The prediction and image feature computation modules of a pose machine can be replaced by a

deep convolutional architecture, allowing for both image and contextual feature representations to

be learned directly from data. The CPM contains multiple stages of a fully convolutional network

cascaded to characterize both the local features of the input image and the global features across

larger receptive fields. By chaining prediction stages, the receptive fields at the output layer of the

network are large enough to allow the learning of potentially complex and long-range correlations

between body parts.

The cost function minimized at each stage of the CPM is an l2 distance between the predicted

and ideal belief map for each joint:
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Figure 4.5: Example images from the pair of downward-facing body cameras on the headset device.
Left: Training images captured in the green-screen room. Middle: Training images augmented by
shirt recoloring and background replacement. Right: Images from the hallway demo. The top and
bottom rows show images from the left and right body cameras, respectively. The colored skeleton
depicts the projection of the ground-truth 3D joint positions into the individual views in the original
captured and augmented training images.

`t =
J∑
j=1

∑
x

‖bjt(x)− bj∗(x)‖2
2, (4.2)

where bj∗(Xj = x) represents the ideal belief map for joint j. The overall objective for the full

architecture is obtained by adding losses over all T stages and is given by

F =
T−1∑
t=0

`t. (4.3)

As seen in the views of the downward body cameras shown in Figure 4.5, the detectable joints

are defined as the shoulders, elbows, wrists, hips, and knees. Ankles are generally not visible from

the near-body views – for instance, each foot is independently visible for only ∼33% of a gait cycle.

– so instead they are modeled in 3D using motion priors (see Section 4.9).

The joint positions are predicted via a custom-trained CPM for the egocentric input views (see

Subsection 4.6.3). This 2D detection is trained separately from the subsequent 3D pose estimation
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network. The original images are padded to allow predicting the position of joints that are located

outside the images. This padding enables the fully convolutional network to learn correlations

between (and predict 2D locations for) all joints, whether or not they are actually visible in the input

views.

4.6.2 3D Human Pose Sequence Estimation

Given the 2D detection result, a 3D pose sequence module is employed to predict the 3D

skeleton joint positions over time. This module leverages an RNN to capture long-term motion

trajectories for all observable joints. Compared to general neural networks, RNNs are able to scale

to much longer temporal sequences and are practical for sequence-based specialization, such as

video processing. This is because in RNNs, each member of the output is a function of the previous

member of output, with all outputs being produced by the same update rule. Thus, the temporal

motion information between frames can be effectively incorporated into the 3D pose prediction.

For the recurrent 3D human pose network, a sequence of 2D positions (xjt , y
j
t ) in the images

of each of the two body-camera views and their corresponding probabilities pjt are taken as the

network input X = [X1, X2, ..., Xt]
T , where Xt = [(x1

t , y
1
t , p

1
t ), . . .] at time step t. (Note that t here

refers to the temporal domain of the capture sequence and j refers to the joints over both views.)

For training, points and probabilities are generated by random Gaussian perturbations of the ground

truth 2D joint position. At run-time, they are generated using the trained CPM.

The network consists of three fully connected layers (512, 1024, and 1024 neurons, respectively),

one recurrent layer (2048 hidden states), and finally two fully connected output layers (1024 and 30

neurons) that unilaterally predict all 3D joint positions for a given time step t.

ht = σ(Wh1ht−1 +Wh2fi(Xt) + bh) (4.4)

Yt = fo(ht) (4.5)
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where fi is the function applied on the input before the recurrent part; ht is the recurrent layer’s

hidden state at step t; Wh1 , Wh2 , and bh are the weights and bias; σ is a non-linear function; and fo

is the function applied after the recurrent layer to obtain the output 3D positions Yt at time step t.

The sum of l2 distances between the ground truth 3D positions and the predictions are minimized

as:

E =
∑
t

‖Yt − Y ∗t ‖2
2, (4.6)

where Y ∗t consists of the ground truth 3D body joint positions at frame t. Incorporating the previous

3D pose prediction at each stage allows the network to compute the pose predictions robustly.

4.6.3 CNN Training and Testing

Training Dataset Capture. The key challenge for training the body pose estimation network

lies in obtaining ground truth data for the 2D and 3D joint positions. To solve this problem, a

data capture setup was constructed for outside-in markerless motion capture, including calibrated

headset tracking and background subtraction for data augmentation.

The videos for the training dataset and the ground truth positions of 3D human body joints are

obtained using a calibrated set of synchronized external cameras. The training setup consists of a

mid-size room with the outside-looking-in cameras placed near the walls. The user wearing the

headset device is standing in the middle of the capture space. Figure 4.6 shows an example set of

camera images captured at the same time.

In each external view, a pre-trained OpenPose CPM network (Wei et al., 2016; Cao et al., 2019)

is applied to detect 2D joint positions. Using pre-computed camera poses in the room, each joint can

be triangulated in 3D over time. The 6-DoF poses of the downward-facing cameras are also tracked

using a checkerboard pattern mounted on the device. The relationship between the checkerboard

and the device cameras is calculated using hand-eye calibration (Shah et al., 2012), and the pose of

the device within the capture space is determined by recovering the pose of the checkerboard from
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Figure 4.6: Images from the six external cameras (first three rows) and two top-down body cameras
(the last row) on the headset device used for capturing the ground-truth body pose dataset. The
colored skeleton depicts the ground-truth 3D joint positions.
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the external views. Given the triangulated 3D joint positions and the pose of the device, ground

truth 3D joint positions are obtained by simply applying the scene-to-device transformation, and 2D

joint positions for each camera are then determined via projection using the camera intrinsics.

Network Training. Using data from the capture environment, a new CPM network is trained

for the downward-facing views and an RNN to predict the 3D human pose sequence. The Caffe

deep-learning framework (Jia et al., 2014) is used to train both networks. To enhance the generality

of the CPM, the surrounding room was made into a “green-screen” environment, and the capture

subject was given a blue sweater to wear during training. The training data was then augmented

by replacing the green surfaces with random floor/object textures and the blue shirt with randomly

adjusted hues. The input images were further augmented using flips, rotations, and translations. In

order to obtain sufficient samples for training the 3D pose RNN, fast-motion speeds are simulated

by interpolating poses between the frames, and the captured frame sequence is also subsampled

into many shorter frame sub-sequences.

Network Execution. At run-time, the CPM is used to hypothesize the most likely 2D joint

positions for the input downward-facing imagery. The 3D RNN then takes these points, along with

their probabilities, and outputs a hypothesis for the 3D position of each joint relative to the left

downward-facing camera. The 3D joint result is post-processed using a Kalman filter and basic

exponential smoothing, which allows to robustly account for sporadic mis-predictions of the 3D

joint position. The end result is a smoothed skeletal motion capture sequence of the user across

time.

4.6.4 Body Motion Re-targeting

Rigged parametric body models (Allen et al., 2003; Anguelov et al., 2005; Chen et al., 2013;

Loper et al., 2015) can be exploited to deform the pre-scan model constrained by the 3D joint

positions output by the RNN in the previous subsection. The re-targeting approach employs the

Simplified-SCAPE parametric body model (Pishchulin et al., 2017) using linear blend skinning for

computational efficiency. During pre-processing, the parametric body model is fit to the pre-scan
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Figure 4.7: Body pose re-targeting. From left to right: 1) Detected joint positions. 2) Bone length
adjusted joint positions with hand/foot orientation constraints. 3) Rotational skeleton of the model.
4) Deformed body model in which joint angles are estimated by fitting the model skeleton (3) to the
canonical positions (2) using joint-limit-constrained inverse kinematics. 5) Walking motion prior.
6) Final textured pre-scan model with the blended pose.

model for automatic rigging. The predicted 3D posture at each frame is applied to the rigged

pre-scan at run-time.

The body model M(θ, β), which is represented in homogeneous coordinates, is specified by the

joint configuration θ and shape parameters β of PCA space S ∈ R4|V |×|β|, and is deformed from the

mean body shape M̂:

M(θ, β) = R(θ)M̂ + R(θ)S(β). (4.7)

R ∈ R4|V |×4|V | is the block diagonal matrix of per-vertex joint transformations. M(θ, β) is fit to

the pre-scan T to estimate the vertex correspondences by minimizing the following energy w.r.t θ

and β:

EM(θ, β) =

|V |∑
i=1

||vi(M(θ, β))− NNi(T)||2F , (4.8)

where || · ||F is the Frobenius matrix norm. Each vertex vi(M(θ, β)) of the model is fit to its

closest compatible nearest neighbor vertex NNi(T). More details regarding the optimization are

given in Pishchulin et al. (2017). Using Equation 4.8, the preprocessing shape parameters β0 with
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bone lengths and pose parameters θ0 are determined for the association between the model and the

pre-scan. β0 and bone lengths are fixed for the entire run-time sequence.

The skeletal joint placements ΘT of the pre-scan T are transferred from the fit joints ΘM(θ0, β0)

of M. Based on the vertex correspondences from Equation 4.8, the skin weights w(vi) =

{w1(vi), ..., w|θ|(vi)} of each model vertex are also transferred to NNi(T). The skin weights

of remaining pre-scan vertices are interpolated from nearby NNi(T). From the transferred joint

structure and skinning weights, the captured skeletal animation can be accordingly applied to the

pre-scan.

At run-time, the pose parameters θt at time t of the body model M(θ0, β0) are estimated from

the 3D joint positions output by the RNN. Specifically, the joint positions form a positional skeleton

using a pre-defined joint structure and pre-defined joint correspondences between the model skeleton

and the positional skeleton. The joint angles θt are estimated from this positional skeleton using

joint-limit-constrained IK (Drexler and Harmati, 2012). To fit the model skeleton to the positional

skeleton, bone lengths of the positional skeleton are adjusted to match the model skeleton. The

rigid-body transformation from the model to the positional skeleton is estimated by minimizing

point-to-point distances of spine and hip joint pairs. The remaining joint angles are estimated using

the constrained IK.

The angular derivative θ̇ of joints are estimated by solving the differential IK:

θ̇ = J#ẋ (4.9)

where ẋ is the change in corresponding joint positions, and J# is the pseudo-inverse of Jacobian

matrix. The joint angle limit is constrained by transforming the angle derivative θ̇ to the transformed

space ż. When zt = zt−1 + żt converges to the joint limit, it regains manipulability by enforcing

zi to move in the other direction (Drexler and Harmati, 2012). This guarantees that θi = T (zi)

is always a valid joint angle. The elbow and knee joint limits are used to prevent anatomically

implausible poses.
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The foot and hand orientations are not included in the positional skeleton, however, which can

result in an IK result that arbitrarily twists the arms and legs. To prevent this, dummy joints are

added at each end effector (hands, feet, and head) to constrain them to valid orientations in IK. The

torso normal direction is set according to these dummy joints. Figure 4.7 shows the joint fitting

result with the joint limits and the orientation constraints.

From the estimated pre-pose θ0, and current pose θt, the pre-scan T is deformed as:

T̂ = θt θ
−1
0 T, (4.10)

where θ−1
0 is the inverse joint transformation of θ0, which moves the pre-scan to the neutral pose of

M, allowing the current pose θt to be applied directly.

4.7 Audio/Video-based Face Reconstruction

To obtain a high-quality 3D model of the user’s face, a similar pipeline is adopted to the

body-modeling approach as shown in Figure 4.8. In the prototype system, two on-device cameras

are used to capture each side of the user’s face. This is in contrast to most work on face reconstruction

that utilizes a single frontal view for face capture. The goal of the setup is to have the cameras

capture adequate views of the face without being obtrusive. Similar to prior live face capture

systems, facial landmarks are detected in the individual views to fit a 3D deformable face model that

incorporates both face shape and expression. The reconstruction quality can be further enhanced by

transferring facial expressions (Sumner and Popović, 2004) from the deformable face model to a

high-quality user model. To compensate for the limited visibility of the face, an audio-driven deep

neural network is employed to enhance the facial expression estimation.

4.7.1 Video-based Face Reconstruction

The video-based face reconstruction pipeline takes as input two synchronized images from

the downward-facing cameras, as well as a pre-scan model of the user’s face. For each captured
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Figure 4.8: Audio/Video-based Face Reconstruction Pipeline.

time instant, 2D landmarks are detected in the two images. Then a deformation of the pre-scan is

computed by minimizing the reprojection error between the face model’s fiducial 3D landmarks and

their corresponding 2D detections.

Pre-scan Fitting. As input to the capture process, a morphable model is fit to the high-quality

face pre-scan. In general, the face model has three sets of parameters: the pose T (global rotation

and translation in relation to the left camera), shape parameters αs, and expression parameters

αe. First, 68 3D landmarks are manually labeled in both the pre-scan and the model, and then the

face pose T is computed through rescaling and fitting these correspondences. Following Cao et al.

(2014b), it is assumed that the pre-scan has a neutral expression αe0 and the shape coefficients αs

are estimated by minimizing

EfPre = ωlmElm + ωdEd + ωregEreg, (4.11)

where the first term Elm penalizes errors in the 3D landmark alignments, the second term Ed relates

to dense vertex matching between model vertices and their nearest neighbor vertices in the pre-scan,

and the final term Ereg regularizes the PCA coefficients αs. The full method and objectives used

for shape parameter optimization are described in Cao et al. (2014b). In the formulation, ωlm = 1,

ωd = 2, and ωreg = 1 are used respectively.
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Detecting 2D Landmarks. To compute the face model parameters for the user at a given time

instant, 2D facial landmark detection is performed first from the side images. The problem of 2D

facial landmark localization for frontal face images has largely been solved (Cao et al., 2014c,a;

Xiong and De la Torre, 2013; Zhu et al., 2016; Bulat and Tzimiropoulos, 2017). However, these

methods fail for the profile and oblique views that occur in the egocentric side image views. Bulat

and Tzimiropoulos (2017) have shown good performance on significantly non-frontal 2D and 3D

face alignment in difficult illumination conditions; however, it is found that this method could

not detect landmarks in most of the egocentric images. This neural network is fine-tuned with

new data captured from the egocentric viewpoints and provided a rough bounding box to the face

detector, which greatly improved the detection accuracy. Because the face cameras are fixed in the

prototype headset, determining a reliable bounding box for the face is straightforward. Ground-truth

landmark positions were obtained by applying the detector to a separate front-facing external view,

computing the 3D landmark positions using the approach from Bulat and Tzimiropoulos (2017),

and projecting these points into the face-oriented views using the checkerboard tracking method of

Subsection 4.6.3.

3D Model Fitting. Once the detected 2D facial landmarks are obtained, the low-quality face

mesh is deformed to fit the two side camera images by minimizing the reprojection errors of the

model’s corresponding 3D landmarks. Specifically, for a given time instant, the pose T , shape

αs, and expression αe of the morphable model are optimized to fit the detected 2D landmarks. In

practice, the shape and pose of the face are nearly constant in relation to the viewing cameras;

however, it is found that the egocentric facial capture results improved slightly by optimizing these

values on a per-frame basis.

For each frame, the optimization iteratively minimizes a separate cost function for each parameter

type (pose, shape, and expression). The pose cost function is the sum of errors for the left and right

cameras (indexed as 1 and 2):

Epose =
∑
i∈L1

||yi − Π1 (TVi) ||22 +
∑
j∈L2

||yj − Π2 (MTVj) ||22, (4.12)
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where yi is the i-th detected 2D landmark, Vi is the corresponding labeled vertex, Πc denotes

the projection function of camera c, M is the relative transformation matrix between the two

face-oriented cameras, and Lc denotes the set of visible landmarks in camera c. T is thus optimized

by minimizing the reprojection errors between each yi and the projection of its 3D correspondence

Vi.

With a fixed M , we found that the pose solution sometimes converged to a local minimum,

which led to inaccurate shape and expression parameters. Thus, the M constraint is relaxed by

computing a face pose for each camera separately, and added a term to limit their transformation

matrix to be as close as Tr as possible:

E ′pose =
∑
i∈L1

||yi − Π1(T1Vi)||22 +
∑
j∈L2

||yj − Π2(T2Vj)||22 + ||M ′ −M ||22, (4.13)

where T1 and T2 are camera-specific face pose estimates, and M ′ = T2T
−1
1 . After optimization,

T := T1 is set.

Having computed the pose matrix T , the shape and then expression parameters are independently

optimized. For the shape parameters, which are initialized according to the pre-scan, the cost

function is

Eshape = wlEl + wsparseEsparse + wsymEsym + wsmoothEsmooth. (4.14)

The first term is similar to the pose cost function, minimizing reprojection error of the corresponding

2D and 3D landmarks:

El =
∑
i∈L1

||yi − ΠKT (V̄ + Asαs)i||22 +
∑
j∈L2

||yj − ΠKTrT (V̄ + Asαs)j||22, (4.15)

where V̄ is the base shape of the morphable model, and As is the model’s shape basis matrix. The

subscript i denotes the ith deformed vertex.
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The second term is a regularizing term to constrain the number of active shape parameters:

Esparse =
Ns∑
i=1

|αis|, (4.16)

where Ns is the total number of shape parameters.

The third term enforces vertical symmetry for each left face landmark i with a corresponding

right face landmark j:

Esym =
∑
(i,j)

∣∣∣(V̄ + Asαs)i − (V̄ + Asαs)j

∣∣∣2
y
, (4.17)

where | · |y is the distance measured only in the y direction.

The final term smoothes the parameters for consecutive frames:

Esmooth =
Ns∑
i=1

||αts − 2 · αt−1
s + αt−2

s ||22 (4.18)

where αts denotes the frame index for the current frame.

Once the shape parameters have been estimated, the fitting of expression parameters αe

is repeated using the same terms as Equation 4.14, and incorporating the shape estimate for

Equation 4.15 and Equation 4.17. wl = 1, wsp = 4, wsy = 1, wsm = 1.5 are selected for the shape

cost function and wl = 1, wsp = 6, wsy = 1, wsm = 0.8 are for the expression cost function, with

αe initialized to zero each frame. Figure 4.15 shows the results of 3D face fitting. For each frame,

the fitted parametric model is transferred back to the high-quality pre-scanned user model using the

approach from Sumner and Popović (2004).

4.7.2 Audio Enhancement for Face Reconstruction

Full-face reconstruction relying solely on egocentric views is challenging due to the oblique

viewing angles. For example, the model expression parameters are highly influenced by small

errors in the landmark detections for the mouth, yet the mouth is only partially visible in each
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Figure 4.9: Two video/audio-based fitting results. The first column shows the original image
captured by the right-side camera, and the second and third columns respectively show reconstruction
results using only video or audio. The last column shows the final result of combining video and
audio. The top row shows a result where the face is unoccluded; in this case, the combined result
closely matches the video-only result. The second row demonstrates the contribution of audio-based
capture when the face is partially occluded.
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view. Moreover, video-based reconstruction is hindered if the face is (partially) occluded (e.g.,

see the bottom example in Figure 4.9). These problems can be addressed by augmenting the

face reconstruction with geometry derived from the captured audio. Liu et al. (2015) presented a

real-time facial tracking and animation approach that uses audio data to augment reconstruction

from a single RGB-D camera. This neural network-based approach is adapted for the egocentric

scenario.

Network Training. First, the video-based expression parameters αe are computed as ground

truth from front-facing videos with audio. Then, the corresponding audio features are extracted

following Karras et al. (2017). For every video frame, a 520ms audio window is used; it consists

of 64 overlapping audio frames, each 16ms in length. Audio features consisting of 32 Linear

Predictive Coding (LPC) coefficients are calculated for every audio frame. Thus, the input features

for each audio window is a 64× 32 image, which serves as the input to the neural network.

A modified VGG-16 network architecture from Simonyan and Zisserman (2015) is used. The

last 6 convolutional layers and 2 pooling layers are dropped for small-sized input signals, and the

output size of the last fully-connected layer is set to 16, which corresponds to the first 16 expression

coefficients. A weight ωae is also inferred for every time instant, representing the confidence of the

audio result, as follows. Silent frames in the data are first detected by checking the 600 ms window

around each time instant. If all converted wave values in the window are below a threshold, it is

called a silent frame. Non-silent frames are assigned a “full-audio” weight ωae = 1, and for silent

frames, ωae is determined by the length of time to the nearest non-silent frame.

4.7.3 Combining Video and Audio

Similar to Liu et al. (2015), the audio-estimated expression parameters αae and the video

parameters αve are combined to compute the final frame parameters αe:

Aeαe = WAeα
a
e + (I −W )Aeα

v
e , (4.19)
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Figure 4.10: Face re-targeting result. The two left images show the input deformed face model
and the re-targeted face part of the pre-scan, respectively. The face vertices of the body model are
replaced by their deformed counterparts, as shown in the right image.

where W ∈ R3N×3N is a diagonal weighting matrix, and N is the number of vertices in the

morphable model. Differently from Liu et al. (2015), a weight map around the mouth landmarks

is computed and multiply it with weights inferred from the audio neural network ωae as the final

weights of every vertex. During the combination step, occlusion of the mouth is also considered. If

the landmarks detection result has a large difference between two consecutive frames around the

mouth, the video-based mouth weights are negated, relying strictly on audio for that region. The

result of combining video and audio is shown in Figure 4.9.

4.7.4 Facial Motion Re-targeting

During capture, pose, shape, and expression coefficients of the 3D morphable face model are

estimated as in the previous subsection. For visualization, a method is required to deform the

pre-scan face mesh according to this transformation. Because the face part of the pre-scan is not

rigged, a deformation transfer (Sumner and Popović, 2004) from the face model to the pre-scan

is employed. It minimizes the differences of the corresponding triangle deformations between the

face-model mesh and the pre-scan mesh (first and second images in Figure 4.10, respectively).

Let S be the face-model mesh after shape-based alignment to the pre-scan; denote its 3D vertices

as {s1 . . . , sn} and its triangles as {(a1, b1, c1), . . . , (am, bm, cm)}, where the (aj, bj, cj) indexes
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three vertices. Let S̃ denote the deformed face-model mesh using the estimated coefficients for a

given frame; it has vertices {s̃i} and the same triangles as S.

As outlined in Sumner and Popović (2004), the affine transformation for a triangle j in S to its

corresponding triangle in S̃ can be defined as Qj = ẼjEj
−1. Here, Ej ∈ R3×3 is the edge matrix

for triangle j, defined as

Ej = [(sbj − saj) (scj − saj) nj], (4.20)

where nj is the unit normal for the triangle. Ẽj is similarly defined.

Now, the pre-scan mesh T is deformed into a new mesh T̃ in a manner similar to the

transformation of S into S̃. Assume, for the moment, that for each triangle j in S, the corresponding

triangle ` in T is known. (It will be explained how to obtain these correspondences below.)

Using deformation transfer, it is optimized for the vertices {t̃k} of T̃ by encouraging the affine

transformations {Q′`} of the triangles of T to match their counterparts {Qj} of S:

min
t̃

∑
(j,`)∈C

||Qj −Q′`||2F , (4.21)

where C is the set of triangle correspondences, and || · ||F denotes the Frobenius matrix norm.

Computing triangle correspondences. The correspondences between the triangles of S and

T are computed in a pre-processing step that first aligns the 3D landmarks S with T while

encouraging smoothness of the triangle deformations of S. Once this alignment is achieved,

triangle correspondences are obtained based on nearest neighbors. The landmark correspondences

in this section are the same as those used for the initial landmark-based model fitting.

Specifically, consider aligning the landmarks of S and T by deforming the vertices of S. In a

slight abuse of earlier notation, the vertices of S̃ are optimized so that they match T:

Elm({s̃i}) =
∑

(i,k)∈L

||s̃i − tk||22, (4.22)
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where L is the set of corresponding landmark-vertex-index pairs for the two meshes.

Equation 4.22 needs to be regularized to ensure smooth triangle deformations of S into S̃. To do

this, the neighborhoods of the triangles in S are considered, such that their deformation is similar:

Ene({s̃i}) =
m∑
j=1

∑
r∈adj(j)

||Qj −Qr||2F , (4.23)

where adj(j) denotes the set of triangles sharing an edge with triangle j in S, and m is the total

number of triangles in S.

Additionally, to avoid over-fitting, the presence of strong deformations is penalized for each

triangle:

Eid({s̃i}) =
m∑
j=1

||Qj − I||2F , (4.24)

where I is the identity transformation.

The final cost function for the fit is the sum of Equation 4.22-Equation 4.24:

E({s̃i}) = Elm({s̃i}) + Ene({s̃i}) + Eid({s̃i}) (4.25)

Figure 4.10 shows an example of the re-targeting result for the face.

4.8 Device Tracking and Environment Reconstruction

The headset device is fitted with four outward-facing cameras that serve to track the motion of

the wearer within their environment while simultaneously reconstructing their surroundings. This

reconstruction capability is an important component for the overall capture scenario: the wearer’s

environment provides context for remote observers and greatly contributes to their sense of “being

there.” While device tracking is ultimately necessary for the system as a motion capture unit, the

external reconstruction endows the device with the ability for content capture.
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In the prototype system, environment capture is performed using four synchronized views

on the sides and back of the wearer’s head, and processing is performed offline. From this

multi-view imagery, the motion of the camera rig is estimated simultaneously with reconstructing the

environment using COLMAP for incremental SfM (Schonberger and Frahm, 2016) and multi-view

stereo (MVS) (Schönberger et al., 2016). The process of SfM has three stages: feature extraction for

individual images, feature matching between image pairs, and reconstruction. During reconstruction,

images are iteratively registered to each other based on their feature correspondences; here,

registration involves computing the rotation and translation of the image relative to the environment,

as well as 3D scene points for the individual image features. Since the camera rig is pre-calibrated

for both intrinsics and local extrinsics, a to-scale registration of the cameras to the scene can be

obtained via SfM in an unsupervised fashion. Given these camera registrations, MVS is used to

estimate a dense (pixel-wise) depth map for each image, and then depth-map fusion and subsequent

surface meshing (Kazhdan and Hoppe, 2013) are employed to obtain the final environment model.

The outcome of this offline processing is a textured 3D mesh depicting the user’s environment,

as well as information about where the user was standing and where they were looking relative to

the environment at each time-point in the capture. When visualizing the capture in, e.g., virtual

reality, this information is directly used to place the animated reconstructed body model within the

virtual environment.

4.9 Integration

The resulting face, body, and environment reconstructions are integrated to compose the entire

scene (Figure 4.11). First, the face vertices in the body pre-scan are replaced using Equation 4.21.

Then, the pre-scan is deformed using Equation 4.10. The deformed pre-scan T̂local in model space

is localized to the environment coordinates using the estimated headset pose Ct ∈ R4×4 at time t.

T̂global = Ct

R−1
M R−1

M Jhead

0 1

 T̂local, (4.26)
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Figure 4.11: Integration result. The deformed pre-scan is placed into the reconstructed environment
using headset tracking. The entire path of the tracked headset is shown in red.

where RM is the rotation of the body model estimated during the skeleton alignment in Subsection 4.6.4

and Jhead is the head joint position. [R−1
M |R

−1
M Jhead] reorients the pre-scan to its head joint at the

origin in local space.

Because the feet are often occluded in the downward-facing views, the leg motions of the wearer

are rarely detected. The feet are modeled in 3D as located on the ground, exactly below the knees in

Subsection 4.6.2. To compensate for this, a motion prior is added to the pre-scan deformation based

on the norm of average velocity Vt = ||d/∆t|| of head-track displacement d. Specifically, a separate

walking motion pose sequence {θwalk,t} is captured, including two full strides of an individual. This

step sequence is looped continuously throughout the capture sequence. For a given frame t, the

refined pose θ̂t is estimated as,

θ̂t = αt θwalk, t + (1− αt) θt ; αt = min(Vt, 1). (4.27)
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Table 4.1: Egocentric Human Pose Dataset, in number of synchronized frames. The train data
consists of 6 sequences collected using 6 external cameras in a capture studio described in
Subsection 4.6.3

Train Data Size Test Data Size Indoor Data Size Outdoor Data Size

Frames 32,896 3,010 1,760 1,250

The blended pose θ̂t is controlled by velocity Vt. When the user moves quickly, the influence of the

walking motion increases. When the user stops walking, the motion becomes negligible. Figure 4.7

shows a result of the pose blending.

4.10 Results

In this section, the results for the body pose and facial expression estimation pipelines are

presented. Additionally, a possible use case for the system in this chapter is showcased: virtual

tours of a remote place (indoors and outdoors), with the wearer of the device acting as a tour guide.

None of the existing datasets were directly suitable for training and evaluation using the prototype

headset introduced in this chapter since they lacked egocentric video data with similar viewpoints

for both face and body observations. To evaluate the body pose and facial expression estimation

approaches discussed in this chapter, we collected 6 sequences using 6 external cameras for training

(32k frames) and 2 sequences for evaluation (3k frames) with users wearing the prototype headset.

The ground truth full-body 3D joints were acquired using multiple fixed cameras in a capture studio

as described in Subsection 4.6.3. The summary of the dataset is shown in Table 4.1.

4.10.1 Results for Body Visibility Simulation using head-worn egocentric cameras

To explore the head-worn egocentric camera placement, a room-sized environment was simulated

with static objects such a whiteboard, a desk, and chairs. A simulated user was animated over

a 60-second sequence to perform actions such as sitting on a chair, getting up, and writing on

the whiteboard. The egocentric cameras were modeled in a similar configuration as the physical
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Figure 4.12: Environment and body part visibility simulation for head-worn egocentric camera
modeling. (a-d) Temporal visibility heat maps using only head-worn cameras for the static scene
(top) and user’s body (bottom). (e) Color coding heat map for (a-d). Surfaces are colored according
to how recently they were visible to one of the head-worn cameras. (f) Time plot of visibility
percentages for several parts of the simulated user’s body.
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prototype, with each simulated camera’s horizontal field of view set to 90◦. The method introduced

by Chabra et al. (2017) was used to model temporal visibility of a surface in the simulation:

vt =


1 if s is visible from at least one camera at time t

1− ∆t
τ

if s is hidden for a time ∆t < τ

0 otherwise
(4.28)

In the analysis, the temporal visibility threshold interval τ is set to 5 seconds for dynamic objects

and to 60 seconds for static objects. The resulting temporal visibility vt is shown in Figure 4.12

as heat maps at 4 different time instants, with the brightest color representing polygons that were

visible most recently. The percentage of visible polygons over time is also shown for the virtual

person’s body. The noticeable drop in visibility around time t = 30 corresponds to the interval

during which the person was writing on the whiteboard, remaining relatively motionless.

The simulation results indicate that with the specified egocentric camera arrangement, most of

the dynamic scene is visible to at least one camera within reasonable visibility threshold intervals,

which provides confidence that the reconstruction approach can successfully reconstruct a near-static

environment. However, the results of this simulation led us to use larger FoV lenses for body and

face capture in the physical prototype (120 degrees horizontal) than in the simulation (90 degrees

horizontal), and smaller FoV lenses for environment capture (62 instead of 90 degrees).

4.10.2 Results for Body Pose Estimation

In addition to qualitatively evaluating the body pose estimation on demo data, qualitative and

quantitative analyses are provided on a validation dataset that was captured in the same environment

as the training dataset in Table 4.1, independently but using similar motions. Figure 4.13 shows

results for the 2D joint detection and 3D pose estimation on two typical poses from the validation

dataset: walking and sitting while gesticulating. Qualitatively, the results exhibit satisfactory

alignment with the ground truth. In Figure 4.14, qualitative results are shown for the 2D joint
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Figure 4.13: Example 2D and 3D pose estimation results on the validation dataset. Red points and
lines show the ground-truth joints positions and skeleton in the images, while those in green are the
prediction results. Left: Sitting pose. Right: Walking pose. In each image, the background and shirt
color have been synthetically augmented.

Figure 4.14: Example 2D and 3D pose estimation results for the outdoor (left) and indoor (right)
video tour scenes. Green points and lines show the predicted skeleton. Note that the mis-predicted
right arm in the right image is corrected in 3D using the introduced RNN.
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Table 4.2: 2D and 3D joint estimation errors for the method introduced in this chapter. 2D: Mean
and standard deviation pixel errors for detected 2D joints. 3D: Mean 3D distance (in cm) between
the ground-truth and predicted joint positions for two-view triangulation from the body cameras
(Tri.) and the introduced recurrent approach (RNN). Notation: Shoulder (S), elbow (E), wrist (W),
hip (H), and knee (K). R/L: Right/left joint.

RS RE RW LS LE LW RH RK LH LK

2D (px)
Avg 11 5.9 7.1 11 7.9 8.5 4.5 7.1 4.5 5.9

Std 12 7.4 12 12 8.5 14 4.5 11 3.8 9.1

3D (cm)
Tri. 5.9 3.4 4.0 6.2 3.7 6.2 3.7 6.1 3.6 5.9

RNN 3.7 2.9 3.3 4.3 3.0 4.7 2.1 4.0 2.0 3.9

detection and 3D pose estimation on the demo test dataset in both outdoor and indoor scenes in

Table 4.1. The indoor result shows an example that a reasonable 3D pose can be obtained despite

imperfect 2D detections (right arm in the right image).

Table 4.2 provides a quantitative analysis for the validation dataset, including 2D errors in

joint detection and 3D errors in joint position estimation. For 2D detections, mean and standard

deviation errors in pixels are reported. The input images are 640×480 px. Skewed error distributions

are generally observed with the majority of detections closer to the ground truth than the mean.

Sporadic large detection errors arise from false-positive maxima in the belief maps output by the

CPM. These detection errors are typically corrected during the subsequent 3D prediction and motion

smoothing. Regarding 3D skeleton errors, the performance of two methods is evaluated: 1) simple

two-view triangulation using the known relative calibration of the downward-facing views, and 2)

the introduced RNN approach. The RNN approach has lower positional error for all joints, with

average validation errors between 2cm and 4.7cm in Table 4.2. The result compares favorably to

EgoCap (Rhodin et al., 2016), the existing system most similar to the system presented in this

chapter, for which average 3D joint position errors of 7 ± 1cm were reported. These averages

roughly follow the general visibility of the joints in each view, with the hips and elbows having the

lowest errors.

69



Figure 4.15: 2D face landmark detection and 3D facial fitting. White points in the first column show
the 66 2D landmarks of the indoor image (top) and the outdoor image (bottom) respectively. The
second column shows the mesh fitting visualization with all mesh vertices (green) projected into the
images.

4.10.3 Results for Face Reconstruction

The top row of Figure 4.15 shows the face landmark detection and model fitting results for

both indoor and outdoor illuminations. The face model has 66 total landmarks. Due to the limited

visibility in each view, the 10 midline landmarks and the 28 additional landmarks are detected for

each half of the face.

To quantitatively evaluate the face reconstruction result, the distances are computed between

all 66 2D and projected 3D landmarks for the complete set of frames in the indoor and outdoor

virtual tour capture data in Table 4.1. The alternating pose, shape, and expression optimization run

for 5 iterations. Over all frames for both views, the RMS error decreases from an average initial

value of 16.38 px to an average final value of 3.57 px. To visualize the 3D fitting, the projection
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Figure 4.16: Four frames from the indoor section of virtual tour.

of the corresponding mesh onto the input imagery is shown in Figure 4.15. It is observed that the

projection fits the entire face accurately, including the neck and the ears.

Figure 4.9 provides two examples to demonstrate the final reconstruction result of combining

video and audio. The first column shows the original image captured by the side cameras; the

second and third columns show separately the reconstruction results from video and audio. The

final column shows the final result of combining video and audio. The audio result in the first row

is unreliable due to silence and is ignored in the combined result. In the second row, the mouth is

occluded, causing an unreliable video result, but the audio provides a plausible mouth shape in the

combined result.
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Figure 4.17: Outdoor Virtual Tour. (Top Left) External view of tour Guide. (Top Right) External
view of visitor. (Center) Reconstruction at the visitor’s point of view.

4.10.4 Application: Virtual Tour

To demonstrate the potential of the system for ego-capture scenarios, the headset device is

used to record a short VR tour of the UNC Department of Computer Science. Acting as a tour

guide, the wearer moves around the capture space and describes her surroundings. The system

then reconstructs the wearer’s motions and environment, creating a dynamic 3D representation that

remote users can experience in VR, as if they were getting an in-person tour. Figure 4.16 shows

example frames from the indoor portion of the tour, and a view of the outdoor portion is shown in

Figure 4.17.

For real-time visualization, the animated sequence of per-frame body poses is built into an

Alembic geometry cache (Alembic, 2010) using Autodesk Maya 2018, which is then represented

as an animated non-skeletal 3D mesh in Unreal Engine 4. The viewer wearing the head-mounted

display is provided controller-based locomotion in addition to physical locomotion to walk with

the reconstructed tour guide in a reconstructed virtual environment that is larger than the available

physical environment.
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Figure 4.18: 2D and 3D pose estimation result where the left wrist cannot be seen from the right-side
camera, and the knees are barely visible in either camera. Such a situation can result in large errors
for the system: the 3D error of the left wrist is 10.13cm, while the error of the right wrist is 2.94cm.

4.11 Conclusion and Future Work

This chapter presented the egocentric 3D capture of an individual and their environment without

relying on any instrumented environment but relying only on cameras and sensors worn by the

individual. This approach allows for the reconstruction and communication of experiences from any

location, indoors or out. With a vision of the fully mobile capture systems of tomorrow, I outlined

the key technological advances necessary for capturing the wearer’s body pose, facial expression,

and limbs—entirely from near-body views—and I also showed how the surrounding environment

could be reconstructed using outward-facing views, which enables completely egocentric content

capture. The results demonstrate workable methods that leverage state-of-the-art machine learning

approaches to overcome the profound problems of poor visibility for body capture from head-worn

cameras.

One limitation of this system is that it captures the raw data in real time and processes it offline.

This inspired us to try to develop techniques accelerating to real time for the interaction between

people in two different places as well as integrating the capture and processing components of

the system into a wearable package, e.g., a backpack connected to the headset, in order to allow

telepresence-type interactions. These results are described in Chapter 5.

A key limitation in pose estimation is that the approach is user-specific. This also inspired us

to train the neural network with data from multiple users and increase the amount of variation in
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training data to make the approach more broadly applicable. For example, improving train data

generalization can improve the detection of unseen joints, such as the left arm in Figure 4.18 or

the ankles. Another limitation is the accuracy for pose estimation for legs is significantly worse

when the leg joints are occluded. This also inspired us to add body-worn inertial sensors to be better

reconstructed. This result is described in Chapter 5.

With respect to device tracking and environment reconstruction, the main direction for next

work is to reconstruct dynamic environments. Adding front-facing external cameras would improve

observations of moving objects as well as user comfort since it is easier for the user to know what

parts of the environment have been captured when those views line up with their line of sight.

To improve VR visualization of the environment reconstruction, exploring meshing techniques

extracting a mesh from point clouds is also encouraging to obtain better 3D environment mesh.

The user reconstruction part of the system also offers directions for research. The body

re-targeting technique uses a body model with limited degrees of freedom in motions. Employing a

recent body model such as SMPL (Loper et al., 2015) or SMPLX (Romero et al., 2017) can be used

to obtain more natural body movements with more degrees of freedom in motions. Similarly, the

face re-targeting approach uses deformation transfer, which results in limited facial expressions.

Using a rigged face model can yield more-natural-looking facial animations. Another research

direction is to fully model hand and finger motions and enable capture and reconstruction of arbitrary

objects being carried or manipulated. Finally, it is also can be explored using mirrors to allow

reconstruction of the user’s body model directly from images captured using the headset-mounted

cameras, rather than requiring a separate body pre-scan process.
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CHAPTER 5: MOBILE HUMAN MOTION RECONSTRUCTION USING ONLY
EYEGLASSES-MOUNTED CAMERAS AND A FEW BODY-WORN INERTIAL

SENSORS

Toward a convenient telepresence system available to users anywhere, anytime, mobile 3D

capture systems require displays and sensors embedded in commonly worn items such as eyeglasses,

wristwatches, and shoes. To this end, this chapter describes a learning-based method for egocentric

human pose estimation using only eyeglasses-mounted cameras and sparse body-worn inertial

sensors worn on the wrists and ankles for widespread acceptability. The method in this chapter

overcomes challenges such as inconsistent limb visibility in eyeglasses form factor views and pose

ambiguity due to a small number of IMUs by learning the visibility-awareness of joints and the

temporal correlations between instrumented and non-instrumented body parts. The experimental

results demonstrate the system by reconstructing various human body movements and show that

the learning-based visual-inertial fusion method for 3D pose estimation, which runs in real time,

outperforms both visual-only and inertial-only approaches.

This chapter is based mainly on “Mobile, Egocentric Human Body Motion Reconstruction

Using Only Eyeglasses-mounted Cameras and a Few Body-worn Inertial Sensors”, Young-Woon

Cha, Husam Shaik, Qian Zhang, Fan Feng, Adrian Ilie, Andrei State, and Henry Fuchs, published

in IEEE Virtual Reality (VR), March, 2021. 1 2

5.1 Introduction

Telepresence enables remote social interaction without physical presence. 3D display greatly

enhances the sense of presence but requires the ability to fully capture and reconstruct human

1Cha et al. (2021)
2A Best Conference Paper Award: https://ieeevr.org/2021/awards/conference-awards Accessed:
2021-06-01
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subjects as well as their environment. I expect 3D capture of user experiences to become a feature

of common head-worn devices with the form factor of conventional eyeglasses to be worn all day

like ordinary eyeglasses. With widely available wearable technology embedded in commonly worn

accessories (cameras in eyeglasses, IMUs in wristwatches and shoes), a mobile 3D acquisition and

display system such as the one in Figure 5.1 (right) will enable 3D telepresence. Inspired by the

success and to overcome the limitation of the system described in Chapter 4, this chapter introduces

approaches for better limb pose estimation and for real-time capability to enable interaction between

remote participants.

One of the challenges of targeting an eyeglass-frame form factor is that the user’s limb motions

are frequently unobservable by the cameras due to occlusion, or to being outside of the camera

views, as illustrated in Figure 5.2 and Figure 5.3. This problem makes many prior pose estimation

methods inapplicable to situations. For example, per-frame visual 3D pose estimation methods can

produce unreliable estimates for occluded joints (Cheng et al., 2019) due to incomplete visibility.

Similarly, while human performance capture approaches that use external cameras have achieved

high accuracy and real-time performance (Habermann et al., 2019; Xiang et al., 2019; Kocabas

et al., 2020; Habermann et al., 2020), they require all joints to be visible. Joint heatmap estimation

methods (Cao et al., 2019; Newell et al., 2016; Zhang et al., 2019) are also unable to handle the

joints that are outside the image because they cannot be labeled within the 2D heatmap. Extending

the heatmap size by padding the boundary is likely to generate high 3D joint errors due to the

high distortion of wide-FoV or fisheye lenses. Finally, prior egocentric capture headgear (Rhodin

et al., 2016; Cha et al., 2018; Xu et al., 2019; Tome et al., 2019) featured cameras mounted farther

away from the face; while they offer better body and limb visibility, they are obtrusive and thus

unacceptable for daily use.

Another challenge is reducing the number of IMU sensors for widespread acceptability. Prior

visual-inertial fusion approaches for 3D pose estimation (Von Marcard et al., 2016; Malleson et al.,

2017; von Marcard et al., 2018) require more than 10 body-worn sensors, a number unlikely to

be accepted for general use, even with miniaturization. Reducing that number results in pose
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Figure 5.1: Mobile, egocentric real-time body motion capture system using only eyeglasses-mounted
cameras and a few body-worn inertial sensors. Fast body motion reconstructions of indoor and
outdoor user (a), shown in VR (b). Current mobile user (c), and future vision (d) depicting
casual everyday use of streamlined system with miniaturized cameras embedded in the frames of
wide-field-of-view AR eyeglasses, and IMUs on wrists and in shoes.
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ambiguities and lower accuracy for non-instrumented body parts (Tautges et al., 2011; von Marcard

et al., 2017; Huang et al., 2018). For example, a knee raise cannot be reliably distinguished from a

standing pose, as the IMU data is insufficient for inferring thigh orientation if no sensor is worn on

it.

This chapter presents a wearable 3D acquisition system for real-time 3D mobile telepresence

relying only on eyeglass-frame-mounted cameras and IMUs on wrists and ankles. This approach

allows for convenient, unobtrusive reconstruction and communication of experiences at any indoor

or outdoor location. To support the vision of such a fully mobile capture system, the wearer’s 3D

body pose is captured using learning-based visual-inertial sensor fusion. Unlike methods that rely

on instrumented environments (Habermann et al., 2019; Yu et al., 2019), this enables completely

self-contained egocentric content capture and overcomes inconsistent limb visibility, as well as

IMU pose ambiguity caused by sparse IMUs.

The approach consists of three components that allow visual and inertial measurements to

complement each other when tracking joints. First, a visibility-aware visual 3D pose network

estimates visible 3D joints while suppressing unreliably detected occluded joints. Second, an

online IMU offset calibration method improves the inertial measurements by aligning the visual

and inertial bone orientations, over time, for forearms and lower legs with attached IMUs. Third, a

visual-inertial 3D pose network estimates the poses of upper arms and thighs without IMUs by using

a sequence of inertial measurements of the corresponding lower bones, as well as visual detection

of the upper bones in previous frames. At each instant, the estimated body pose is re-targeted to a

human surface model, resulting in a high-fidelity reconstruction of the user. The full-body pose,

including 3D joint locations as well as 3D bone orientations, is estimated continuously and kept

temporally coherent, even when some joints are out of image or occluded.

The system presented in this chapter is demonstrated on reconstructions of various human body

movements in a remotely assisted physical therapy scenario, and its mobile capability is shown in an

outdoor scenario. For training and evaluation, a new large-scale egocentric visual-inertial 3D human

pose dataset is collected. None of the existing datasets includes occlusion, out-of-image labels in
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egocentric views, and densely worn inertial sensors. The collected dataset is made publicly available

at EgoVIP Dataset (2021). In experiments, the learning-based visual-inertial fusion method runs in

real time, at 30 Hz, on a standard PC and outperforms both visual-only and inertial-only approaches,

showing significant improvements in out-of-image and self-occlusion situations.

The main contributions are:

• The first egocentric 3D human pose estimation approach that can handle both sparse visibility

and sparse inertial sensors.

• A working, standalone, proof-of-concept prototype in an eyeglasses form factor for mobile

capture and real-time body motion estimation.

• The first egocentric human motion dataset that includes multiple views with joint visibility

information as well as inertial measurements.

5.2 Related Work

5.2.1 Body Reconstruction

Deformable body model-based surface estimation has been a focus in computer vision (Loper

et al., 2015). Estimation of model parameters approximates the human surface in conjunction with

visual pose estimation (Bogo et al., 2016), by estimating dense correspondences between the body

model and imagery (Alp Güler et al., 2018), or by direct volumetric inference (Varol et al., 2018).

Recent work shows advances in real-time performance by using temporal poses (Kocabas et al.,

2020), as well as face and hand poses (Xiang et al., 2019). High-fidelity geometry can also be

estimated by fitting image silhouettes (Habermann et al., 2019), or by cloth simulation (Yu et al.,

2019). These approaches require full-body visibility in external camera views to be able to fit

full-body shapes and poses. In egocentric views, however, body parts are often invisible.
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5.2.2 Visual Pose Estimation

Recent advances in learning-based approaches for deep neural networks have shown significant

improvements in accuracy when used for pose estimation. 2D joint heatmap-based estimation

has been successful using Convolutional Neural Network (CNN) architectures (Wei et al., 2016;

Cao et al., 2019; Newell et al., 2016; Zhang et al., 2019). CNN-based 3D joint estimations also

have shown significant accuracy in real time for a single outside-in looking view (Mehta et al.,

2017b, 2018, 2020). Human pose constraints (Dabral et al., 2018; Sun et al., 2018) and occlusion

information (Cheng et al., 2019) have been incorporated during training. In the case of continuous

human motions over time, Recurrent Neural Network (RNN)-based pose estimations have shown

promising results for a sequence of motion predictions (Villegas et al., 2017; Butepage et al., 2017;

Martinez et al., 2017). These approaches estimate joint locations, but 3D bone orientation estimation

is still an open problem when using only visual information to estimate a full-body pose.

5.2.3 Visual Egocentric Pose Estimation

High-quality reconstruction from egocentric data captured by body-worn cameras remains a

challenge, requiring reconstruction methods that operate in arbitrary, uninstrumented environments.

Outside-looking-in camera-based human pose estimation methods are not directly applicable to

egocentric views of the body.

Prior egocentric motion capture approaches in Subsection 4.2.4 exploited egocentric, body-worn

cameras for 3D pose estimation of certain parts of the body. However, without direct observation of

the body, the pose estimation accuracy is limited.

Significant improvements in egocentric full-body pose estimation have been made using

downward-looking stereo head-worn views (Rhodin et al., 2016; Cha et al., 2018) or learning-based

approaches using a single head-worn camera view (Xu et al., 2019; Tome et al., 2019) discussed in

Subsection 4.2.4, which enable improved views of the wearer’s body with wide-FoV cameras. The

approaches using downward near-body views, however, have yet to fully address the challenges of
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self-occlusion and out-of-view joints, which need to be resolved in order to estimate a full-body

pose of the wearer solely from body-worn cameras.

5.2.4 Inertial Pose Estimation

Human pose estimation can also be performed using body-worn inertial measurement units

(IMUs). IMUs can capture fast motions (Malleson et al., 2017) and track body parts that might be

occluded in camera views, but they suffer from measurement noise and drift over time, and require

careful calibration for the initial pose.

Even with miniaturization of sensors, using a relatively large number of worn sensors is unlikely

to be widely accepted. To increase acceptability, recent approaches have attempted to reduce the

number of IMUs to a sparse set by employing temporal orientations and accelerations (Tautges

et al., 2011; von Marcard et al., 2017; Huang et al., 2018). The IMUs are worn only on forearm

and lower leg; the missing upper arm and thigh orientations are estimated by assuming that the

temporal motions of lower and upper bones are highly correlated. Inference results are promising

but suffer from pose ambiguity, as multiple poses can be possible with similar measurements. This

issue is addressed only partially by using more temporal measurements such as future frames or

an entire sequence. To overcome this problem, visual and inertial sensor fusion (Von Marcard

et al., 2016; Malleson et al., 2017; Trumble et al., 2017; von Marcard et al., 2018) leverages

outside-looking-in cameras jointly with IMUs to calculate a 3D body pose. Visual pose estimates

from the outside-looking-in cameras help constrain the possible 3D poses of the inertial sensors, and

alleviate the IMU measurement noise (von Marcard et al., 2018). However, so far these approaches

require complete body visibility, which is seldom achievable from egocentric views.

81



Figure 5.2: (a) Current headset capture prototype. (b) Future eyeglass-form factor design. (c) T-pose
from external viewpoint. (d) T-pose in downward camera, with a worse viewpoint than in prior
egocentric setups (Xu et al., 2019; Tome et al., 2019).
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5.3 Wearable Capture and Egocentric Dataset

5.3.1 Eyeglasses and IMUs Prototype

The system introduced in this chapter aims to develop a fully mobile telepresence system whose

sensors are embedded in commonly worn items such as eyeglasses, wristbands, and shoes. Toward

that end, the prototype here uses cameras in eyeglasses frames and only 4 IMUs (Xsens MTw

Awinda on wrists and ankles). Adding more IMUs (e.g., on the torso, elbows, and knees) improves

the results, but the added inconvenience would considerably reduce acceptability. As shown in

Section 5.5, the combination of multiple cameras, 4 IMUs, and deep learning-based techniques are

sufficient to fill in the “missing” sensor data from elbows and knees.

I envision a headset design (shown in Figure 5.2d) with 4 miniature cameras: 2 downward-looking

cameras placed at the bottom outside corners of the frame to observe the user’s body, and 2

forward-looking cameras placed at the top outside corners of the frame to observe the environment.

Compared to previous egocentric headsets (Rhodin et al., 2016; Cha et al., 2018; Xu et al., 2019;

Tome et al., 2019), the design is more user-friendly but makes the 2 downward-looking viewpoints

significantly more challenging as body parts are frequently out of view or occluded.

Working towards this design, a preliminary prototype was built with available larger cameras

(Toshiba Teli BU505MCF) mounted on a 3D-printed eyeglasses frame, as shown in Figure 5.2a.

Currently only 3 cameras are used; (two 160°FoV downward-looking cameras; one 121°FoV

forward-looking camera).

5.3.2 Egocentric Visual+Inertial Human Pose Dataset

Following the work in egocentric video and IMU-based pose estimation in Subsection 5.2.3

and Subsection 5.2.4, I decided on a learning-based approach to use with the prototype. However,

none of the available egocentric datasets were suitable for training because their viewpoints are

farther away from the user’s face, they contain no visibility information, and they are monocular. I

could not use existing IMU datasets either, as they were lacking accompanying egocentric video
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Figure 5.3: Incomplete body visibility in eyeglass-form factor views. Left column: Selected external
views with reference data from Egocentric Visual+Inertial Human Pose Dataset (Ego-VIP dataset).
Right column: Corresponding head-worn views with labeled visibility information.
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Table 5.1: Egocentric Visual+Inertial Human Pose Dataset (Ego-VIP dataset), in number of frames.

Real Data Size Synthetic Data Size Training Data Size Test Data Size

Visual Dataset 11,822 38,588 50,410 13,213

Inertial Dataset 38,971 350,739 389,710 13,213

data. Consequently, I collected a new human pose dataset with users wearing the prototype headset

in this chapter and 8 body-worn IMUs. The ground truth full-body 3D joints are acquired using

multiple wall-mounted cameras in a capture studio (Cha et al., 2018). I recorded various types of

motions for multiple users, including normal-speed as well as high-speed actions such as walking,

sitting, gesturing, running, and physical therapy. A few examples are shown in Figure 5.3.

I collected 22 sequences for training and 9 sequences for evaluation with 6 human subjects, for

a total of 38k frames of visual+inertial data. The summary of the dataset is shown in Table 5.1.

For the visual training data, 11k real images were uniformly sampled and manually filtered

from the full recording. 38k synthetic images were generated using the body pose from the real

data with the following random augmentations (Xu et al., 2019; Tome et al., 2019): clothing and

background texture, head rotation, and headgear translation. Each joint visibility was estimated

using the z-buffer of the projected body model onto the egocentric image and labeled as visible,

occluded, or outside the FoV. Torso joints (neck, shoulders, and hips) were labeled as visible

regardless of occlusion because they play an essential role as root joints for pose estimation.

The inertial data from the 8 sensors was synchronized with the visual data and calibrated using

the method in Subsection 5.4.4. 38k frames of real IMU data were augmented by mirroring the pose

front-to-back and side-to-side, temporally smoothing pose orientations, and introducing random

acceleration noise.

To the best of my knowledge, this is the first dataset that includes stereo egocentric views with

joint visibility and calibrated inertial data. The joint visibility information is crucial for training

occlusion-aware joint detectors. The collected dataset is made publicly available at EgoVIP Dataset

(2021) to contribute to the community of learning-based egocentric reconstruction.

85



Figure 5.4: 3D Reconstruction Pipeline.

5.4 Egocentric Reconstruction Method

Working toward the goal of fully mobile telepresence, a real-time full-body shape and pose

reconstruction method is devised using only egocentric devices I deem convenient and acceptable

for daily wear: eyeglasses-mounted cameras and a few body-worn IMUs. The available information

from the visual-inertial sensors is too sparse for each sensing modality to estimate the full-body

pose by itself. First, limb motions are frequently occluded by the body or are invisible due to being

outside the camera views. Second, IMUs are worn only on forearms and lower legs, so upper arm

and thigh orientations are missing. To solve this ill-constrained problem, a visibility-aware visual
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Figure 5.5: Bone representation. A bone (forearm) consists of a base joint (elbow) Jp, a tip joint
(wrist) J , and an orientation RS = [sx, sy, sz]. They form a bone transformation T S in the skeleton.
The pose parameter TM in the 3D mesh can be converted into skeleton space using the bind pose
matrix T S0 from the rest pose.

pose network and a temporally-integrated visual and inertial pose network are employed. The 3D

reconstruction pipeline is illustrated in Figure 5.4. It consists of three main stages.

In the first stage, a visibility-aware 3D joint detector network (Subsection 5.4.2) estimates the

3D positions of joints observable in the two egocentric downward views. The detected 3D joints

are transformed to world space (Subsection 5.4.3) using the headset pose estimated via V SLAM

(Sumikura et al., 2019).

In the second stage, the 3D orientations of lower bones (forearms, lower legs) and upper bones

(upper arms, thighs) are estimated using a visual-inertial IMU offset calibrator (Subsection 5.4.4)

and a temporal visual-inertial orientation network (Subsection 5.4.5), respectively.

In the third stage (Subsection 5.4.6), the shape and pose of the parametric body model are

estimated using the estimated full-body 3D joint locations and orientations from the second stage.

5.4.1 3D Body Representation

In this approach, the SMPL parametric body model (Loper et al., 2015) is employed to represent

the body shape and pose. It consists of 10 shape parameters β and 24 · 3 = 72 pose parameters θ,

which deform a triangular mesh M(θ, β) with 6, 480 vertices using linear blend skinning.
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Instead of representing θ as a set of local bone rotations, the equivalent bone representation is

used, which is defined as a set of global transforms TM ∈ R4×4. M is used to denote the body M esh

space and S is used to denote the Skeleton space. In this representation, a bone i is defined by two

connected joints and a transform (Figure 5.5).

The skeletal bone transformation T Si ∈ R4×4 in global space is defined as a convenient way to

represent the pose in the skeleton as:

T Si =

RS
i Jp(i)

0 1

 (5.1)

RS = [sx, sy, sz] ∈ R3×3 is the bone rotation and Jp is the base joint position. The column vectors

of RS form the 3D axes of the bone and the axis sy = R[:,2] represents the bone direction di from

the base (parent) to tip (child) joint:

di =
Ji − Jp(i)
||Ji − Jp(i)||2

(5.2)

The bone direction computed from a rotation is also denoted as:

di = d(Ri) = R
[:,2]
i (5.3)

The pose parameter TMi can be directly computed from T Si as:

TMi = T Si (T Si,0)−1 (5.4)

The bind pose matrix T Si,0 maps the coordinate frames FM 7→ FS , is calculated using the joint

positions in the rest pose of the body model, and updated only when the shape parameters β are

changed. In the rest pose, TMi is the identity matrix.

The joint positions in rest pose J0 are described by the joint regressor J from the shaped vertices.

The body shape β using the unposed joints J0 = (TM)−1(J) is estimated by minimizing Eshape:
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Figure 5.6: Network Structure for the 3D Joint Detector. The Hourglass module outputs joint
heatmaps H and depthmaps D as concatenated channels. H and D are propagated into the next
stage. The regression module outputs 2D coordinates p from confidence maps V normalized by H .
Given a single input image, the 4 stage-network outputs p, D, V , from which 3D joint coordinates
are computed.

Eshape =
K∑
i=1

||(TMi )−1(Ji)− Ji(M0 + Bs(β))||22 + ws||β||22 (5.5)

ws = 0.001 is a weight for the regularization term, and K = 13 is the number of joints. The vertices

are reshaped by the mean shape M0 and the linear blend shapes Bs(β).

5.4.2 Visibility-Aware 3D Joint Detection Network

In visual human pose estimation, occluded joints often lead to erroneous results (Cheng et al.,

2019). When using egocentric images, legs are frequently occluded by the body, and arms can be

out of camera FoV (Xu et al., 2019; Cha et al., 2018). In this subsection, the visibility-aware 3D

joint detection network takes a m ×m egocentric image as input (m = 320) and estimates only

the observable joints while rejecting unreliable joints by incorporating joint visibility information.

The egocentric dataset described in Subsection 5.3.2 is labeled with visibility information, enabling

visibility awareness training. The ground truth (gt ) binary visibility vgt is set to 1 for visible joints

and 0 for invisible (occluded or outside of FoV) joints.
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The Stacked Hourglass architecture (Newell et al., 2016) used in 2D human pose estimation is

extended to a 3D joint estimation network (Figure 5.6). In a head-worn wide-FoV camera image,

lower body joints appear significantly smaller than upper body joints. Instead of using multi-scale

images (Xu et al., 2019), the advantage is taken in that the Hourglass module inherently collects

information across all image scales. ADSNT regression module (Nibali et al., 2018) is also used to

estimate 2D coordinates from heatmaps. This regression module increases computational efficiency,

as heatmaps no longer need to be transferred to the CPU for parsing at runtime.

The Hourglass module infers heatmaps H ∈ R(m/4)×(m/4)×K in the first K channels and inverse

depthmaps D ∈ R(m/4)×(m/4)×K in the last K channels. H are normalized into confidence maps

V by a Softmax layer. V are transformed into 2D coordinates p by the dot product of the X- and

Y -coordinate matrices (Nibali et al., 2018).

The inverse depthmap D is a heatmap containing normalized inverse depth values for joints.

The normalized inverse depth value is defined as,

(dmax − d)/dmax (5.6)

where d is a depth in meters and dmax = 2 is the maximum depth. Distances close to the camera are

assigned higher values, and farther distances are assigned near-zero values (Wang et al., 2018).

Confidence ṽ and depth d are read out at the estimated p = (x, y) coordinate in V and D,

respectively. When confidence ṽ is large enough (ṽ > tv, with tv = 0.05), coordinate p is

considered valid and visibility v is set to 1, otherwise it is set to 0. The raw inverse depth read-out

is transformed back into depth d in meters using Equation 5.6. The 3D joint position is computed

by back-projecting (x, y, d) using the camera calibration matrix. The output of the stage, the

concatenated H and D, are propagated into the next stage as input. 4 stacked stages are used taking

into account both accuracy and speed.

The network is trained to minimize the loss function:

Ljoint net = LDSNT + LV + LD (5.7)
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Given binary visibility vgt for each joint, regression loss LDSNT and depth loss LD are applied for

vgt = 1, and invisibility loss LV is applied for vgt = 0.

The regression loss LDSNT is applied for the confidence maps V and coordinates p with the

ground truth positions pgt and binary visibility vgt as:

LDSNT =
K∑
i=1

vgti · [||p
gt
i − pi||22 + D(Vi||N(pgti , σI2))] (5.8)

N(µ, σ) is a 2D Gaussian map drawn at µ with standard deviation σ (σ = 1 for training). D(·||·) is

the Jensen-Shannon divergence to encourage H to resemble the 2D Gaussian map (Nibali et al.,

2018).

The invisibility loss LV suppresses H to a zero heatmap for invisible joints:

LV =
K∑
i=1

(1− vgti ) · ||Hi||22 (5.9)

The invisibility loss forces the uniform distribution in V , which encourages the confidence value to

be smaller for invisible joints.

The depth loss LD is applied for depthmaps D with ground truth depthmaps Dgt and joint masks

M(pgt) as:

LD =
K∑
i=1

vgti · ||M(pgti , σI2)� (Di −Dgt
i )||22 (5.10)

M(µ, σ) is a 2D binary maskmap drawn at µ with radius σ (set to 1.8 during training), and � is

the Hadamard product. Note that the depthmap is trained only for the interest joint area so that the

outside area is left unchanged to prevent over-fitting, which results in zero depthmap output when

not using the maskmap (Mehta et al., 2017b).

The network is trained in multiple stages. First, the 2D layers are trained on the MPII Human

Pose dataset (Andriluka et al., 2014) to learn low-level texture features. Only the regression loss

LDSNT is used in the training, while visibility is ignored. Then, the network is trained on the dataset
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in Subsection 5.3.2 with the full loss function Ljoint net. Intermediate supervision is applied during

training.

For the right-sided image, the advantage of the symmetry between the two downward-looking

camera views is taken by flipping the image to use the same network as the left image. The output

joint coordinates from the right image are then flipped back. This strategy allows a single network

to be used at training and runtime for both views.

5.4.3 Temporally, Multi-view Consistent Joint Estimation

3D joints are detected in the left and right downward camera views independently and are

reprojected into a single 3D space using the camera calibration matrices. Joints that are not

consistent with their counterparts due to erroneous detection are filtered out such that the results are

both multi-view-consistent and temporally coherent.

First, the raw detection of a joint is filtered out if its bone direction di is temporally inconsistent,

which is defined as a change of more than 30° between frames. Next, the filtered measurements

are used to estimate the multi-view-consistent and temporally-coherent joint position X ∈ R3, by

minimizing the weighted sum:

Econsist joint = Eproj + wdEdep + wlElen + wtEtemp (5.11)

where wd, wl, and wt are non-negative weights. For torso joints including neck, hips, and shoulders,

wd = 1, wl = 0, wt = 10. wd = 2, wl = 2, wt = 1 for arm joints, and wd = 1, wl = 5, wt = 2 for

leg joints.

The projection cost Eproj is defined as:

Eproj =
C∑
c=1

||pc − Pc ·X||22 (5.12)

where C is the number of views, pc is the 2D location measurement in camera image c, and Pc is

camera c’s projection matrix.
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Figure 5.7: Consistent 3D joints. (a) Reference 3D joints. (b) Joint detections from left camera
(top), and right camera (bottom). (c) 3D joints from left camera (blue), and right camera (green).
(d) Joints reconstructed by the method in Subsection 5.4.3. (e) Joints reconstructed using direct
triangulation for comparison.

The depth cost Edep is defined as:

Edep =
C∑
c=1

||dc − T [3,:]
c ·X||22 (5.13)

where dc is the depth measurement in camera c, and T [3,:]
c is the third row of the extrinsic matrix of

camera c.

Bone lengths are maintained over time, starting with the initialization and averaging with new

detection measurements. The initial bone lengths are taken from the body model in its rest pose and

scaled by the ratio between the model and detected spine lengths. The bone length consistency Elen

is measured as:

Elen = ||Xl − ||Xp −X||2||22 (5.14)

where Xp is the parent joint’s position and Xl is the bone length of joint X .

The temporal smoothness cost Etemp is defined as:
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Figure 5.8: Coordinate frame transformations. (a) Rotation of inertial sensor to skeleton space
RSI , indicating the predefined wear pose. (b) IMU rotation offset RW , used to compensate for
misaligned IMUs.

Etemp = ||Xt−1 −X||22 (5.15)

where Xt−1 is the joint position in the previous frame.

The estimated 3D joint positions X in headset space are transformed into joint positions J in

3D world space using the current estimated headset pose acquired via V SLAM (Sumikura et al.,

2019) running in a separate thread at 35 fps.

The entire process, shown in Figure 5.7, results in better reconstruction than when using direct

triangulation, even when joints are detected in both views.

5.4.4 Visual-Inertial Alignment

A human pose can be estimated with body-worn inertial sensors by using the sensor measurements

to track the orientations of the corresponding bones. IMUs are typically calibrated using a specific

initial pose (Von Marcard et al., 2016; von Marcard et al., 2017, 2018; Huang et al., 2018).

Prior methods assume that the sensors are placed accurately at designated poses (positions and

orientations), and that the user assumes the correct body pose in the beginning. However, even

slightly misaligned body-worn IMUs can interfere with visual-inertial consistent pose estimation,

yielding inaccurate results.

94



These inaccuracies can be corrected by estimating an IMU rotation offset RW ∈ R3×3 using

collected samples of visual and inertial pairs of IMU-instrumented bone directions over time. It

represents how much a sensor is offset from the assumed initial orientation of the bone (Figure 5.8b).

The bone rotation RS
t at time step t from Equation 5.1 can be computed for the lower bones

from the IMUs mounted on them as:

RS
t = RW ·RI

t · (RSI)−1 ·RS
0 (5.16)

RI
t is the orientation read from the I nertial sensor at time t, RS

0 is the rotation in rest pose from T S0

in Equation 5.4, and (RSI)−1 maps the coordinate frame FS 7→ FI (Figure 5.8a).

The I nertial lower bone direction dIt is defined as:

dIt = RI
t · (RSI)−1 · d(RS

0 ) (5.17)

d(RS
0 ) indicates the bone direction in the rest pose from Equation 5.3.

The IMU rotation offset RW is updated whenever measurements from the visual detector of

the same bone are available, so that all prior bone directions d(RS
1 ), ..., d(RS

t ) agrees with the

corresponding visual bone directions dV1 , ..., d
V
t from Equation 5.3. Note that RW = I3 when the

sensor is worn in exactly the designated position and orientation. RW can be estimated from a

sequence of V isual dV and I nertial dI directions by solving the least square problem:

min
RW

∑
t

||dVt −RW · dIt ||22 (5.18)

Solving Equation 5.18 for all available (dI , dV ) pairs is computationally intensive. Instead, the

visual-inertial pairs are grouped and RW is updated using the online k-means algorithm described

in Table 5.2 with an online k-d tree structure.

At runtime, a fixed k = 200 number of cluster pairs is maintained in the k-d tree. The sampling

strategy maximizes between-cluster distances, which favors uniform distribution of the clusters and

minimizes the number of colinear samples.
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Table 5.2: Online IMU Rotation Offset Calibration Algorithm.

Input: Inertial direction dI , Visual direction dV

Data: k clusters c = (dIc , d
V
c ) in k-d Tree T ,

cluster cmin ∈ c with minimum nearest neighbor distance (nndist)

Output: IMU rotation offset RW

x← next-sample (dI , dV );

c← nearest(x) in T ;

if dist(x, c) < nndist(cmin) then

c′ ← average(x,c);

replace c with c′ in T ; // (cluster updated)

else

remove cmin from T ;

push x to T ; // (new cluster created)

find new cmin in T ;

end

Update RW from c pairs using Equation 5.18;
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The lower bone orientations RS can always be estimated from RW , regardless of their visibility,

using Equation 5.16.

5.4.5 Temporal Visual-Inertial Orientation Network

Upper arm and thigh orientations can be estimated at every step using a sequence of forearm

and lower leg motions, respectively, under the assumption that the movements of the lower and

upper bones of the same limb are highly correlated (von Marcard et al., 2017; Huang et al., 2018).

However, multiple upper arm or thigh orientations are possible for a single forearm or lower leg

pose (pose ambiguity problem). To overcome this difficulty, the approach in this subsection uses

visual observations of the upper bones when available as well as inertial measurements of the lower

bones. The subscripts i and u are used to distinguish between the sensor-instrumented lower bones

and the uninstrumented upper bones.

The calibrated forearm and lower leg orientations RS
i are computed using the IMU offset matrix

RW
i in Equation 5.16. Similarly, the raw accelerations aIi can be used to compute aSi = RH

i · aIi

using the IMU acceleration offset matrix RH , indicating the H eading reset, a rotation along the up

direction computed from RW .

The un-instrumented upper arm and thigh orientations RS
u are estimated from a sequence of

previous RS
i , aSi for the forearms and lower legs, as well as the availability of visual upper arm

and thigh directions dVu from the visual detector in Subsection 5.4.3, while enforcing the constraint

d(RS
u) = dVu from Equation 5.3. To be invariant to the body direction,RS

i , aSi , and dVu are normalized

with respect to the root joint (hip center) orientation RS
root at time step t (Huang et al., 2018):

RN(t) = (RS
root(t))

−1 ·RS
i (t) (5.19)

aSi → aN , and dVu → dN are similarly normalized. N is used to indicate the Normalized torso

space.

The input feature vector at time t is defined as:
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xt = [rt, ωt, at, vt · dt]T (5.20)

rt denotes [rN1 (t), ..., rN4 (t)]T for 4 input bones. ωt, at, and vt · dt are similarly defined. rNi is the

vectorized RN
i , and ωNi (t) is the angular velocity between RN

i (t) and RN
i (t− 1). The input feature

vector incorporates the lower bone motions represented by rotation, velocity, and acceleration. If

the joints of the upper bone i are provided by the visual detector, its direction dNi is added and its

visibility vi is set to 1. Otherwise, experiments showed that using vi = 0.1−3 and dNi = (1, 1, 1)

yields better performance than setting both to 0. The dimension of xt is (9 + 3 + 3 + 3) · 4 = 72 for

the 4 IMU-instrumented bones (rt, ωt, at) and for the 4 uninstrumented bones (vt · dt).

The output feature vector at time t is defined as:

yt = [ro1(t), ..., ro4(t)]T (5.21)

yt contains the vectorized uninstrumented bone orientations. roi are reshaped to the output orientations

Ro
i (t). The dimension of yt is (9) · 4 = 36 for the 4 upper arm and thigh bones.

The task of the orientation network is to learn a function f : x → yt that predicts the

uninstrumented bone orientations from a sequence of input features x = [xt−n+1, ..., xt]. A

Transformer network is employed, which has been shown to outperform LSTM in many applications

(Vaswani et al., 2017). The input sequence is composed of measurements from the last n = 20

frames (Huang et al., 2018). The network architecture is shown in Figure 5.9.

The network is trained with the following loss function:

Lbone net = ||y − ygt||22 +
4∑
i=1

vgti · acos(d(Ro
i ), d

gt
i ) (5.22)

The orientation loss is measured using the ground truth ygt. d(Ro) represents the output bone

direction computed using Equation 5.3. It is penalized by the ground truth dgt bone direction,

which encourages the output bone direction to be consistent with the visual input bone direction if

provided. The second term is only computed if vgt = 1.
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Figure 5.9: Temporal Visual-Inertial Orientation Network architecture. Using a sequence of
visual-inertial input feature vectors x, the uninstrumented orientations y are estimated. All layers
use dropout 0.2 in training. The numbers in brackets indicate the output dimensions of each layer.
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At run-time, the estimated Ro in normalized torso space are transformed to RS
u in world space

using Equation 5.19.

5.4.6 Deformable Body Model Fitting

The pipeline estimates the full-body shape and pose from the estimated joint positions J and

bone rotations RS in the previous subsections. Unobserved joint positions are recovered using

forward kinematics from RS and the corresponding bone lengths. The body shape is updated by

solving Equation 5.5 using the full-body joint positions J .

The bone rotations RS are further corrected by using the detected visual direction outputs dV

when available. The estimated RS are temporally coherent, but the motion may be over-smoothed

when sudden changes in motion or visibility occur along the edges of the camera images. This issue

can be avoided by fitting bone orientations RS closer to visual directions dV , which encourages a

quicker reaction to changes. The corrected bone rotations R̄S can be estimated if dV are available:

R̄S = Rv2v(d(RS), α · dV + (1− α) · d(RS)) ·RS (5.23)

Rv2v(v1, v2) is the rotation from v1 to v2 vectors, and α = 0.8 at run-time. The joint positions J̄ are

also updated by the forward kinematics using R̄S . The pose parameters TM are estimated by using

R̄S and J̄ in Equation 5.1 and Equation 5.4. The estimated joints J̄ are transferred to the next frame

for the temporally consistent joint estimation in Subsection 5.4.3.

5.5 Results and Evaluation

The 3D pose estimation method described in this chapter is not directly comparable to any

prior methods I am aware of. Outside-looking-in camera-based methods (Mehta et al., 2020; Xiang

et al., 2019; Kocabas et al., 2020; Habermann et al., 2020) require all joints to be visible. Prior

visual+inertial fusion approaches (Malleson et al., 2017; Trumble et al., 2017; von Marcard et al.,

2018) additionally require more than 10 densely-worn IMUs. The method in this chapter uses as
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Table 5.3: Performance of monocular HG3D on the Mo2Cap2 dataset (Xu et al., 2019) showing
mean joint position errors (cm).

Indoor (cm) Outdoor (cm)

3DV’17 (Mehta et al., 2017a) 7.628 9.446

VNect (Mehta et al., 2017b) 9.785 11.375

Mo2Cap2 (Xu et al., 2019) 6.140 8.064

xR-EgoPose (Tome et al., 2019) 4.816 6.019

Monocular HG3D (Hourglass 3D) 8.680 8.823

input stereo head-worn views that almost never capture the entire body, and only 4 inertial sensors

worn on wrists and ankles. The performance of the method, Egocentric Visual+Inertial Poser

(EgoVIP), is compared with the following three baseline approaches:

HG3D (stereo stacked hourglass 3D) is a visual-only method that uses the 3D joint detector in

Subsection 5.4.2 without the visibility awareness term in Equation 5.9 (Newell et al., 2016; Nibali

et al., 2018; Mehta et al., 2017b). It detects both visible and invisible joints, and merges the joints

from the two downward camera views as shown in Subsection 5.4.3 to produce full-body 3D joint

positions. The 3D bone rotations are estimated from the detected joints using the inverse kinematics

(IK) algorithm in Cha et al. (2018). A monocular stacked hourglass 3D is also separately evaluated

on the publicly-available egocentric dataset in Xu et al. (2019) and shows competitive results in

Table 5.3.

DIP is my implementation of Deep Inertial Poser in Huang et al. (2018), an IMU-based method

which uses 6 sensors placed on wrists, ankles, torso, and head. The ground truth values are used for

head and torso orientations and accelerations. DIP is unable to estimate global position of the body;

thus including only limb motions in the comparison. Due to the incapability of DIP, ground truth

body shapes and pre-calibrated inertial measurements are also used. 20 past frames and 5 future

frames are included for DIP, along with the best configuration of the LSTM architecture. In contrast,

the method introduced in this chapter estimates the body shapes and sensor calibrations at run-time

and does not use future frames.
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Table 5.4: Quantitative evaluation on the Ego-VIP dataset as average joint position errors (cm). The
joint poses were evaluated for visible, occluded, and outside-camera-FoV cases. Methods: HG3D =
Stereo Hourglass 3D (2 head-worn views); DIP = Huang et al. (2018) (6 IMUs); EgoVIP = The
method in Chapter 5 (2 head-worn views, 4 IMUs); EgoVIP8 = The extended method in Chapter 5
(2 head-worn views, 8 IMUs). The worst results are shown in bold.

µtotalcm σtotalcm µvisiblecm σvisiblecm µocclusioncm σocclusioncm µoutsidecm σoutsidecm

HG3D 3.69 4.44 2.67 2.81 6.18 5.58 18.34 11.51

DIP 6.06 5.32 4.33 4.31 10.52 6.91 13.66 4.95

EgoVIP (Ch. 5) 3.33 2.49 2.46 1.78 5.60 3.47 5.50 2.96

EgoVIP8 (Ch. 5) 3.17 1.68 2.44 1.31 5.08 2.16 4.50 1.63

Table 5.5: Quantitative evaluation on the Ego-VIP dataset as orientation errors (degrees). The joint
poses were evaluated for visible, occluded, and outside-camera-FoV cases. Methods: HG3D =
Stereo Hourglass 3D (2 head-worn views); DIP = Huang et al. (2018) (6 IMUs); EgoVIP = The
method in Chapter 5 (2 head-worn views, 4 IMUs); EgoVIP8 = The extended method in Chapter 5
(2 head-worn views, 8 IMUs). The worst results are shown in bold.

µtotaldegree σtotaldegree µvisibledegree σvisibledegree µocclusiondegree σocclusiondegree µoutsidedegree σoutsidedegree

HG3D 19.65 16.36 21.86 16.47 16.04 12.38 83.94 19.54

DIP 18.14 11.70 20.05 12.57 15.60 9.93 30.93 11.79

EgoVIP (Ch. 5) 11.28 6.87 10.88 7.00 11.71 6.28 15.42 7.01

EgoVIP8 (Ch. 5) 8.76 4.72 7.74 4.33 9.99 4.99 11.78 4.29

EgoVIP8 is an extended version of the method that uses 8 IMUs worn on wrists, ankles, upper

arms, and thighs. Since actual measurements are available, the temporal orientation network for

upper arm and thigh bone estimation is skipped in Subsection 5.4.5. Instead, the visual-inertial

alignment in Subsection 5.4.4 is applied to all 8 IMUs over time.

To assess the accuracy of the reconstruction results, the system in this chapter is evaluated by

comparing 3D joint position and orientation errors between the estimates and the ground truth.

The results for the Ego-VIP dataset are shown in Table 5.4 and Table 5.5, broken down into three

categories of joints: visible, occluded, and outside FoV. In all categories, the method (EgoVIP) in

this chapter significantly outperforms HG3D and DIP.

HG3D’s accuracy is comparable with the method in this chapter for visible joints, but its position

errors are significantly higher for both occluded and outside-FoV joints. The orientations computed
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Table 5.6: Per-joint average position errors (cm) for the method introduced in this chapter on the
Ego-VIP dataset. The joint poses were evaluated in visible, occluded, and outside-camera-FoV
cases. The worst results are shown in bold.

µtotalcm σtotalcm µvisiblecm σvisiblecm µocclusioncm σocclusioncm µoutsidecm σoutsidecm

Neck 1.29 0.69 1.29 0.69 N/A N/A N/A N/A

Shoulder 1.53 0.84 1.53 0.84 N/A N/A N/A N/A

Hip 2.40 1.37 2.40 1.37 N/A N/A N/A N/A

Elbow 2.34 1.76 2.15 1.28 3.55 2.60 7.08 3.63

Wrist 3.02 2.37 2.74 1.53 4.49 4.30 4.95 2.68

Knee 5.40 3.84 5.56 4.42 5.32 3.25 N/A N/A

Ankle 6.32 3.73 6.53 3.78 6.28 3.60 N/A N/A

Table 5.7: Per-bone average orientation errors (degrees) for the method introduced in this chapter
on the Ego-VIP dataset, using only forearm- and lower-leg IMUs; upper bones (upper arm, thigh)
are estimated. The worst results are shown in bold.

µtotaldegree σtotaldegree µvisibledegree σvisibledegree µocclusiondegree σocclusiondegree µoutsidedegree σoutsidedegree

Upper Arm 12.7 8.5 12.5 8.2 13.1 8.2 25.9 9.7

Thigh 12.4 7.1 15.0 7.9 11.1 6.2 N/A N/A

Forearm 7.4 5.0 7.2 4.7 7.8 5.6 11.7 5.7

Lower Leg 12.5 6.3 12.2 7.3 12.5 6.0 N/A N/A

using IK are significantly less accurate than when acquired from inertial sensors. This comparison

shows that even a few inertial sensors significantly improve pose accuracy in joint positions and

orientations.

DIP shows significantly lower accuracy and higher variance than the method in this chapter

in both position and orientation. This comparison shows that incorporating even sparse visual

information into an IMU-based method significantly stabilizes the temporal accuracy. For invisible

joints, the accuracy of the method (EgoVIP) in this chapter drops significantly due to relying entirely

on inertial sensors, while still outperforming DIP. The Transformer network-based orientation

estimation shows less variance than DIP’s LSTM-based network.

Table 5.6 shows the position accuracy for each joint. Leg joints show significantly lower position

accuracy due to decreased visibility and increased depths. Table 5.7 shows the orientation accuracy
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for each bone. Upper bones have lower orientation accuracy than lower bones because they are not

instrumented with IMUs.

Qualitative comparisons in the Ego-VIP dataset are shown in Figure 5.10, Figure 5.11, Figure 5.12,

Figure 5.13, and Figure 5.14. HG3D failed to correctly detect the occluding legs in Figure 5.11,

Figure 5.14, and was unable to detect outside arm joints in Figure 5.10. DIP underestimated the

knee lift in Figure 5.11 and Figure 5.12, and hand raise in Figure 5.10, respectively. In Figure 5.13

and Figure 5.14, DIP outputs the wrong lower body pose due to the pose ambiguity from sparse

IMU input. The method (EgoVIP) described in this chapter shows significantly better pose estimates

than HG3D and DIP in all cases.

The EgoVIP8 (dense-IMUs) variant of the method here shows the best performance in all three

categories because all bones are instrumented with IMUs. However, the accuracy of the method

(EgoVIP) described in this chapter, with only 4 IMUs, is comparable to that of EgoVIP8, and both

perform significantly better than either HG3D or DIP.

5.6 Applications

To showcase the real-time capability of the system, a remote Physical Therapy (PT) scenario is

demonstrated in VR. The user wearing the prototype system and a trainer wearing an Oculus Quest

VR headset are in different physical locations. The described learning-based pipeline estimates

the current body configuration (10 body shape parameters and 24× 3 pose parameters), which is

sent to the trainer’s VR headset over a wireless network via UDP. The VR headset uses the Unity

Game Engine (Unity, 2005) to render the user’s pre-scanned environment and body model from

the trainer’s viewpoint in real time. The trainer evaluates the user’s PT motions and gives real-time

audio feedback on how to improve them. The trainer is provided with controller-based and physical

locomotion to move around the user’s environment. This demonstration shows that the system in

this chapter is able to reconstruct challenging and fast PT motions in real time and could be a viable

tool for remote PT in the future. Figure 5.15 shows an overview of this (unidirectional) PT demo

system. Figure 5.1a-b (top two rows) and Figure 5.16 (first row) show sample results.
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Figure 5.10: Qualitative evaluation in Ego-VIP dataset. (a) Left head-worn view. (b) Right
head-worn view. (c) Ground truth (3 external views, 8 IMUs). (d) HG3D = Stereo Hourglass 3D (2
head-worn views). (e) DIP = Huang et al. (2018) (6 IMUs). (f) EgoVIP = The method in Chapter 5
(2 head-worn views, 4 IMUs).
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Figure 5.11: Qualitative evaluation in Ego-VIP dataset. (a) Left head-worn view. (b) Right
head-worn view. (c) Ground truth (4 external views, 8 IMUs). (d) HG3D = Stereo Hourglass 3D (2
head-worn views). (e) DIP = Huang et al. (2018) (6 IMUs). (f) EgoVIP = The method in Chapter 5
(2 head-worn views, 4 IMUs).
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Figure 5.12: Qualitative evaluation in Ego-VIP dataset. (a) Left head-worn view. (b) Right
head-worn view. (c) Ground truth (3 external views, 8 IMUs). (d) HG3D = Stereo Hourglass 3D (2
head-worn views). (e) DIP = Huang et al. (2018) (6 IMUs). (f) EgoVIP = The method in Chapter 5
(2 head-worn views, 4 IMUs).
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Figure 5.13: Qualitative evaluation in Ego-VIP dataset. (a) Left head-worn view. (b) Right
head-worn view. (c) Ground truth (3 external views, 8 IMUs). (d) HG3D = Stereo Hourglass 3D (2
head-worn views). (e) DIP = Huang et al. (2018) (6 IMUs). (f) EgoVIP = The method in Chapter 5
(2 head-worn views, 4 IMUs).
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Figure 5.14: Qualitative evaluation in Ego-VIP dataset. (a) Left head-worn view. (b) Right
head-worn view. (c) Ground truth (4 external views, 8 IMUs). (d) HG3D = Stereo Hourglass 3D (2
head-worn views). (e) DIP = Huang et al. (2018) (6 IMUs). (f) EgoVIP = The method in Chapter 5
(2 head-worn views, 4 IMUs).
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Figure 5.15: Interactive Physical Therapy application in VR. The real-time body reconstruction
is only transmitted from trainee to trainer. The trainer’s VR display shows the trainee’s full-body
performance using the pre-scanned environment and body texture. The trainer provides real-time
feedback via audio.

Figure 5.16: Selected Frames in Real-time Demo. Pairs of reference views (not used in
reconstruction) and egocentric user reconstructions shown in VR. Indoor user reconstruction (first
row). Outdoor user reconstruction (second row).

110



The system is also demonstrated outdoors, as shown in Figure 5.1a-b (bottom two rows) and

Figure 5.16 (second row), using a backpack PC. The motion data was recorded and processed in

real time. Wearing the backpack, the user performed a number of standard soccer exercises. The

method successfully reconstructed the movements in a grassy area of about 50 square meters. This

showcases the mobility of the system.

In both demos, the user’s environments were pre-reconstructed using Agisoft’s Metashape

software (Agisoft Metashape, 2010). The body texture was derived from two full-body images of

the user (front and back). SMPLify-X (Pavlakos et al., 2019) was used to fit the SMPL body model

to the body and facial keypoints (Cao et al., 2019) acquired from the images. The colors from

the images were then rasterized to a canonical UV map based on the established correspondence

between the fitted meshes and the body part segmentations (Gong et al., 2018).

The prototype system in this chapter runs at 37 fps on a desktop PC (Intel Xeon Gold 6242,

2.8GHz, 128 GB RAM, with NVIDIA Quadro RTX 6000) and at 30 fps on a backpack PC (Intel

i7-8850H, 2.6GHz, 32GB RAM with NVIDIA GeForce RTX 2080).

5.7 Conclusion and Future Work

A real-time egocentric 3D capture system is presented as a step toward a fully mobile telepresence

system. The system makes use of visual and inertial sensors that are either easy to embed into or

are already present in commonly worn personal accessories: eyeglasses, wristwatches, and shoes.

The eyeglasses form factor makes visibility challenging, while the small number of inertial

sensors makes the full-body pose difficult to estimate. To address these challenges, the system in

this chapter combines visual and inertial information and shows improved full-body pose estimation

compared to visual-only or inertial-only information.

The system described in this chapter has many possibilities for improvements. First, unlike

the unidirectional PT prototype in Figure 5.15, future application prototypes can be extended to

demonstrate bi-directional telepresence. One problem is a choice of a shared environment from

the two different environment reconstructions. The shared environment can be selected by the
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users as the one of the reconstructed environments, a mixed environment, or another previously

reconstructed environment.

For more robustness in head pose estimation, use of multiple forward cameras and integrating an

IMU into the headset can be a possible extension in the next iteration of the system. In this chapter,

the results of the 3D joint detection network are fed into the temporal orientation network. If the 3D

joints are detected erroneously, such errors are propagated throughout. It also can be investigated

for a combined network, as well as improving robustness against erroneous detections.

The system introduced in this chapter has some limitations. Since the system only tracks the

user’s limbs, it does not model interactions with the environment, nor is it able to detect topological

or texture changes in the surface of the body model. The system might be improved by using more

sophisticated body models such as Osman et al. (2020) for improved body shapes, or Pavlakos et al.

(2019) for expressive face and hands.

The joint position accuracy is highly dependent on the VSLAM result, which is used to transform

the estimated joints into world space. If VSLAM is unstable or inaccurate over time, the body pose

accuracy drops as well. This observation inspired me to extend the system toward reducing the

motion jitter as well as erroneous pose estimations. This extension will be discussed in the next

chapter to overcome the unstable tracking by VSLAM.

In the next chapter, a physically plausible pose estimation method will be discussed to improve

the joint positions due to inaccurate estimation as well as handling 3D environment contacts.
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CHAPTER 6: PHYSICALLY PLAUSIBLE EGOCENTRIC MOTION
RECONSTRUCTION

This chapter discusses a physically plausible egocentric human motion reconstruction based

on rigid body dynamics. The method introduced in this chapter reduces physically implausible

motion jitter and interpenetrations between the reconstructed user’s model and objects in the

environment such as the ground, walls, and furniture. With the efficient method of physics character

creation introduced in this chapter, the physics simulation works with the deformable body model

while still running in real-time. The experimental results show that the motion reconstruction is

further improved, resulting in temporally smooth motions and interaction with the objects in the

environment.

6.1 Introduction

The egocentric reconstruction method in Chapter 5 showed how to handle sparse observations

of body parts. However, it also suffers from limitations: the estimated body pose can jitter due to

VSLAM noise and the pose of the lower body may slide or penetrate the ground. To be physically

plausible in motion, a human pose should have the feet planted on the ground without sliding or

penetration and should move smoothly over time. When any body part is touching an object in the

scene, the body motion should be able to react to the environment.

A rigid body dynamics-based physics simulation (Featherstone, 2014) can handle the collisions

between objects as well as can generate reactions between them. However, the shape of the

parametric body model can deform, so there needs a method to retarget the deformable body model

into the rigid bodies of the physics character. In this chapter, a physically plausible pose estimation

method is discussed to further improve the pose estimation described in Chapter 5 (Cha et al.,
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2021). To achieve this goal, the noisy pose is physically simulated within a given environment so

that the body is able to make contact and react to the environment in a physically plausible way.

Also, a real-time method for the physics character deformation from the deformable body model is

discussed.

6.2 Related Work

The body model interaction with the environment has been studied in Hassan et al. (2019);

Zhang et al. (2020); Hassan et al. (2021). Given a static environment, the body pose is constrained

by the penetration with the environment. The estimated pose maintains no penetrations with the

objects in the scene while body parts are also in contact with each other. However, pose accuracy

suffers from the occlusions of body parts, and the detailed environment is needed in advance.

When the environment is not provided, the body pose estimation suffers from a foot skating

problem: the positions of feet jitter and do not plant on the ground correctly, which results in

unrealistic lower body pose estimation. To reduce the unrealistic foot jitter movements, previous

methods focus on detecting contact states onto the ground based on the lower body poses (Kovar

et al., 2002; Ikemoto et al., 2006; Zou et al., 2020). These methods may reduce the jittering, but the

corrected poses are still not physically plausible by only applying the zero velocity for foot while in

contact.

Rempe et al. (2020) showed an approach for physics-based pose estimation with contact

estimation. The corrected poses are physically realistic but directly working with all surface points

is intractable for real-time applications. Andrews et al. (2016) proposed a real-time physics-based

motion capture method using sparse optical markers as well as sparse inertial sensors. Although

the method can handle ground contacts, the shape of the physics character is fixed, thus unable to

handle arbitrary body shapes such as parametric body models. Shimada et al. (2020) also proposed

a rigid body dynamics-based real-time pose estimation approach. The vision-based kinematic

pose is improved by the body balance control as well as the estimated ground contact reaction

force. However, it is unable to react to the environment other than to an assumed flat ground
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plane. Al Borno et al. (2018) proposed a physics character retargeting method for the shape of

the physics character to be adaptable toward the deformable body model. The physics character

can be retargeted with different shapes by fitting primitive capsule shapes using all the body mesh

vertices. This dense vertex fitting method is unable to cope with real-time applications due to its

computational cost.

None of the methods above is able to estimate a physically plausible pose both with contacts

on any body parts and with different shapes of the body. In the next section, I present a rigid body

dynamics-based pose estimation method that considers any contact points on the body as well as an

efficient shape deformation method for physics characters.

6.3 Method

The pipeline for the physically plausible egocentric reconstruction is shown in Figure 6.1. A

set of 3D planes representing the simplified static environment is provided as input. At each time

instant, the method in Chapter 5 is used to compute the egocentrically estimated shape and pose of

the parametric body model. The shape of the physics character is deformed based on the estimated

shape of the body model. Using the temporal movements of the pose of the body model, the desired

accelerations for all joints are calculated by proportional derivative (PD) controllers (Liu et al.,

2010; Shimada et al., 2020). Based on the multibody dynamics, the torques (rotational forces)

of all joints are computed using the recursive Newton-Euler algorithm (Featherstone, 2014) for

inverse dynamics. The given environment planes, the current state of the physics character, and the

estimated forces are simulated by the physics engine for collision detection as well as for handling

the contact responses. The pose of the physics character with environment contacts handled is

retargeted back to the body model.

6.3.1 Deformable Physics Character

Directly working with the entire 3D mesh is computationally heavy and not adequate for

real-time processing. In physics simulations, using primitive shapes is preferable because it has
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Figure 6.1: Physically plausible egocentric reconstruction pipeline. The shape and pose of the body
model reconstructed by the egocentric reconstruction from the method in Chapter 5 are transformed
to the shaped and posed physics character. The physics simulation engine for multibody dynamics
handles collisions between the physics character and the given plane-based environment. The
physically plausible body pose from the simulated physics character is retargeted back to the body
model.
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computational benefits and makes it easy to handle collisions. The physics character in this section

consists of only capsules and boxes for approximating the body shape, taking advantage of the

primitive shapes to run in real-time. A capsule shape is parameterized by a radius and a height.

A box shape is parameterized by three lengths. Only the feet and hands are made by boxes and

other body parts are approximated by capsule shapes. The lengths of the boxes and capsules are

determined by the provided shapes of the body model.

The parametric body model (Loper et al., 2015) used in Chapter 5 can have its shape deformed

over time. The physics character needs to be fitted to the body shape in a low computational cost

approach, to maintain real-time capability. The advantage of the SMPL body model is that the

topology of the model is fixed even when its shape changes. Al Borno et al. (2018) showed that

using all the mesh vertices for estimating the primitive shape lengths is not appropriate for real-time

applications. However, the correspondences between the mesh vertices and the surface points on

primitive shapes are unchanged if the topology is fixed. Using this observation, a smaller, fixed

number of vertices can be used to estimate the lengths of the primitive shapes.

In shape changes, the joint and vertex locations are changed from the rest pose. To exploit

the fixed topology observation, 57 key vertices are pre-selected among 6, 890 mesh vertices. The

key vertices are empirically selected considering the correspondence between the primitive shapes.

Only the key vertices and the 24 joint locations are used to determine all the lengths of the capsules

and boxes instead of using all vertex points. These pre-defined correspondences enable building a

physics character at a low computational cost because there is no need to estimate correspondences

between the mesh and the primitives. The constructed physics characters for different body shapes

are shown in Figure 6.2 and Figure 6.3. The overlaid shapes of the physics characters are shown in

Figure 6.4.

The physics character features the same number of joints and the same bone structure as the

body model so that the physics character is able to deform the same way as the body model. A

joint is parameterized as EulerY XZ for 3D rotation. In my experiments, using three Euler angles
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Figure 6.2: Real-time Shape Deformation of Physics Character for Male Body Model. Pairs of
different shaped male body models and shape-fitted physics characters. The shape parameters β are
varied from left to right and top and bottom: β = 0, β1 = 2, β1 = −2, β2 = 1.5, β2 = −1.5, and
β3 = −5.
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Figure 6.3: Real-time Shape Deformation of Physics Character for Female Body Model. Pairs of
different shaped female body models and shape-fitted physics characters. The shape parameters β
are varied from left to right and top and bottom: β = 0, β1 = 2, β1 = −2, β2 = 1.5, β2 = −1.5,
and β3 = −5.
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Figure 6.4: Physics Character overlaid with Body Model. The physics character approximates the
shape of the body model. From left to right: male character (front), male character (back), female
character (front), female character (back).
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showed better performance than using 3D spherical joints. The mass distribution of the character is

set following Liu et al. (2010), and it remains unchanged during shape changes.

At run-time, the physics character measures the shape changes β̇
t

from the shape parameters β

at timestamp t as,

β̇
t

=
∑
i

abs(βti − βt−1
i ) (6.1)

If the shape change β̇
t

is significantly larger than a predefined amount, the current physics character

is discarded in the physics world. A new shaped character is created in the rest pose and recovers the

same joint states from the previous character; the joint angles (previous pose) and joint velocities

are copied from the previous character. The newly created character is inserted into the physics

world. In my experiments, the shape parameters vary smoothly, so using intermittent shape updates

resulted in computational efficiency, compared to re-creating physics characters every frame in the

absence of significant shape changes.

6.3.2 Physics Character Control

The physics character is retargeted from the noisy reference pose of the body model. qref , q̇ref ,

q̈ref represent the joint angle, the joint velocity, and the joint acceleration of the reference pose. To

handle the noise in the reference pose, the joint angle qref is updated as,

Rt
ref = Slerp(Rt

ref , R
t−1
ref , 0.5) (6.2)

Rt is the current rotation matrix of the joint. The rotation matrix is smoothed before being converted

into Euler angles qref . The reference velocity q̇ref is maintained using finite-difference method as

q̇tref = qtref − qt−1
ref . The reference acceleration q̈ref is also similarly maintained.

The desired acceleration q̈des for the character is computed from the reference pose using

Proportional-Derivative Controller (PD-controller) as (Liu et al., 2010; Shimada et al., 2020),
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q̈des = q̈ref + kp(qref − q) + kd(q̇ref − q̇) (6.3)

where q and q̇ indicates the current joint angle and joint velocity of the physics character. kp and

kd are the proportional gain and the derivative gain respectively. The proportional and derivative

terms act as spring and damper respectively. In my experiments, I use proportional gain kp = 50

and derivative gain kd = 5 for all joints. For the root joint, I use kp = 50 and kd = 1 for the linear

acceleration and kp = 50 and kd = 0.5 for the angular acceleration, respectively.

Using the desired acceleration, the torques τ for all joints are estimated using the recursive

Newton-Euler algorithm (Featherstone, 2014). The estimated torques τ are applied to the physics

character and run the rigid body simulation with the given environment. The contact detection and

response are handled by the physics engine. Since the reference pose is estimated at 30 hz but the

physics simulation step is 60 hz, the physics control process can be repeated k times for a single

reference pose. In experiments, iterating k = 4 times showed the best results. The moving delay

from the character to the reference is reduced with the iteration.

6.4 Results

This section shows experimental results using the rigid body dynamics-based pose estimation,

Physically Plausible Egocentric Poser (PhysEgo), introduced in this chapter. The egocentric pose

estimation is computed using the method (EgoVIP) in Chapter 5. The ground plane is taken from

the Ego-VIP dataset in Chapter 5. Since the egocentric pose estimation is computed using Visual

SLAM (VSLAM), it results in motion jitter due to unstable tracking. From the inaccurate VSLAM

and lower body pose estimation, the estimated pose frequently penetrates the ground or slides on

the ground as shown in Figure 6.5b.

Using rigid body dynamics (PhysEgo), the feet of the physics character do not penetrate the

ground as shown in Figure 6.5c. The motion jitter is also reduced as well. Penetration prevention is
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Figure 6.5: (a) User motions in external view from Ego-VIP dataset in Chapter 5. (b) The
motions from the egocentric reconstruction using the method (EgoVIP) in Chapter 5. The ground
penetrations are highlighted in red circles. (c) The motions of the physics character from the rigid
body dynamics-based pose estimation using the method (PhysEgo) in Chapter 6. The penetrations
are resolved and the ground contact points are marked in yellow.
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Table 6.1: Comparison of motion jitter on the Ego-VIP dataset in Chapter 5. Average temporal joint
jitters are reported as the average µjitter and the standard deviation σjitter in mm. The rigid body
dynamics-based pose estimation method (PhysEgo) in Chapter 6 significantly reduces the motion
jitter of the method in Chapter 5 (EgoVIP). The best results are shown in bold.

µjitter (mm) σjitter (mm)

Ground Truth 1.24 1.29

EgoVIP (Ch. 5) 4.90 4.57

PhysEgo (Ch. 6) 1.29 0.76

performed by the physics engine automatically, and the motion jitter reduction comes from using

PD-control with smooth motions, applying Equation 6.2 and Equation 6.3.

To quantitatively evaluate the motion jitter and the penetration as in Shimada et al. (2020), the

Ego-VIP dataset in Chapter 5 is further extended with feet contact labels. The 6 available sequences

(13,122 frames) in the Ego-VIP dataset are manually labeled with the ground contacts by both feet

(19,987 feet contacts). The motion jitter is measured as the temporal joint jitter ejitter and it is

defined as,

etjitter =
1

|J |

|J |∑
i=1

||jti −
jt−1
i + jt+1

i

2
||2 (6.4)

where jti denotes the ith joint position at timestamp t and |J | indicates the number of joints. ejitter

measures how much the joint position is off from the smooth transition over time. Table 6.1 reports

the comparison of motion jitter between the method (PhysEgo) introduced in this chapter and the

method (EgoVIP) in Chapter 5 by evaluating ejitter over the entire frames of the 6 sequences. The

method in Chapter 5 showed noticeable motion jitter (µjitter = 4.9 mm) over time due to inaccurate

pose estimation as well as unstable tracking by VSLAM. The rigid body dynamics-based method in

this chapter significantly reduced the motion jitters (µjitter = 1.29 mm) and it is closed to the level

of ground truth (µjitter = 1.24 mm). This demonstrates the capability of the method introduced in

this chapter in reducing the implausible motion jitter.

The ground penetration is also quantitatively evaluated on the Ego-VIP dataset with the labeled

feet contacts. The average ground penetration error (AGP) measures the average distance from

ground to foot if the foot penetrates the ground. The vertices located at the soles of both feet
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Table 6.2: Comparison of ground penetration on the Ego-VIP dataset in Chapter 5. The Average
Ground Penetration Errors (AGP) by feet are reported as the average µ and the standard deviation σ
in mm. The Non-Ground-Penetration Rate (NGP) is reported with varying penetration distances
(<0 mm, <5 mm, <10 mm, <15 mm, <20 mm) in percentage (%). The rigid body dynamics-based
pose estimation method (PhysEgo) in Chapter 6 significantly reduces the physically implausible
penetrations of the method in Chapter 5 (EgoVIP). The best results are shown in bold.

AGP (mm) NGP (%)

µ σ < 0mm < 5mm < 10mm < 15mm < 20mm

EgoVIP (Ch. 5) 22.01 28.04 67.53 74.57 80.83 86.06 89.63

PhysEgo (Ch. 6) 5.16 3.91 90.48 96.64 97.74 99.43 99.98

of the body model are pre-selected, and the deformed locations of the vertices are used as the

feet contact points of the body model. The percentage of non-ground penetration (NGP) is also

measured with different distance thresholds (from the ground to the foot) including 0, 5, 10, 15,

20 in mm respectively. The comparisons of the two methods in Chapter 5 (EgoVIP) and this

chapter (PhysEgo) are reported using AGP and NGP in Table 6.2 respectively. The AGP of the

dynamics-based method described in this chapter showed only 5.16 mm average penetration error,

and it is a significantly reduced error compared to that of the method in Chapter 5 (22.01 mm). The

reduction mainly results from the collision resolution by the physics engine, and the∼ 5mm error of

the introduced method is mostly caused by the shape approximation error, especially for feet shapes,

between the physics character and the body model. The NGP in Table 6.2 shows that the penetration

errors caused by the shape approximation can be mitigated using 15 mm distance tolerance (99.43

% NGP). However, the method in Chapter 5 still showed high penetration errors (89.96 % NGP)

even with 20 mm distance tolerance. The results in Table 6.2 show that the physics-based method in

this chapter is able to prevent most of penetrations with an acceptable distance tolerance.

The system not only resolves the ground penetration of feet, but is also able to handle any

contact between body parts and the environment, such as touching hands or hips when sitting

to the furniture in the environment. Figure 6.6 shows examples of the user interacting with a

couch. The environment in Figure 6.6c is pre-reconstructed using the method in Section 5.6. The

physics world in Figure 6.6b is manually constructed using box shapes to roughly approximate the
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Figure 6.6: (a) User motions in external view. (b) The motions of the physics character in the
simplified physics environment. The penetrations are resolved using the rigid body dynamics-based
pose estimation. The refined motions are re-targeted back to the body model. (c) The corresponding
body reconstruction in the pre-scanned environment.
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Figure 6.7: Interaction with objects in the scene. (a-b) Using hands to receive a virtual object. (c-d)
Using feet to kick a virtual object.

pre-scanned environment. This simplified physics environment is pre-aligned with the environment

reconstruction. Both the physics world and the environment reconstruction are treated as static

scenes. At run-time, the rigid body dynamics-based pose estimation handles any contact between

the physics character and the physics world such as hands shown in the first and the second rows

in Figure 6.6, and hips shown in the third and the fourth rows in Figure 6.6. These examples

demonstrate the penetrations of body parts that can be handled using the method in this chapter.

Additionally, the rigid body dynamics-based pose estimation method enables interacting with

objects in the scene. Figure 6.7 shows examples. Rigid body virtual objects such as boxes or balls

can be integrated into the physics world. In Figure 6.7, the virtual objects are manually introduced

at specific times and locations. The physics engine automatically handles the collisions between the

physics object and the physics character. The physics character reacted similarly to the actual object

movements in the real world. This demonstrates the capability to interact with movable objects in

the scene.

The rigid body dynamics-based pose estimation runs at 40 fps on a desktop PC (Intel Xeon Gold

6242, 2.8GHz, 128 GB RAM, with NVIDIA Quadro RTX 6000). The algorithm is implemented in
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C++ using RBDL library (Felis, 2017) for rigid body dynamics computations, and Bullet Physics

(Coumans and Bai, 2021) as a physics engine for collision detection and response.

6.5 Conclusion and Future Work

This chapter introduced a physically plausible pose estimation method using rigid body dynamics.

Using efficient physics character creation, the physics simulation works with the deformable body

model while still running in real-time. Since the physics character introduced in this chapter has the

same joint structure as the parametric body model, the character is able to express any body model

pose without motion restrictions.

This system has some limitations. It assumes the environment is provided in advance and

does not change at run-time. However, the environment can be changed by moving objects in the

scene. As future work, the system can be extended with the integration of real-time environment

reconstruction. To cope with running the pose estimation pipeline in real time, the environment

reconstruction should be able to represent the scene using primitive shapes. 3D plane estimation

methods (Liu et al., 2019) can be used for environment reconstruction.

The method described in this chapter can handle penetrations for physical plausibility. However,

feet can still slide on the ground if the noisy input pose is both floating and penetrating. The physics

engine corrects the pose such that it is moved along the direction of the collision response to resolve

the penetration. To alleviate the sliding feet problem, the pose correction should take into account

the fact that the feet are stationary while in contact. As future work, a constrained pose correction

method can be investigated to prevent the penetration and contact sliding simultaneously for better

physical plausibility.

In addition, the physics character can lose its control if consecutive noisy rotations for base joint

are input over time. Instead of using only current noisy input pose, estimating optimal trajectories

of joints by using a few past and future nearby frames can reduce such problematic input noise.

This also can be a future extension in order to prevent the control loss problem. Although the use of

future frames will cause pose estimation delay, using less than 5 future frames would be acceptable;
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the use of 5 future frames takes only 0.16 seconds in a system processing at 30 fps, and the delayed

pose is not very noticeable in motions at normal speeds. Extending the optimal trajectory estimation

method would contribute to the motion stabilization of the physics character.

The system in this chapter currently runs only for a single person. The system also can be

extended for multiple people by computing collisions between them. However, this system does not

support topological changes of the user since the system now only supports rigid body dynamics.

The definition of physical plausibility depends on the target application. In this chapter, the

physical plausibility was evaluated using the temporal stability and the penetration classification rate.

These metrics are not the only methods to account for the physically plausible motions in human

bodies. Other sophisticated metrics such as body balance, muscle dynamics, or contact reactions

can be used to better evaluate the physical plausibility. Such human motion metrics combined with

kinematics and dynamics can be investigated as future work.
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CHAPTER 7: DISCUSSION AND CONCLUSION

7.1 Summary

This dissertation discussed a real-time mobile 3D capture system of a user’s body using

eyeglass-mounted cameras and a few Inertial Measurement Units (IMUs). The system does not

rely on any instrumented environments and the wearable sensors are mounted at the locations of

commonly-worn accessories for widespread acceptability. Advanced techniques for egocentric

human body reconstruction were introduced to overcome the sparse visibility and the insufficient

sensor data challenges.

In this dissertation, the introduced methods for real-time mobile 3D capture systems make

significant contributions to egocentric human body reconstruction: (1) The parametric-model-based

reconstruction method overcomes incomplete body surface visibility. (2) The learning-based

visual-inertial body motion reconstruction overcomes the challenges of self-occlusion and outside-of-camera

motions, and allows for unobtrusive real-time 3D capture of the user. (3) The rigid body dynamics-based,

physically plausible reconstruction method reduces motion jitter and prevents interpenetrations

between the reconstructed user’s model and the objects in the environment.

The potential usefulness of the approach is demonstrated in a telepresence scenario featuring

physical therapy training. The experimental results demonstrated the capability for real-time,

self-contained, mobile reconstruction of human bodies in indoor and outdoor scenes.
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7.2 Discussion

The introduced egocentric reconstruction approaches still have some limitations to improve

upon. This section discusses a few failure cases for the system, potential egocentric configurations,

and remaining challenges.

There are some extreme cases that would interfere with the system operation. The system

presented in this dissertation assumes that the user’s body can be partially observed by the head-worn

cameras. However, this partial visibility assumption can be violated with extreme head orientations

or extreme lighting conditions. In head-up cases such as looking at the sky, the user’s body is

entirely invisible from the cameras, which results in pose estimation failure for the base joints (neck

and both hips). To alleviate this problem, adding an inertial sensor on the back is encouraged so

that the sensor is able to track the root joints regardless of their visibility.

The system may also be unable to operate when the user is in extremely bright or very dark

spaces. Although the visibility-aware joint detection network is robust to illumination changes from

data augmentation, these severe lighting cases can make the input images completely unusable, even

with valid head orientations. Adding another inertial sensor for the head can relieve the problem

by estimating the user’s pose only from inertial sensors, assuming that the validity of input images

can be estimated. Using these six inertial sensors (wrists, ankles, back, and head), the presented

extreme cases can be handled.

Depending on the choice of devices, other types of egocentric configurations can be possible.

In this dissertation, the visual and inertial sensors are required to be unobtrusively embedded in

commonly worn accessories for widespread acceptability. To this end, the introduced system

installed the visual sensors directly mounted on the eyeglasses frame as well as the inertial sensors

directly attaching to wrists and ankles. Although obtrusively mounted cameras can provide more

visibility coverage and make the pose estimation problem easier, they bring significant inconvenience

to the users, leading to a decrease in acceptability. For this reason, I skipped the camera configuration

off the eyeglasses frame and took on the insufficient body visibility problem. The visibility challenge

can be handled by the introduced methods in this dissertation.
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The choice of camera lenses also affects the estimation performance. With narrower FoV lenses,

the body visibility decreases, and the inertial sensor measurements will get fewer chances to be

corrected by the visual sensors. However, the entire system pipeline still works if the minimal

condition is met; the base joints are visible from the cameras. Using wider FoV lenses or using more

mounted cameras, the body visibility increases, leading to fewer cases where limb joints are outside

of camera. In this case, the two IMUs worn on the wrists can be discarded. The configuration of the

number of cameras and the number of IMUs are closely related to each other. In this dissertation,

the configuration is chosen for using the minimal number of inertial sensors to cope with the limited

views from the two eyeglasses-mounted cameras.

There are some remaining challenges for the egocentric reconstruction problems. The introduced

system used a generic body model for estimating body shapes. The estimations of detailed body

appearances such as geometry of clothed body shapes and clothing textures are active in research

using external cameras but unsolved in the egocentric case. The estimation of realistic body motions

such as muscles or clothing dynamics is also encouraging as an investigation direction. These

advanced research topics have inherent difficulty caused by the incomplete egocentric visibility.

Although the estimation of probable full-body shape and motion only from sparse visibility is

challenging, incorporating external knowledge such as applying temporal body part correlations, or

improved observation by another user would lessen the problem complexity. Solving these problems

will lead to creation of convincing virtual avatars of the user and increase the acceptability of the

system.

7.3 Future Work

There are several next research steps towards improving the capabilities of mobile 3D capture

systems.

Integration with Environment Reconstruction: Chapter 6 showed that human performance

capture with the environment could enable interactions between the user and the objects in the

132



environment. The existing environment reconstruction methods are not directly applicable as the

representation is too detailed for real-time dynamics. It is reasonably expected that the investigation

of simplified geometry-based environment reconstruction can be performed in the near future. With

the integration of such an environment reconstruction method, the mobile reconstruction can be

applied to many other domains, as described in Chapter 1.

Integration with Hand/Face Motion Reconstruction: The mobile human motion estimation

can be a starting point for reconstructing hand and face motions. The study of mobile hand

or face reconstructions can be encouraged by the availability of the system described in this

dissertation. Reconstructing hands will enable diverse types of interactions with objects in the

scene. That is, more complicated and detailed interactions will be possible anywhere and anytime.

The simultaneous reconstruction of body and face will enable realistic social interactions, which

is the key feature in communication. Realistic verbal communication with body motions can help

widespread acceptability for remote social interactions.

Multiple People Interactions: Extending the system to multiple users includes many interesting

research topics such as sharing environments, real-time interactions in remote places, and reducing

latency in sharing 3D content. The interactions in a crowded environment can be an advanced topic

in mobile 3D capture systems. Implementation of two-way remote interactions would encourage the

move toward real-time immersive 3D telepresence, so that the systems can be eventually deployed

in actual remote workplaces.

Smart Virtual Avatar: When the system can handle convincing virtual avatar creation of the user

as well as interaction between multiple people, it can also be extended to the interaction with

AI-based virtual avatars by integrating the feature of natural language processing (NLP) as shown

in Figure 1.2. I anticipate that a system that allows interactions between multiple people can be

naturally extended to the interaction with AI avatars by learning long-lasting user behaviors. I also

envision that AI avatars can interact with the user not only verbally by using NLP, but also using

motions.
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7.4 Conclusion

This dissertation presented advances in real-time egocentric 3D capture as a step toward a

fully mobile telepresence system. The introduced approaches showed that the combined use of a

parametric body model, head-worn cameras, and body-worn inertial sensors enables a parametric

model-based full-body reconstruction approach using only egocentric inputs, thereby helping

improve consistent body pose and shape estimation even given the challenge of sparse observations

such as incomplete body visibility and insufficient sensor data. In the future, as cameras and IMUs

become smaller and more ubiquitous with the next generations of smart AR glasses, I anticipate

non-encumbering and easy-to-use real-time successors to mobile telepresence systems to become

commonplace and useful for many everyday communication tasks.
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