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Abstract

Two theories are now used to explain the size antposition of interest
communities: Olson’s (1965; 1982) bottom-up coliexaction model and Gray and
Lowery’s top-down ESA model. Unfortunately, onetloé common ways of testing
these models — aggregate-level analyses of inteogstlations — cannot easily
distinguish between them. Empirical evidence sujompone model will almost
inevitably support the other. We explain why tisiso, illustrating the problem with data
on state populations of health interest organinatiolNe also discuss how the two

models might be better distinguished.
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The Construction of Interest Communities:
Distinguishing Bottom-Up and Top-Down Models

At one time, the construction of interest commusitivas not viewed as
perplexing. In Truman’s (1951) view, individualatarally come together to pursue
collective interests. The resulting populatioradifby organizations might be large or
small depending on the number of policy concernsrdy joining and it might be biased
with respect to the distribution of interests iisty. But interest system size and bias
would reflect the pattern of disturbances motivgiimdividuals to join. This
straightforward understanding of the constructibmterest systems has now been
replaced by two competing models. The first isoDls (1965) model of collective
action in which rational economic calculation bginduals determines the mobilization
of lobby organizations, which then accumulate fashion that is essentially
unconstrained by other organizations. The intargstction in this model is at the
bottom of the process — individual decisions legdommobilization events. In contrast,
Gray and Lowery’s (1996a) energy, stability, ale84) model highlights the role of
environmental resources in constraining the sidatefest populations. These top-
down constraints are viewed as so severe as to pnoxanally determine the size and
composition of interest systems.

These competing perspectives have profoundly @iffieimplications for how we

understand the nature of interest system biadirtkege of individual member

! This view is more consistent with sociological aggzhes to organizational theory.
Key works include Aldrich and Pfeffer (1976), Hanrend Freeman (1989), and Pfeffer

and Salancik (1978).
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preferences and lobbying objectives, the ultimeate sf interest systems, and their
consequences for public policy. This suggestswiganeed to distinguish which of the
two models provides a more valid enumeration ofcibrestruction rules governing
interest communitiesUnfortunately, one of the common ways in which lbatidels are
tested — aggregate-level analyses of interest @joums — cannot easily distinguish
between then Empirical evidence supporting one will inevitalpport the other. We
examine this problem by first explaining this equence. We then illustrate the problem
with data on state populations of health interegaoizations. We also discuss how the
two models might be better distinguished using laathregate- and more micro-level
data on organized interests. Finally, we discusg tvese results suggest that past
aggregate analyses using an Olsonian frameworkneag to be reconsidered.
Distinguishing the Two M odels

In Truman’s model, neither the individuals whanjamterest organizations nor the
organizations themselves were seriously constrdmyezhvironmental forces. Truman
(1951, 156-87), of course, did assume that theppbsitionsespoused by organized
interests are constrained toward moderation by tiesd to satisfy the heterogeneous
preferences of members who might also join othgamized interests. And how well
leaders manage distributions of members’ prefeenmight well influence an
organization’s survival prospects and, therebysihe and composition of interest
communities (Truman 1951, 188-211). But these ttaims arise from the internal
distributions of preferencesgithin membership organizations. Truman did not imagine
beyond a secondary role for counter-disturbandéstforces beyond the intersection of

policy disturbances and individual interests mightt innate proclivities to join.
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In this regard, Olson’s (1965) model share muck Wituman’s. In both,
individual preferences constitute the basic moibrator group formation and variations
in how these preferences are reflected in pat@rnsobilization constitute the key
explanatory problem. In both, the aggregatiomtgrest organizations into interest
communities is but an epiphenomenon arising frogividual choices (Powell and
DiMaggio 1991, 2). Olson departed radically fromufian, however, by weighing
policy preferences as a motive for joining withadcalation of its opportunity cost.
Incentives to free ride on the political activitiyathers are ubiquitous, but their import
varies in two ways (Olson 1965, 53-64). The filest in the balance of collective and
private goods that are the focus of policy prefeesn If the latter prevails, then free
riding is not possible and Truman'’s expectatioa ofatural link between preferences,
disturbances, and mobilization should obtain. miees to free ride should also vary by
the size of the referent community of fellow pdpants, a contextual factor that is
independent of preferences per se. If there gf@ential members of a group — whether
individuals in a membership group, institutions idering forming a trade association,
or individual institutions contemplating lobbyingettly for collective goods — then the
likelihood of free riding declines.

If Olson’s analysis stopped at this point, thepbpnomenon of lobbying
communities would be expected to be uniformly sraad highly biased toward
organizations seeking private goods and only sgrallips seeking collective goods. But
Olson (1965, 132-167) went on to consider the iaahip of inducements and

contributions’ arguing that if incentives to free ride undermine mobilization of large

2 And surprisingly, given its role as a foundatioanhlysis underlying the ESA model,
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groups, then entrepreneurs can offer selectiveningss as side payments to induce
participation. Olson (1982, 40) also assertedititatest organizations rarely die once
having overcome the initial barriers to mobilizatida selective incentives:
“Organizations with selective incentives in stabdeieties normally survive
indefinitely.” When coupled with a further assumoptthat the potential supply of
selective benefits is unlimited with no declininguminal utility, this implies that interest
populations are essentially unlimited.

In sum, Olson’s model is a bottom-up view of tlb@struction of interest
communities. The critical action takes place atl#vel of the member. Their
preferences for collective action are surely rd&alt their pursuit is influenced by the
number of other individuals who might join an orgation or other organizations that
might engage in political activity. These numbeegine the severity of the collective
action problem faced by organizations. Interegaoization populations, in this
interpretation, are artifacts in that they arepgheducts of the severity of the collective
action problem within different populations of meznf Interest communities are thus
constructed from the bottom up as interest orgéioiza solve over time their respective
collective action problems. But once having soliteebwn collective action problem,
each organization has no real bearing on the tyitadies of others in the community.

Gray and Lowery’s (1996a) ESA model of interest oamity density is largely
agnostic about the individual-level mobilizatiomprking equally well with either basic

Trumanesque or Olsonian viewiatlividual mobilization. But in explaining interest

this notion was also incorporated as a central éhenmnesource dependence theory

(Pfeffer and Salancik 1978).
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communities, the ESA model is top-down in oriemmiatiin emphasizing environmental
constraints, not individual-level motivations. Bhthe key variable determining vital
rates of interest organizations is the presenaehar interest organizations potentially
representing the same interests. This varialileeisirea term of the ESA model, which is
usually interpreted as the potential number of ttarents in the interest domain that
might be represented by an interest organizatidre main effect of this variable is
positive; we should observe more organizations wirembserve more potential
constituents. But this relationship is expectetd@rogressively less positive so that
growth rates decline as numbers of potential ctuesiis increase. This reflects density
dependence or crowding as similar organizationspatitively exclude each other from
ever finer representation of interests and theuness needed for organizational
maintenance. At some point, quite simply, ther@ declining marginal return from ever
more fine-grained representation of interests atidimce on ever narrower resource
bases. As aresult, and in sharp contrast to Gl&xpectations, the birth rates of new
organizations should decline and/or the death @itesler organizations should increase
as interest communities become more crowded (QrdyLawery 2001; Nownes 2004,
Nownes and Lipinski 2005).

The other terms of the ESA model reflect, respetfivinsights from Truman and
Olson. Energyrefers to the policy issues of concern to lobbyonggnization and the
level of uncertainty about their resolution that ased to stimulate mobilization. These
are typically measured by the size of politicalradpein a given policy area and level of
party competition, respectively (Gray, Lowery, Beles, and Anderson 2005; Lowery,

Gray, Fellowes, and Anderson 2004; Brasher, Lowaany, Gray 1999; Lowery 2007).
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Thus, the energy term of the model reflects Trum&h951) notion that policy
disturbances promote mobilization. In the ESA nmigddewever, this is a more secondary
determinant that raises or lowers the more impbdansity response function with
respect to number of constituents. Fiebility term of the model draws on Olson’s
insight that interest communities must be largelyonstructed from scratch after
profound changes in political regimes such as afésrstating wars. But while Olson
(1982) viewed such processes as occurring oventairgeor so, ESA empirical analyses
have found that interest systems reach equiliboutheir carrying capacity for interest
organizations far more quickly. Thus, while thabslity term is of theoretical interest, it
does not have empirical import in stable democracie

The ESA model of interest system density thus emsipha top-down processes in
which number of potential constituents sets inresitg dependent manner the basic
carrying capacity of political systems for organideterest$. This density dependent
response function may be lowered or raised byitteedf the political agenda and the
level of uncertainly associated with different lsvef party competition. But overall,
interest systems are self-limiting as crowding sappes birth rates and enhances death

rates within guilds of organized interests. Anotingplication of the model that will

3 Or more precisely, both insights draw from pogalabiology’s analysis of changes in
bio-diversity following devastating environmentakats such as volcanic eruptions.

“ Or, perhaps it might be better to say that pofngtressures and constraints in the
ESA model ardateral in nature in that crowding among similar or retatgganizations
and fixed resources in the environment work togetih&imit the size of interest

populations.
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become important later arises from its assumptanthe density dependent response
functions of different guilds vary and the obseivathat the content of policy agendas
change over time. That is, given differences elibterogeneity of issues within interest
guilds and variations in average capacities aayagds to organize, density dependent
mobilization rates will vary across guilds. In t@st to conventional interpretation of
bias in interest communities (Schattschneider 1860jozman and Tierney 1986), then,
thediversityof interest communities is complexly related te thstribution of interests

in society (Lowery and Gray 2004a; Lowery, Gray] &ellowes 2004).

The Olson and ESA models suggest a number ofrtgdications at individual-
and aggregate-levels, test implications that schdilave not been shy to exploit. Both
levels of analysis are important. But for thodeliested in the overall size and growth of
interest systems, bias in interest communities,i@ncbnsequences for public policy,
aggregate-level tests are especially interestBig. here is where our problem arises.
That is, the models typically used to test the aggte implications of the Olson and ESA
models cannot easily distinguish between them.uRethat are supportive of one model
will be equally supportive of the other.

To see this, consider first the typical aggregatel test of Olson’s hypothesis
(e.g., Andres 1985; Bois 1989; Grier, Munger, amthétts 1991; 1994; Masters and
Keim 1985; McKeown 1994; Humphries 1991; Mitchélansen, and Jepsen 1997,

Hansen and Mitchell 2000; Lowery, Gray, Andersard Blewmark 20043,which can be

®> Most of this work has been done on PACs. Unfately, PACs are a remarkably
inappropriate venue in which to test either hypsighgiven that the theory speak to

mobilization to lobby, not the frequency of useaddpecific lobbying tool, such as
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expressed as follows:

Eql: (LR/PLR)=.-0;PLR
where LR is the number of lobby registrations aépuzbserved and PLR is the number
of potential lobby registrations or the full poptida from which actual registrations are
drawn® The ratio of LR and PLR isbbying rateor the proportion of institutions of a
given type (industry or jurisdiction, typically)dahactually choose to lobby. As indicated
by the negatively signed slope coefficient, loblgyrate is expected to decline as the
number of institutions that might lobby increasésshort, the severity of the collective
action problem should increase with the numbermrgépoizations that might lobby, which
Olson suggests should lead to free riding or aigieg proportion of potential lobbying
organization actually opting to lobby.

Now, consider the comparable basic ESA model usadgregate-level tests

political action committees (Gray and Lowery 1997&his may account for the
traditionally weak and inconsistent results ondbliective action hypothesis in this
literature. Even so, equation 1, is a rather ex¢remmplification of the models used in
these analyses. That is, most were designedtta tasge of hypotheses, most of which
go beyond our concerns.

® Some studies — PAC studies especially — tende@ugriant of this model where
individual firms are the unit of analysis (rathkam industries, states, or a combination of
the two) and the dependent variable is the firngsision to lobby or not lobby or to have
or not have a PAC. These models then include messi the size of the
industries/states to test the collective actiondtlypsis. These models are functionally

organizational-level equivalents of the model idfesd in equation 1.
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(Gray and Lowery 1996a; Lowery and Gray 1995; Gtayyery, Fellowes, and
Anderson 2005; Lowery, Gray, Fellowes, and Ande2@®4). Ignoring the
complication of density dependence for now, the @ement of the ESA model can be
represented as:

Eg.2: LR=1+ 1, PLR
where LR is again the number of lobby registratiand PLR is the number of potential
lobby registrations. The positive slope coeffitisnggests that the number of
organizations actually lobbying is positively reldtto the number of potential lobbying
organizations.

Obviously, the numerator in the stripped-down Olsqgnation is the dependent
variable in the short version of the ESA model. r¢Moportantly, both employ the same
independent variable: the potential number of owgion lobby registrants. If both
dependent variables have, as expected, a straatgredhip with that independent
variable, they will be related to each other, ilyon a spurious fashion. This
relationship, however, becomes more than spuriaoas we consider their shared
independent variable: the number of organizatibas ¢ould potentially lobby. Indeed,
any two of these three variables define an accogndientity. If the size of the potential
lobbying population and number of lobbying registnas are known, we can calculate
lobbying participation rate. Conversely, given lbleby participation rate and the size of
the potential lobbying population, we can calculaw@ many organizations are
registered to lobby. And more to the point, if thepe coefficient of the ESA model in
equation 2 is greater than zero and less thantbeasame data willwaysproduce

results that would be consistent with the Olson eliscexpectation of a negative
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estimate in equation 1. And such expectationgjaite reasonable.The ESA

hypothesis posits that the slope coefficient inadiqgun 1shouldbe greater than zero. And
while the ESA model does not strictly require ttiet number of lobby organizations
should increase at a slower rate than the numbeotehtial organizations that might
lobby, this expectation is strongly implied by thensity dependence hypothésis.

We will demonstrate this last relationship empiticaelow. In a strict sense, of
course, such a demonstration is unnecessary $iagate logical or mathematical in
character. Still, we will see that empirical tgstént toward some indirect means of
distinguishing the two models. In conducting theests, however, we use somewhat
more elaborate version of the two models:

Eq.3: (LR/PLR)=]—[1; PLR +1, PLR + (3 PC + (1, PA,and
Eq.4: LR =0+ [; PLR -, PLR + I3 PC +14 PA
where LR and PLR are again number of lobby redistia and number of potential
registrations. We have added to both models measirthe level of party competition
(PC) and the size of the policy agenda of inteieghie interest guilds (PA) to reflect the
energy term of the ESA model. These are key édittse ESA model. Adding them to

the collective action model in equation 3 rendeesémpirical estimates more

” Actually, even this condition is too strongly st The slope coefficient in equation 2
need only be less than 1.0 for the same data tergenresults supportive of an Olson
model of the form of equation 2.

8 Importantly, this expectation is not necessarilgtwith respect to the use of specific
lobbying techniques like the establishment of PA¢®rganizations that have already

opted to lobby given the crowded room hypothese:(&ray and Lowery 1997a).

10
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comparable and should do no great damage to tle@isdel as this essentially entails
adding irrelevant explanatory variables to it.

We've also added the squared term of potential rurablobby registrations to
both models. The polynomial specification of PlsRessential to test the ESA density
dependence hypothesis that growth in registratemtimes as number of potential
registrations increases. The ESA model suggeatgshh linear term of the model should
generate a positive estimate and its squared teregative estimate. We included this
polynomial specification in the Olson model repreasd by equation 3 for better reasons,
however, than merely allowing us to compare theetdirectly. That is, while most
prior aggregate tests of the Olson model exammgtbe linear impact of potential
number of lobby registrants (or the size of theustdy) on participation rates, this seems
to us an unreasonable specification. Simply pstiggests that the enhanced incidence
of free riding resulting from an increase in thégmial number of organizations that
might lobby from 999 to 1,000 organizations or induals will be the same as an
increase from 4 to 5. It seems far more plausdnté, consistent with Olson’s analysis,
that the decline in lobby participation rates (LRRpuld slow as number of potential
organizations that might lobby becomes smaller@gdnizations thereby become more
cognizant of each other.

Empirically Analyzing the Models
Data and Oper ationalizations

We test the models with data on lobby registratiamong health interest

organizations in the American states. The statgge us with considerable variation in

all of the variables specified in both models dmastserve as our unit of analysis. The

11
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dependent variables in the ESA models are the nuaorlensity of lobby registrations

in the states by health organizations concernspectively, with: 1.) direct patient care,
2.) drugs and health products, 3.) health finagdpcal government health agencies, 5.)
health care advocacy, 6.) health professional &ssmas, and 7.) health education
institutions? We also analyze the total number of health drgdions. These eight
categories were aggregated upward from an evenXBeategory coding of the

substantive interests of health organization lotggystrations. These are reported in the

® The state lobby registration data have been destelsewhere (Gray and Lowery
2001). Briefly, lobby registration lists were gatld by mail or web page from state
agencies responsible for their maintenance. Afteging the lists of state agencies in
states requiring their registration, organizaticegistered to lobby — not individual
lobbyists — were coded by organizational type (mersitip group, institution, or
association) and interest content (26 guilds oftariiive interests) using directories of
organizations and associations and the web pagaganizations. A second coder
examined the coding assignments with discrepamesdved via discussionOnly 1.58
percent of the 35,928 organizational lobby regigtres in 1997 could not be coded by
type or substantive interest. The organizatiorthénhealth category among the complete
population of guilds were then recoded by substantiterest using 18 categories
reported in appendix 1. Only 38 organizations.66(ercent of the 1997 health
population could not be coded by these categofisslistantive interest. Fortunately,
previous work indicates that the stringency ofestabbying registration requirements
has little impact on the density (Lowery and Gra917; 1994) and diversity (Gray and

Lowery 1998) of state interest communities.

12



Lowery, Gray, Monogan

JOP Web Appendix associated with this article alit examples of organizations in
each category. Inthe end, we opted for the mgyl@yhaggregated seven-fold
classification for convenienc8. In the Olson models, the dependent variabletoatsy
participation rates — the ratio of the number @famizations actually registered to lobby
to the total number of organizations that potelytiadight lobby — of the same seven
health guilds and the total number of health irgeoceganizations.

The health interest guild is especially appropriateesting our hypothesis since
its seven sub-guilds vary remarkably in size an#leup among themselves as well as
across the states. As seen in figure 1, 5,65&aed interests with health concerns

registered to lobby in 1997, for an average of 183egistrations’ This is our

9 The results were essentially the same at bothis@fenalysis. But seven or eight sets
of results are more readily presented than 18r.ekample, when the 1997 direct patient
care model was re-estimated using the seven stdgarées of organizations providing
direct patient care, essentially the same reswdte \generated. Six of the seven
coefficients of the area or supply variable wegmed correctly and significant as were
four of the estimates for their squared valuex dbseven party competition estimates
were signed correctly and significant, as were genda coefficients. While there was
some noise associated with employing such a five lef aggregation where numbers of
registrations were very low, the results nonettselesre very consistent with those
presented here.

1 This number is larger than we have previously regbin work analyzing 26 interest
guilds and results from our recodifgg this projectpharmaceutical and drug product

manufacturing firms as health rather than manufagjuorganizations, and health

13
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dependent variable in the ESA models. As seehndriitst two columns of table 2, 50.14
percent of the health organization registrationtheaverage state in 1997 were
concerned with direct patient care. In the avestgte, the next largest category was
drug and health product organizations, followedbglth professional associations and
health education institutions, health care advocgoyps, health finance organizations,
and local government health groups and agencies.

The populations from which these registrations vazeavn were also quite
diverse. A measure of the size of such populatiensf course, the area term of the ESA
model and both an independent variable and thendiexador in the dependent variable of
the Olson model. For all but one of our healtHdgjithe populations from which
organized institutions are drawn are institutionshsas hospitals, medical schools,
doctors’ offices and HMOs, pharmaceutical firmsj amsurance companies. For these,
population size or area is measured by the nunfbestablishments in a state in 1997
associated with the interests of the sub-gtfild.

There were, however, several exceptions to thedesiy. First, as seen in the
appendix, the health finance sub-guild includedthgdans, health business services,

employer health coalition, and insurance orgarorati Data on establishments was

insurance firms as health organizations rather fimamcial, insurance, and real estate
organizations. Neither coding scheme is neceggamgiferred in any objective sense
since they speak to different theoretical purposes.

12 The Census Bureau’s NAICS codes used to assigestablishments in a state to each

sub-guild are reported in the last column of thpeaalix.

14
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available for only the last. Thus, the area ompbuperms of the health finance model tap
a narrower range of organization activity than mahthe others.Secondthe Census
Bureau did not provide data on government estaiksttis. So, for local government
health agency supply, we use the number of geperabse local governments and
health special districts in a stat€hird, associations of health professionals are founded
not on institutions but on individual health prafesals such as doctors and nurses. The
interest organizations in this sub-guild are trieambership groups. For this sub-guild,
then, the sizes of the potential populations froicWv lobbying organizations might be
drawn are measured by the number of health prafesls in a state in 1998 as reported
by the Department of LaboFourth, the area term of the health education sub-gsild i
measured by the number of medical and nursing sshoa state. As seen in figure 2,
the lobby registrants representing direct patiané ¢cssues are drawn from a very large
population — the average state had fully 10,34#li6&ct patient care organizations in
1997. This contrast to the smaller average pojusitfrom which health education
(13.46 institutions), local government (71.40), ltleéinance (63.86), and health
advocacy (66.26) lobby organizations were drawhe dverage number of drug and
health product firms in the states was 288.56.

The dependent variable in the Olson model is @petion rate or the ratio of the
actual number of lobby registrations by health argations to the size of the population
from which they are drawn. As seen in figure Jltleadvocacy organizations had, on
average, the highest participation rate with 228&ent. The lowest rates were for
health professionals. Given that the denominatoneasured in hundreds, the

participation rate of 0.01 percent reported in feg8 indicates that the average state had

15
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one registration by a health professional grouptipeusand health professionals. The
remaining participation rates fall between these éxtreme values.

The energy term is represented by party competéiad the size of the health
policy agenda of substantive concern to potentiaby organizations. As party
competition heightens, the likelihood of suddengyothange increases, encouraging
both those favored by as well as those disadvadthgé¢he status quo to become active.
We tap this uncertainty with the folded Ranney bndéstate party competition
(available for 48 states) in 1997. Since this maeass inversely coded, with values near
one indicating one-party dominance, negative esémwaill indicate that competition
promotes mobilization. Gray, Lowery, Fellowes, @mlerson (2005) following the
lead of Bowling and Ferguson (2001) and Wilkerdeeeley, Schiereck, and Sue (2002),
measure constituent interest by the size of thagmef concern to an interest guild as
indicated by the number of bills on the topic cdesed by the legislature. We developed

a comparable measure of the size of the healthdagesfore state legislatures in 1987.

13 Bill count data was collected from the "State HFigkt of Bills" database on Nexis
Academic Universe. The database is maintained BishNexis, a division of Reed

Elsevier Inc, and is available for a fee at httpailv.nexis.com The database contains

bill text files of all bills considered by eachtgtaouse in a calendar year with each bill
assigned a set of subject codes, providing a steplesting for each revised version of a
bill in the database. For example, Alabama HouB& B5, which appropriated
$4,564,831 to the Department of Public Health i@7,9vas listed five times in the
database: one entry was the initial version, threee revisions, and the fifth was the

enacted bill. Multiple counts are appropriate lisesthe concerns of organized interests

16
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Our measures count the number of bills with a “thaubject code each year. In 1997,
the average number of bill counts was 278, ranffimg a low of 17 in Kentucky to a
high of 1,409 in California. The same agenda sieasure is employed in all sub-guild
models.
Initial Findings

The results in table 1 provide considerable supieoOlson’s model. The
negative estimates for the linear area variabldr()Pdre significant in all cases indicating
that participation rates decline as the potentz of lobbying communities increases.
The squared value of PLR generates uniformly pasgstimates and five of eight are
significant at the 0.05 level. Within an Olsonfemmework, these estimates suggest that
free riding declines as numbers of potential loblyanizations declines. This is
illustrated in figure 4, which presents the relasbip between lobby participation rate in
the states among health finance establishmentthantlimbers of such establishments,
while ignoring the effects of the other independeriables™* Lobbying participation
falls from 50 percent in states with fewer thano2@o health finance organizations to

less than 10 percent for those with more than 166 srganization$’

about bills should heighten as they move throughefgislative process.

14 Extensive analyses of these and other data sutigeshe effects of the area terms of
the models are remarkably independent of ageneéaasid party competition and so can
be examined independently.  Still, the figurespresent on health finance organizations
should be viewed as partial and incomplete modhelsdre more useful for illustration
than for providing a complete story.

1> Similar figures have been constructed for allhef sub-guilds. All are remarkably

17
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The results for the energy terms of the modehawee mixed. All but one of the
party dominance estimates generated negative éesmadicating that participation
rates decline as party competition falls. Stitllyosix of the estimates are discernibly
different from zero. And only one agenda size ftoeht (for health finance
organizations) is positive and significant, whiclygests that the size of the issue agenda
before legislatures has little to do with lobbyjmayticipation rates. Overall, then, these
results can certainly be interpreted as suppottiegdIson model; size of the potential
lobbying community matters, but not much else.

Yet, much the same can be said for the ESA magistan in Table 2. The
dependent variable is the raw number of lobby tegfiens. In this case, six of the area
or LR estimates generated the expected positivesignificant estimates while five of
the squared LR estimates generated the expectativeegnd significant estimates. In
fact, all of the former would have produced positisignificant estimates had the
squared variable been excluded. This suggestsvtiibg registrations increase with the
density of the population from which lobby groupe drawn, this relationship is only
weakly density dependent for the small local goment and health education guilds.
This will become important later when we compaeettiio models. For now though, it
seems as if the core area element of the ESA ndapported by these results. This is
illustrated in figure 5 which presents the relasioip between total registrations by health
finance organizations in the states and their nushbesuch establishments while again

ignoring the other independent variabts.obby registrations increases from under 10

alike.

18 Again, similar figures have been constructed fbofthe other sub-guilds and all are

18
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in states with very few health finance establishtsi¢ém 20 or more for states with 300
such organizations. Further, the rate of incréasegistrations visibly declines as
number of establishments increases.

Table 2 also provides support for the ESA energppothesis with the party
dominance estimates having the expected negativsignificant estimates in all but one
case. Registrations are higher in states with roonepetitive parties. And in sharp
contrast to the Olson results, seven of the eigiitnates for agenda size (all but the
estimate for the local government model) are pasigind significant, indicating that
number of registrations increases as the sizeeofidlalth policy agenda being considered
by state legislatures grows.

I nterpreting the Results

We have, then, two sets of closely related reshiétsseem to support two distinct
theories about the construction of interest systeitse two models are, of course,
account for variance in somewhat different depetdanables — lobbying participation
rates and total numbers of lobby registrationavduld be very nice if in a spirit of
scholarly reconciliation we could combine the mads that all flowers could bloom.
Unfortunately, we cannot do so for three reasdrsefirst and most telling reason is that
the two dependent variables and their shared intkgre variable define, as noted
earlier, an accounting identity. If the size o fhotential lobby population and number
of lobby registrations are determined, we will knbycalculation the lobbying

participation rate. Conversely, if we know theerat lobby participation and the size of

remarkably similar, especially so since this is oheur more problematic guilds in

terms of the squared term.
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the potential lobby population, we can calculageriimber of lobby registrations. By
definition, then, one or the other dependent véiaban artifact of the process
generating the other. Thus, we cannot be agnalstiat which process truly merits
explication.

Secondand somewhat counter-intuitively given what hes peen said, it is also
true that once we go beyond their theoretical ielahip, the information captured
empirically by the relationship of the Olson depemdvariable and the size of the
potential lobby population cannot be easily subttd for knowledge about the
relationship of the ESA dependent variable andsthe of the potential lobby population.
Figures 6 and 7 illustrate why this is so. Figdigresents the relationship between the
predicted valuegenerated from figures 4 and 5, our simplifiedc@land ESA models
for the health finance guild. As is readily appdréhere is a very strong relationship (R-
square = 0.97) Indeed, as seen in figure 8, which presentsdhgarable R-square
values for all of our models, the predicted valioedobby participation rates and lobby
registrations are very, very high, which refletts strong relationship of both to the size
of the potential lobby community, their shared ipeledent variable. But this does not
mean that thactual valueof the two dependent variables are closely relatesiseen in
figure 7, actual rates of lobby participation byhle finance organizations are only
weakly related to actual numbers of lobby regigiret by such organizations across the

states (R-square = 0.04). In empirical terms, th@s strong relationship in figure 6 is

7 Indeed, the only reason that the R-square valoeti4.0 is that the two polynomial
specifications tend to treat extreme values irnctheilinear relationships a bit differently.

When a simple linear specification has been usedRtsquare values are uniformly 1.0.

20



Lowery, Gray, Monogan

almost entirely spurious, a result of the two dejeen variables’ common relationship to
their shared independent variable PLF. While highendent variables are strongly
related to that independent variable, they aradeaélt it in very different ways. Nor, as
seen in figure 9, is this unique to this sub-guilek relationships between the actual
values of the two dependent variables is very, wagk across all of the models.

This means that we cannot readily substitute inédirom from one model into the
other. If the Olson model fully captured the cdysacess running from size of the
potential lobby population to participation rateem we should be able to substitute
participation rate into the ESA model in lieu oéttwo area terms of the model and
generate a significant positive estimate for olossitute measure. Simply put,
participation rate would have already built intalitof the information carried by the
polynomial area estimates in the ESA model. Bugess in table 3, such substitution
does not work, or at least does not work well. M/the party dominance and agenda
size variables retain the magnitudes observeddle @ three of eight participation rate
estimates are wrongly signed and only three arafgignt. While we will see later that
these three estimates can still tell us somethsaduly the overall pattern of results in
table 3 suggests that we cannot readily transhafarecal results from one model into the
other.

Third, the two model have profoundly different implicats for how we
understand the nature of interest system biadirtkege of individual member
preferences and lobby objectives, the ultimate siZzeterest systems, and their
consequences in terms of public policy (Lowery @ndy 2004b). The larger theoretical

construct in which Olson’s model is now employedh@&@tschneider 1960; Olson 1965;
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1982; Schlozman 1994; Schlozman and Tierney 19&&;iMsney 1997) suggests that
interest systems will be profoundly biased towarék groups with large stakes in
government, that the policies organizations loldnyhfave little connection with
member’s or sponsor’s preferences, that policiedaught and sold like other
commodities, and that interest systems can graanianconstrained manner even until
economies collapse. In contrast, the neopluratisstruct in which the ESA model is
embedded suggests that bias is a complex artifdbeeconomies of scale of interest
representation (Lowery and Gray 2004a; Lowery, Gaayl Fellowes 2004), that
preferences of members matter (Salisbury 1969t Itibbying is often ineffective in
securing policy returns (Heinz, Laumann, Nelsoml Salisbury 1993; Lowery, 2006),
and interest systems are ultimately self-limitingerms of size (Lowery and Gray 1995).
Thus, while the models examined here are similanamy respects, they are parts of
much larger constructs that are as profoundly amiggic as any two theories in the
discipline. Finding support for either Olson’stbe ESA model of the construction of
interest systems will certainly not topple one wother of these larger edifices. But
determining which specification of the constructrafes governing the interest
communities best accounts for the density of irstiesgstems will add empirical support
to one or the other.

In short, we cannot and should not be agnostictatbe two models. So, how
should they be distinguished if our aggregate lavalyses generate plausible support for
both? Two methods seem appropriate. The firtst eéxamine additional attributes of our
aggregate models beyond the usual examinatioredsltpe estimates of the area terms

of the models. Three such attributes suggesthieadESA model should be accorded
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precedenceFirst, while R-square values are too often over-intéguteit is also true that
they provide us at least some information aboutnoodels that might be useful. In this
case, as seen in figure 10, the R-square valuesajed for the Olson models in table 1
are uniformly smaller — and by large margins inesal/cases — than those generated for
the ESA results in table 2. It would seem likdigttif the results of one model were an
artifact of processes tapped by the other thalatier would have more noise and hence a
smaller coefficient of determination, especiallygbeen the weak relationship between
the actual values of the two dependent variablgsrted in figure 9. While hardly
definitive, this strikes us as a small advantagelfe ESA model.

Secondand perhaps a bit more telling, the estimateshi®energy terms of the
ESA model generated rather strong results. Theggnariables were not part of
Olson’s original theoretical model. If lobbyingramunities are driven by free riding
alone or by free riding mitigated by selective imibées, then the size of legislative
agendas and the level of party competition shoatdmatter. At a minimum, the strong
results for these variables in the ESA model arehen some of the Olson models
represent a mark against Olson.

And third, the very consistency of the results within theddlmodels may
constitute a strike against his specification. H$A model suggests that density
dependence characterizes to one degree or anotis¢interest guilds. But because both
the environmental resources that different guikdg on and their capacities to sustain
mobilization vary, this dependence will be expresdéferently across guilds. Different
guilds will have different economies of scale itenest representation. The ESA model

does not, therefore, require that the slopes otba terms of the several models be
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equally steep or density dependent (Lowery and Gé#¢a; Lowery, Gray, and
Fellowes 2004). And the figures for the severakguilds comparable to figure 5 for
health finance registrants are indeed quite diffehr@m each other.

In contrast, the full set of figures for the Olsondel comparable to figure 4 for
the health finance registrants are very similant fBis consistency seems inconsistent
with Olson’s model if all that really matters isthkelihood of having one’s free riding
exposed. This is especially evident in the twgéat sub-guilds: direct patient care and
health professionals. Yet, when the simple Olsoni@del (comparable to figure 4) is
applied to these models, as seen in figures 11lAnthey produce results that are
downwardly sloped in the same manner as the madéhe other health sub-guilds.

This strikes us as implausible that the level eéfriding would not seem appreciably
smaller when numbers of direct care offices inagedsom 500 to 20,000 or numbers of
health professionals in states increase from 500@00,000° It would seem more
plausible to expect — from Olson’s view — that idrge guilds would have extreme
negative slopes that would then tail-off quicklythva residual of organizations lobbying
for selective goods remaining within even relaywalid-sized populations of
organizations with the potential to lobby. Yegtis marked change in the predicted
values of participation rate even across the mndiegpopulation values in figures 11 and
12. To explain this within an Olson framework, weuld need to account for why levels

of free riding vary across very different guildeigang in size across at least five orders

18 Obviously, this would have been even a more squeriglem had we included PLF (or
area) in the Olson model only in a linear mannds agpical of most prior aggregate-

level tests.
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of magnitude in such a way as to produce very amsillopes for aggregate level
participation rates. This would seem a difficakk.

Instead, it is perhaps best to apply Olson’s madein numbers of potential
lobbying organizations are relatively small, pehapder a hundred or so. Itis in such
settings that perceptions about the probabilitfdsemng observed free riding are likely to
be more meaningful. If so, then some of the preslpunexplained results in table 3
might be understandable. That is, we saw thattsutign of participation rate for the
polynomial specification of the area term of theAG8odel generated only weak results
for five of the eight models. Interestingly, hovweeyvthe three models in which
participation rate generated a correctly signeddisckrnible estimate were those for our
three smallest guilds as measured by the numbangahizations that might lobby —
health finance (state average = 63.47), local gowent (71.40) and health education
(13.64). Thus, it may well be true that Olson’sd®lgprovides a good account of interest
system density when the populations supportingesteguilds are very small. But after
a threshold over which perceptions of the probghaf being caught free riding are no
longer plausibly altered by further increases mlambers of organizations that might
lobby, any first face evidence of the aggregatelleensequences of free riding are more
likely to be an artifact of density dependenceheftlype central to the ESA model of
interest system density.

A second manner by which to distinguish the two el®does beyond the kind of
cross-sectional aggregate level results examinez Férst, time series of interest
community density capture dynamic elements of vagts of interest systems. Our

interpretative problem stems ultimately from retiaron cross-sectional results that do
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not these for either model. There are, of cowrsmpelling practical reasons why most
studies of interest group populations rely on comspa of populations across industries
or across jurisdictions. It is difficult to constt historic population data on interest
systems. Given these difficulties, available teeees data on populations of organized
interests focus on only one jurisdiction using totambers of organized interests
(Brasher, Lowery, and Gray 1999; Wolak, Lowery, &rdy 2001; Lowery and Brasher
2004, 75) and/or a single policy domain Nownes 20@wvnes and Lipinski 2005). This
severely restricts the variance on key determinaintise ESA model, especially for its
energy variables. Still, the evidence from the feme series analyses now available are
clearly far more consistent with the expectatiohthe ESA model than they are with
Olson’s. Olson would lead us to expect that irdecemmunities grow in a simple linear
fashion as organizations slowly solve collectivearcproblems using selective
incentives. Instead, time series analyses — wittvies (2004) and Nownes and
Lipinski’s (2005) analysis of gay and lesbian oligations perhaps serving as the gold
standard of this type of work — shows clear evi@eoicslow growth with few births and
many deaths in the legitimation phase of an integed, rapid growth with many births
and few deaths following initial legitimation, ahtille growth with many deaths and few
births during the mature density dependent stag@piilation development. This s-
shaped pattern is a hallmark of environmentallyst@mned population growth (Hannan
and Freeman 1989). These results do not tell eis/#hing that we wish to know about
interest communities, such as their responsivetoesisort term changes in policy and
politics. Still, their consistency with ESA expatibns suggests that it offers a superior

interpretation.
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A secondand perhaps even more important literature that@iour
interpretation is comprised of micro-level anal/séthe collective action problem and
the role of organizational dependence on environaheesources. There has now been
an accumulation of results which cut against Ols@malysis in a number of ways. The
collective action problem does not appear to beeasre at the individual-level as Olson
proposed (Hansen 1985; Moe 1980; Marwell and And&9)L Entrepreneurial leaders
(Salisbury 1969; Rosenstone and Hansen 1993; V8didozman, and Brady 1995) have
a clear incentive to identify and cultivate membamnd sponsors (Gray and Lowery
1996b) through a variety of means going well beysaléctive incentives (Clark and
Wilson 1961; Leighley 1996) and patron support (B&999). Thus, many
organizations that Olson would have expected t@ lgagat difficulty forming, have
prospered (Bosso 2005). Yet, many organizatioatsdb mobilize then fail, which Olson
did not expect. Equally important, organizatiolealel analyses have found that that
variations in the vital rates of interests acraggypations are recognized by group leaders
(Gray and Lowery 1997b), results that support theadevel foundations of the ESA
model. Together, this suggests, as noted by Badnegaand Leech (1998, 75), "the
guestion of whether the problems discussed by Qtisayhave been given more
prominence in the interest-group literature thayttieserve."

Conclusion

We have seen that the Olson’s (1965; 1982) colleetction model and Gray and
Lowery’s (1996a) ESA model — are closely relateddoh other in terms of how they are
tested at the aggregate-level with cross-sectidai@. This means, unfortunately, that

results supportive of one model can equally supiherother. We have explained why
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this is so and illustrated this close relationshith data on several sub-guilds of health
interest organizations in the American states,ti@ir own terms, these results cannot
fully resolve our problem of identifying which mddeore validly accounts for the
structure of interest communities. However, weehalgo identified several secondary
features of these cross-sectional findings thapsupwe believe, the ESA model rather
than Olson’s. And we have buttressed this evid&yaeference to time series studies
and more micro-level analyses that provide contdupport for our interpretation. In
our view, the weight of evidence, even if indirestearly favors the ESA model. Still,
we do not want to suggest that Olson’s notion diective action is irrelevant. Rather,
we think that it may still provide a telling accduperhaps in conjunction with elements
of the ESA model, of howmallsub-guilds of organizations form. It is only withsuch
small sub-guilds that the likelihood of exposurdree riding is plausibly meaningful
within the range of observed numbers of membesganizations from which lobby
organizations are drawn. For larger sub-guildéndd in terms of shared reliance on
environmental resources and/or public policies wihective good features, propensities
to free ride are already likely to be constantssuch settings, the variables cited by the
ESA model are far more likely to ultimately detenmithe density and the diversity of the
interest community. The raw materials producedoatitom-up processes are ultimately
sculpted into populations by top-town pressures.

This assessment of our findings has two implicegioFirst and more narrowly,
prior aggregate-level, cross-sectional tests ob@tshypothesis should be re-examined
in terms of what they say about the ESA model. @osely, prior work on the ESA

model should be re-examined in terms of Olson’gexdnres. Second, comparison of
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the two models raises some interesting questionstdbe role of contextual theories
within our discipline. The prominence assigne®tson’s model results not only from
its earlier introduction, but also from its appapowerful analytic traditions within the
discipline. Whether they are based on psychologgconomics, we tend to like
explanations that are rooted in individual-leveldais of behavior. Explanations tapping
older sociological references to group propertresveewed suspiciously. But this often
appropriate bias can lead to error when we todyfredrapolate from individual

behavior to the population level without asking wimaght happen once individuals
interact. This, of course, is precisely what Oldahwhen making the leap from The

Logic of Collective Actionto The Rise and Decline of NationSome properties emerge

only at the population-level. Interest system dgrand diversity are such properties.
Yet, we have seen that they powerfully conditiomwhmoany and what kinds of organized

interests can survive within interest systems.
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Figure 1: Avg. No. Lobby Registrations in Total
Health Guild and Seven Health Sub-Guilds, 1997
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Figure 2: Avg. No. Establishments/Professionals in

Total Health Guild and Seven Health Sub-Guilds, 199
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Figure 3: Lobbying Participation Rate in Total
Health Guild Seven Health Sub-Guilds, 1997
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Lobby Registrations

Figure 7: Lobby Registrations and Lobby
Participation Rate in a State: Health Finance 1997
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Figure 8: R-Square Values Generated from Regre&siadictec
Participation Rates on Predicted Number of Redisins
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Figure 9: RSquare Values Generated from Regressing A
Participation Rates on Actual Number of Registradio
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Figure 10: Comparison of R-Square Values from
Olson ESA Models (Tables 1 and 2)
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Lobby Participation Rate

Figure 11: Lobby Participation Rate and Number

of Firms in a State: Direct Patient Care 1997
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Figure 12: Lobby Participation Rate and Number
of Professionals in a State: Health Associatio®871
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Table 1: Collective Action Models of Lobby Partiatpn
Rates: Total Health Guild and Seven Sub-Guilds71©$48)

Dependent Independent Variables

Variables:

% Registered Area or Area/ PLR Party Agenda

or LR/PLR PLR Squared Dominance Size Constant R-Square
Total -1.59 ** 0.99 ** -0.31 ** 0.02 4.67 0.4B
Health Care -5.31 3.34 -2.61 0.17

Direct -1.34 ** 0.78 * -0.27 * 0.07 2.17 0.36
Patient Care -4.02 2.35 -0.20 0.41

Drugs/Health -1.41 ** 0.99 ** -0.17 0.01 34.85 0.7
Products -4.46 3.26 -1.25 -0.06

Health Prof. -2.13 ** 1.56 ** -0.30 ** -0.12 0.05 0.3
Associations -7.10 5.24 -2.88 -1.03

Health -1.64 ** 1.15 ** -0.38 ** -0.03 82.70 0.40
Advocacy -4.42 3.14 -2.89 -0.22

Health -1.00 ** 0.48 0.04 0.37 ** 18.98 0.31
Finance -2.55 1.25 0.30 2.55

Local -0.71 * 0.40 -0.29 * -0.04 33.98 0.8
Gov't -2.04 1.14 -2.01 -0.25

Health -0.91 * 0.62 -0.29 * 0.11 57.01 ona
Education -2.06 1.46 -1.92 0.73

* =p<0.01, *=p<0.05, one-tailed tests. ®amdents are standardized. Values below the doiefiits

are t-values. Dependent variables are the pegemfestablishments (or professionals for Health
Professional Associations) that are registeredltby. The measures of the independent variabées ar
are discussed in the text.
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Table 2: Energy, Stability, Area Models of Inter€stmmunity
Density: Total Health Guild and Seven Sub-Guil®97 (n=48)

Dependent Independent Variables

Variables:

No. Registered Area or Area/ PLR Party Agenda

orLR PLR Squared Dominance Size Constant R-Square
Total 1.15 ** -0.94 ** -0.36 ** 0.43*  213.06 0.7¢4
Health Care 5.27 -4.45 -4.24 4.24

Direct 1.19 ** -1.04 ** -0.32 ** 0.40 *  102.56 0.66
Patient Care 4.87 -4.29 -3.24 3.44

Drugs/Health 0.81 ** -0.69 ** -0.40 ** 0.44 ** 42.26 0.49
Products 3.64 -3.24 -4.26 3.89

Health Prof. 1.00 ** -0.73 ** -0.38 ** 0.40 ** 22.49 0.73
Associations 3.92 -2.89 -4.35 4.23

Health 0.61 * -0.19 -0.39 ** 0.25 * 23.49 0.11
Advocacy 2.38 -0.76 -4.26 2.37

Health 0.93 ** -0.63 * -0.20 0.45 ** 9.98 0.41
Finance 3.21 -2.21 -1.91 4.26

Local 0.45 -0.39 -0.35 ** 0.11 9.43 0.p2
Gov't 1.34 -1.14 -2.50 0.74

Health 0.06 0.21 -0.27 * 0.24 * 3.42 0.p1
Education 0.16 0.56 -1.96 1.71

* =p<0.01, *=p<0.05, one-tailed tests. ®amdents are standardized. Values below the doiefiits

are t-values. Dependent variables are the nunfdeblby registrations by organizations in 1997.
The measures of the independent variables aresdiedun the text.

49



Lowery, Gray, Monogan

Table 3: Substituting Lobby Participation Ratestfar Supply/Area Terms
of the ESA Model: Total Health Guild and Seven &ulilds, 1997 (n=48)

Dependent Avg. Independent Variables

Variables: Number

Number of Participation Party Agenda

Registered Est. % (LR/PLR) Dominance Size Constant R4®qua
Total -0.10 -0.51 ** 0.46 **  343.49 0.58
Health Care 10845.38 -1.00 -5.14 4.47

Direct 0.05 0.46 ** 0.44 **  166.60 0.47
Patient Care 10341.66 0.40 -4.10 0.39

Drugs/Health -0.03 -0.52 ** 0.47 ** 56.94 0.60
Products 288.56 -0.33 -5.35 4.75

Health Prof. -0.15 -0.53 ** 0.44 ** 33.69 0.63
Associations - -1.57 -5.69 4.57

Health 0.08 -5.24 ** 0.50 ** 30.93 0.40
Advocacy 66.26 0.78 -5.39 4.97

Health 0.20 * -0.38 ** 0.53 ** 19.94 0.53
Finance 63.86 1.89 -3.50 491

Local 0.43 ** -0.30 ** 0.17 8.24 0.3
Gov't 71.40 3.55 -2.42 1.43

Health 0.37 ** -0.27 * 0.33 ** 3.21 0.3B
Education 13.64 3.06 -2.18 2.74

* =p<0.01, *=p<0.05, one-tailed tests. ®amdents are standardized. Values below the doiefiits
are t-values. Dependent variables are the nunfdeblby registrations by organizations in 1997.
The measures of the independent variables aresdiedun the text.
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