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ABSTRACT

Survival models are important tools for the analysis of data when a

disease event occurs with time and subjects are lost to follow-up. Many

models, however, can also be adapted for use when an event is characterized

by transitions through intermediate states of disease with increasing severity.

In this presentation, such an adaptation will be demonstrated for a class of

conditional regression models for the analysis of transient state events

occurring among grouped event times. The type of conditioning that will be

described is useful in providing comparisons of specific disease states and an

assessment of transition dependent risk factor effects. An example will be

~ given based on the Framingham Heart Study.
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Much has been written about the analysis of survival data when subjects are

followed over a period uf time for the development of a disease event. Important

models have emerged that have enabled the examination of risk factor relation­

ships to disease while also considering that subjects are often lost to follow-up

(1-4).

The models, however, are usually limited to the analysis of data when subjects

take single jumps from an event free state to a state of event development.

Despite this limitation, it is easy to envision that the single jumps that are

modeled can often be characterized by an underlying disease process. It is

more likely that the single disease transition can be better described by

intermediate jumps. Furthermore, the relationship of risk factors to disease

may depend on the type of transition being made. Some risk factors may have

a greater influence on promoting one transition than on others.

For example, cholesterol may be more strongly related to the first appearance

of coronary heart disease than it is to secondary events (5,6). As a result,

the relationship of cholesterol to different transitions in coronary heart

disease development (ranging from healthy, to intermediate states of disease,

to death) may not be the same. On the otherhand, due t9 myocardial irritability,

cigarette smoking may have a more profound effect on the abrupt jump from

clinically healthy to sudden unexpected death (7,8). Clearly, if risk factor

effects emerge differently in the genesis of disease, improved modeling of

these different effects to better explain disease development is necessary.

One approach would be to model the probability of making transitions to

various disease states given an initial state and one or more risk factors.

Care should be taken, however, to define these probabilities appropriately to

take into account the transitory effects of the risk factors.
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This report will present some ideas of how this can be accomplished.

The ideas will be based on modeling multiple transitions and risk factor

effects on the genesis of disease. A general class of conditional regression

models for transient state survival analysis will be presented based on grouped

event times and a discrete and ordered process of disease development. Although

other models exist for the analysis of transient disease states (9-11), the

ideas considered here are different since they provide a unique kind of con­

ditioning other than those that usually involve risk factors or the quality

of pre-exist~ng disease. Such conditioning will be shown to permit a useful

comparison of specific disease states and a description of transition dependent

risk factor effects. An example based on data from the Framingham Heart Study

will be given that is particularly suited for this kind of analysis.

METHODS

Consider a set of risk factors, x1,x2, ... xr , that are measured on a sample

of subjects at some baseline. Assume that for each subject, time intervals

(t = 1,2, ... T) are observed when a disease endpoint occurs or when a subject

is lost to follow-up. Let Yt = 1 denote the occurrence of an event for a subject

during an interval of time indexed by t and Yt = 0 otherwise.

A general expression for a class of survival models for the analysis of

this kind of data when event times are grouped is given as follows:

..

In the above model,

PT = Pr(YT = 1 I Yt = 0, t < T).

(1)

(2)

Here, PT is the probability of developing the disease during the interval of time

indexed by T among subjects who are healthy prior to that interval.
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~ The link in model 1 represents a transformation of PT with tractable

features, some of which will be described later. In logistic regression, the

link is the logit transform and corresponds to the model of Wu and Ware (3).

When the proportional hazards model of Cox holds, the complementary log(-log)

transform is the link. This latter link is attributed to Prentice and Gloecker

(2). Other links are described by McCullagh (12). For a further discussion,

see Abbott (13).

The coefficient aT in model 1 is an intercept unique to the interval T.

The coefficient Sk is, of course, a measure of association between the kth

risk factor and the probability of developing disease.
,

Suppose now that the above survival experiences can be characterized by a

subjects movement into ordered and discrete states of disease severity.

Assume further, that transitions to healthier states are not possible, as is

~ usually the case in chronic disease epidemiology. Suppose that the disease

states are indexed by i = 1,2 ... k where the index i decreases with increasing

severity. Let Yi It = 1 if the ith event is the worst event occurring in the

time interval t and Yi It = 0 otherwise. Model 1 is appropriate for analyzing

such survival experiences, but it needs to be adapted to enable modeling

disease severity.

To develop such an adaptation, it is natural to define the following pro-

bability for J < I.

Pr(YjIT = 1 for some j ~ J I YI1T- 1 = i) (3 )

Expression 3 represents the probability that a subject falls into a disease

state J < I or worse during interval T among those who were in state I during

interval T-l. Such a probability is useful to consider. Because disease states

~ are pooled, however, the chance of moving into a specific disease state cannot
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be examined directly. By taking the appropriate difference, however, one could

define for J < I

pr(YJ /T = 1 I YI !T-l = 1). (4)

Expression 4 represents the probability that a subject in disease state I during

interval T-l moves exactly into disease state J during interval T. Suppose,

however, that J represents some intermediate state of disease between healthy

and death. Then the resulting probability intrinsically compares subjects

who remain healthy or die as a single group with those who move into the inter­

mediate disease state. This probability provides a peculiar comparison. It

is perhaps more sensible if it were conditioned on events worse than J not

occurring.

As a result, consider the following for J < I.

PIJIT = Pr(YJ1T = 1 I YI !T-l = 1 and YjlT = 0, j < J) (5)

Here, PIJIT is the probability that a subject falls in the disease state J < I

during interval T among subjects who 1) were in the Ith state at T-l and 2) who

experienced disease no worse than J during the interval T. Such a probability

now describes the chance of moving from an initial state I to a specific state

of interest, J, without being obscured with movements into states more severe

than J.

An adaptation to model 1 that considers the conditional transition pro-

babilities 5 as a function of risk factors is given as follows:

(6)

Although PIJIT can be expressed in terms of the probabilities given by 3 and 4,

it is easier to write PIJIT directly in the form given by model 6 to simplify
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~ interpretation of the risk factor coefficients. Further discussion on this

will appear later.

Model 6 is called a conditional regression model because it has the added

feature of being conditioned on an event worse than J not occurring. This latter

condition insures that the effects of the risk factors on the transition from
•

state I to J are not confused with movements into states more severe than J.

The parameters 0IJ and B1J1k are now associated with the transition from the

Ith to the Jth state. As with model I, ~T is an intercept unique to the time

interval T. Clearly, the relationship of the parameters to a transition has

special meaning depending on the link being used. For example, when the logistic

transform is the link, the conditioned model implies that the odds, PIJIT/(l-PIJIT)'

is proportional to exp(~T) where the proportionality constant is

eXP(oIJ+LBIJlkxk)'

4It As in any analysis of variance type situation, the conditional model can be

• generalized by replacing ~T+oIJ with a IJ1T . Such a generalization allows inclusion

of interaction effects between the transition types and time. As is often the

case, however, the resulting number of parameters can be quite large and beyond

the limits of the data.

Notice further that the conditional model assumes that the transitory effects

of the risk factors do not depend of T. Nevertheless, the model can also be

generalized to include time dependent covariates at the cost of adding extra

parameters. Wu and Ware (3) provide ideas of how this can be accomplished.

Estimation of the coefficients in the conditional model is accomplished

numerically by maximizing the likelihood of the data. The likelihood is
•

constructed by the first conditioning on the Ith state of disease a specific

subject experiences during the interval T-1. For the interval of time indexed by

T, the contribution by the subject to the likelihood is then;
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(7)

where e = 1 if a subject develops the Jth level of disease severity where

J < I and e = a if the disease state remains unchanged; i.e., J = I. The entire

contribution to the likelihood by an individual is then the product of all

relevant terms 7 over all time intervals for which loss to follow-up has not

occurred or a transition to another disease state is still possible. The complete

likelihood is then the product of all individual contributions. As expected,

in the single transition setting, the resulting likelihood reduces to expressions

given elsewhere (2-3,13).

A description of some useful ideas for maximizing 7 when the complementary

10g(-10g) transform is the link in the conditional model is given by Prentice

and G10eck1er (2). Maximizing the likelihood using the logit transform is

accomplished by following the ideas of Wu and Ware (3). Wu and Ware also show ~

how to maximize their likelihood using a packaged logistic regression routine

(14). With little effort, these guidelines can be easily extended to estimating

the parameters in the conditional model 6.

Depending on the link used, interpreting the coefficients in the conditional

model is simple. For example, suppose that two individuals are characterized by

risk factors xk and xk' respectively, k = 1,2, ... r. When the rate of disease

is small and either the complementary log(-log) or logistic transforms are the

links being used, the relative risk of moving from state I to J between these

two subjects, conditioned on not experiencing a transition to a state worse than

J, is approximately eXP[LSIJ!k(xk-xk)]. See Abbott (13) for a further discussion.
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AN EXAMPLE

To illustrate use of the conditional model, data collected from the Framingham

Heart Study (15) is examined. The information is from 476 males who were aged

40-49 years and free of coronary heart disease when first examined beginning in

1948. The risk factors used were measured at the time of the initial exam and

include systolic blood pressure, a body mass index measured as weight/height2,

total cholesterol, and the use of cigarettes. Age was not considered as con­

trolling information in the example since its range was restricted and proved

to be insignificant in the subsequent analyses.

The endpoint of interest is coronary heart disease. The follow-up for this

event after the first recruitment date consists of 13 biennial exams. During this

period, there were 147 cases of coronary heart disease, among which, 62 deaths

were observed.

~ In this example, the adaptation that models discrete and ordered states of

disease severity is useful since three states of disease are considered which

possess these features. The states include clinically healthy (1=3), alive

with coronary heart disease (1=2), and death from coronary heart disease (1=1).

Also, the adaptation that considers grouped event times is an appropriate model

simply by the nature of one of the states considered. For example, in the data,

alive with coronary heart disease is not always a clearly defined event in terms

of when it actually occurs. Many times, coronary heart disease is manifested

as angina pectoris or an unrecognized myocardial infarction, and a diagnosis is

often made only during a routine scheduled physical exam. As a result, the

diagnosis alive with coronary heart disease is assigned in the Framingham Study

to the subjects exam at which it was first detected. Since the exact time disease
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developes is not always known, neither will the time from its first appearance

to death from coronary heart disease be known. Thus, it is natural to group

all event times to the interval of time where it was most likely to occur.

For this particular example, the logistic link will be used in the conditional

model. Its relationship with the complementary log(-log) link will be described

later.

The resulting risk factor coefficients from the conditional model using the

logistic link are given in table 1. Notice that body mass significantly influences

the transition from healthy to alive with coronary heart disease (p = 0.009).

Systolic blood pressure also seems to influence this transition (p = 0.058) with

a similar affect on the transition from healthy to death from coronary heart

disease (p = 0.047). Cigarette use is also an important contributor to this

latter transition (p = 0.009) with a less marked affect existing for cholesterol

(p = 0.097). None of the risk factors significantly promotes the transition to ~

death once a subject has already developed coronary heart disease, a possible

consequence of small numbers.

DISCUSSION

The purpose of this paper is to indicate the ability of regression models

to consider facets of survival analysis other than single transitions between

two states. For the particular data presented, a conditional model is sensible

to consider, because the three types of transitions provide different descriptions

of risk factor effects on pathogenesis. It is apparent that modeling these

transitions suggests the possibility that the risk factors contribute to disease

states differently; a concept that is not new (5-8). Certainly the strength

of some risk factor relationships with disease are stronger than others depending
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on the transitions being made. For example, body mass is strongly related to

the transition from healthy to alive with coronary heart disease, while systolic

blood pressure and cigarette smoking are related to the abrupt two year jump

from clinically healthy to death. Much of this latter transition is associated

wth sudden death from coronary heart disease.

Of course, it would have been natural to consider models that make use of

such transition probabilities as those given by expression 3. The resulting

analysis would produce findings that relate risk factor effects involving jumps

to pooled states of disease. The interest in this presentation, however, is

to determine if risk factors influence the transition between specific disease

states. This is accomplished by conditioning on a state I at the beginning of

a time interval and then estimating the chance of moving into a more severe state

J < I in the next interval. To insure that the effects of the risk factors on

such a transition are not confused with movements into states more severe than J,

an additional condition is made that events worse than J do not occur .

At this point, it may be apparent that simplifications of the conditional

model 6 can be considered when analyzing the Framingham data. Clearly, the

transition from alive with disease to death has offered little in explaining the

relationship of risk factors to this particular transition, at least in terms of

significance. It is not surprising that once disease develops, that past values

of the risk factors do not discriminate well between survival and death. This

finding may mean that when someone develops coronary heart disease, sufficient

damage to the subjects health has occurred to result in a poor prognosis

regardles~ of prior risk factor status. Although the Framingham data describing

this transition is sparse, such a notion is useful to consider. Of course, one

could always eliminate this transition from the analysis.
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An alternative idea would be to reduce the conditional model by assuming

that various transitions occur at similar rates. In the Framingham data, this

would involve testing the hypothesis Ho: 031 = °32 = °21 , As expected, the result

of such a test is sugnificant (p < 0.001). Clearly, this suggests that the rate

of transition depends on the type of transition being made.

One can also examine if the coefficients for a specific risk factor are

the same across transitions; i.e., test Ho: 6311k = B321k = 6211k . In the

Framingham data, testing this hypothesis for systolic blood pressure, body mass,

and cholesterol does not lead to a significant reduction in the likelihood of the

data. In fact, the resulting pooled coefficients from the reduced model all

become positive and significant (p < 0.05). Assuming that the cigarette co-

efficients are the same, however, has a significant affect on the likelihood

(p < 0.05), and thus the coefficients should remain transition dependent.

This latter finding is largely attributed to the distinct affect that smoking

has on the jump from healthy to death.

Of course, the data analysis can be simplified further by using ordinary

survival models. Such an analysis would require pooling adjacent disease states

leading to different interpretations of risk factor relationships with disease.

The resulting regression coefficients would then refer to the single state tran­

sition defined by this pooling. Indeed, the significance of some risk factor

relationships can be determined by the transition being modeled. Such results

are certainly useful to consider, but the models used to generate these findings

are completely different from equation 6.

To further generalize the presented ideas, it is easy to envision competitors

of the logistic link used in the example. The proportional hazards model for

grouped event times is an important alternative (2). When disease occurs

•
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at slow rates, however, the results from such a model will differ only slighly

from the logistic model used here (13). The proportional hazards model for

grouped event times was actually applied to the Framingham example and the

results were similar to those given by the logistic link.

Other link functions can be easily created. They should, however, usually

be monotone, map the zero-one interval to the real number line, or enable easy

interpretation of coefficients. If simultaneously modeling event times and disease

transitions is also important, the link should possess the additional feature of

being adaptable to these interests.
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TABLE 1

Risk factor coefficients in a conditional logistic regression model for a
transient state survival analysis of coronary heart disease

Transition from healthy to death from
coronary heart uisease

Risk factor Coefficient Standard error p-value

Systolic blood pressure 0.0153 0.0077 0.047
Body mass 0.0240 0.0485 0.621
Cholesterol 0.0049 0.0030 0.097
Smoking 1. 2780 0.4879 0.009

Transition from healthy to alive with
coronary heart disease

Risk factor Coefficient Standard error p-value

Systolic blood pressure 0.0094 0.0050 0.058
Body mass 0.0798 0.0304 0.009
Cholesterol 0.0019 0.0023 0.394
Smoking 0.3110 0.2237 0.164

Transition from alive with coronary heart disease
to death from coronary heart disease

Risk factor Coefficient Standard error p-value

Systolic blood presure -0.0099 0.0117 0.396
Body mass 0.0638 0.0750 0.395
Cholesterol 0.0072 0.0045 0.108
Smok i ng -0.3858 0.4766 0.418


