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Abstract

We present efficient geometric algorithms for simplifying polygonal paths in R2 and R3 that have angle con-
straints, improving by nearly a linear factor over the graph-theoretic solutions based on known techniques. The
algorithms we present match the time bounds for their unconstrained counterparts. As a key step in our solutions,
we formulate and solve an off-line ball exclusion search problem, which may be of interest in its own right.
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1. Introduction

We consider a common problem of simplifying a polygonal path or chain P in R2 or R3 by another
polygonal path P ′ formed by an ordered subsequence of the vertices of P such that P ′ remains “close
to” P . We add the additional constraint that any two consecutive line segments of P ′ are subject to some
angle constraint. This constraint arises in general cartographic simplification, and in simplification that is
specific to applications of robotics and vehicle routing. The question was first raised to us in the setting of
airplane routing, in order to simplify flight paths without introducing sharp turns (limiting the maximum
turn angle). On the other hand, one of the general simplification heuristics is to eliminate vertices with
gradual turns (limiting the minimum turn angle). Below in this section, we first precisely define the
problems considered, survey related work, and outline our results.

1.1. Problem definition

We define the turn angle for two consecutive segments phpi and pipk of P ′ as follows: let ray(b|a)
be the ray that extends the line segment ab from b to infinity and does not contain ab. That is, ray(b|a)
is collinear with ab but extends from b away from a. The turn angle between phpi and pipk is defined
as the minimum angle one needs to rotate ray(pi |ph) around pi to overlap with the line segment pipk .
For a line segment ab and a real number ε ! 0, called the tolerance, we define the error tolerance

region Rε(ab) as the set of points whose Euclidean distance from ab is at most ε. Based on these defi-
nitions, we formulate two problems, depending on whether small or large turn angles are disallowed on
P ′.
Given an arbitrary polygonal path P = (p1,p2, . . . , pn) of n vertices, in R2 or R3, where any two

consecutive vertices pi,pi+1 on P are connected by the line segment pipi+1, for 1 " i < n, find an-
other polygonal path P ′ = (p1 = pi1 ,pi2, . . . , pim = pn) of m vertices (m < n), satisfying the following
conditions:

(1) The integer indices satisfy 1= i1 < i2 < · · · < im−1 < im = n.
(2) For every j = 1,2, . . . ,m − 1, the subpath Pij ,ij+1 = (pij , pij +1, . . . , pij+1) of P is entirely

contained in the error tolerance region Rε(pij pij+1), for a given tolerance ε ! 0.
(3.min) The turn angle for any two consecutive line segments phpi and pipk on P ′ is at least a specified

value δ, with 0" δ(phpi) < π/2. This is the min turn angle case as illustrated in Fig. 1 for R2.
(3.max) The turn angle for any two consecutive line segments phpi and pipk on P ′ is at most a specified

value δ, with π/2" δ(phpi) < π . This is the max turn angle case.

The problem version of limiting the min turn angle models the situation in which turns of small
angles are eliminated—this gives simplifications that better preserve the character of the original line by
making sure that all turns are justified or make all course corrections for a vehicle be greater than a given
mechanical accuracy. The problem version of limiting the max turn angle models the situation in which
a robot or vehicle cannot make a very sharp turn (e.g., a car or airplane). It will become clear later on
that the two problem versions are related to each other so that the solution for one version also solves the
other. Hence, we mainly discuss the min turn angle problem.
The problem is a generalization of a well-studied polygonal path simplification problem [2,4,5,7,8,

11–13,16,20–26], in which neither of the third condition above is considered. Our algorithms report a
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Fig. 1. Illustrating the angle constraint condition for the min turn angle case in R2: (a) edges phpi and pipk can be consecutive
in the path P ′ , and (b) edges phpi and pipk cannot be consecutive in P ′.

path satisfying the angle constraints, if one exists, or otherwise report that no such path exists. (Although
the input path P always satisfies the first two constraints, it need not satisfy the third one.)
A path simplification problem has two coupled parameters: m, the number of vertices of P ′, and ε,

the tolerance. When ε is made smaller, then m tends to become larger, and ε tends to be larger when m is
made smaller. This trade-off between m and ε gives rise to two different optimization problems that we
will consider:

(1) Min-# problem: Given a polygonal path P and a real number ε > 0, find an ε-simplification path P ′

with the smallest number of vertices (given ε, minimize m).
(2) Min-ε problem: Given a polygonal path P and an integer m < n, find a simplification path P ′ with

at most m vertices that minimizes the error ε between P ′ and P .

Different error criteria have been used for simplifying polygonal paths (e.g., see [7,8,11]). The error
criterion used in [20,22,23] and this paper, called the tolerance zone criterion [7], is one of the most
natural definitions. Under this criterion, if a subpath Pij ,ij+1 = (pij , pij +1, . . . , pij+1) of P is completely
contained in the ε-tolerance region of the line segment Rε(pij pij+1), then we say that pij pij+1 is an ε-
simplifying line segment for Pij ,ij+1 . The path P ′ is an ε-simplification of P if each line segment pij pij+1
of P ′ is an ε-simplifying line segment for Pij ,ij+1 , for j = 1,2, . . . ,m − 1.
Other commonly used error criteria include the infinite beam criterion [11,16,22,26] and the uniform

measure criterion [4]. Under the infinite beam criterion, the ε-tolerance zone of a line segment pipj

is the region consisting of the set of points that are at distance no larger than ε from the line L(pipj )

supporting pipj . In R2, for monotone paths, under the uniform measure criterion, the simplification
error between a line segment pij pij+1 of P ′ and the corresponding subpath Pij ,ij+1 of P is defined as
max{d(pk,pij pij+1) | ij " k " ij+1}, where d(pk,pij pij+1) denotes the vertical distance between pk and
pij pij+1 .

1.2. Previous work

A number of results for the polygonal path simplification problem, under various error criteria, have
been presented by Imai and Iri [20–22], Melkman and O’Rourke [23], and Toussaint [26]. Imai and
Iri [22] formulated the problem in terms of graph theory: construct a model of an unweighted directed
acyclic graph for path simplification, and then use breadth-first search to compute a shortest path in this
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graph. This has later been exploited by most of the algorithms devoted to the problem [4,7,8,11,16].
A notable exception, for the planar case, is the work of Agarwal and Varadarajan [4], which uses a divide
and conquer approach to achieve an O(n4/3+δ) time and space complexity, where δ > 0 is an arbitrarily
small constant. However, their algorithms work only for the L1 distance metric and do not extend to
higher dimensions. The most popular heuristic method that is used in path simplification, the recursive
simplification heuristic of Douglas and Peucker [14], can be implemented in O(n log∗ n) time in R2 [19],
but does not guarantee an optimal solution. If the vertices of the simplifying path are not required to be a
subset of the vertices of the input path, then faster algorithms are possible [17,18,21]. Approximate solu-
tions for the min-# problem have also been considered. In [2], near-linear time algorithms are proposed
for computing a simplifying path with vertices among those of P . Other somewhat related problems
(e.g., off-line ball inclusion testing [7], off-line range searching [9]) have been studied recently.
Solutions to some subdivision simplification problems are also based on polygonal path simplification.

In [13], polygonal path simplification has been used to simplify a planar subdivision S with N vertices
andM extra points in O(N(N +M) logN) time. If a minimum size simplification is sought, the problem
becomes NP-hard [17]. Unless P = NP, one cannot obtain in polynomial time a simplification within a
factor of n1/5−δ of an optimal solution, for any δ > 0 [15].

1.3. Our results

While there are known results on polygonal path simplification in R2 and R3, without angle constraints
(e.g., [7,11]) or on curvature-constrained geometric paths (mainly in R2, e.g., [1]), we are not aware of
any published work on the specific problems we consider. However, one may use known graph-theoretic
techniques [21] to reduce the problem to that of computing shortest paths in a graph with O(n2) vertices
and O(n3) edges.
We present efficient algorithms for solving the polygonal path simplification problem with angle con-

straints in R2 and R3, with time bounds matching those of the best known path simplification algorithms
without angle constraints [7,8,11]. The algorithms we present improve by nearly a linear factor in the
time bound over the possible solutions based on graph-theoretic techniques mentioned above.
The running times of our min-# algorithms are O(n2) in R2 and O(n2 logn) in R3. The time bounds

of our min-# algorithms crucially depend on how fast we can solve some special instances of a certain
1-dimensional (for R2) or 2-dimensional (for R3) off-line search problem which we refer to as the off-line
ball exclusion search (OLBES) problem (more on the OLBES problem in Section 2).
We develop efficient data structures that solve the general 1-dimensional and 2-dimensional OLBES

problems in O(n logn) time. We also show that for the special instance of the 1-dimensional OLBES
problem that results from the R2 version of the path simplification problem with angle constraints, we
can reduce the time bound from O(n logn) to O(n). Our OLBES data structures can also handle on-line
point queries in O(logn) time each. Further, our solutions can be easily extended to other types of objects
(such as bounded convex objects with boundary described by a constant number of polynomial functions
of maximum degree bounded by a small constant), and can be applied to a class of geometric paths and
other related problems.
Using techniques similar to those for the unconstrained case [7,11], the min-ε problem in R2 and R3

can be solved in time O(n2 logn) and O(n2 log3 n), respectively.
The rest of the paper is organized as follows. In Section 2 we show how to reduce the min-# problem

to solving O(n) OLBES problems. In Sections 3 and 4 we develop efficient data structures and discuss
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our algorithms for solving the R2 and R3 OLBES problems, respectively. In Section 5 we give some
remarks on the on-line query version. We conclude the paper in Section 6.

2. Algorithmic paradigm: reduction to OLBES

In this section, we explain our algorithmic approach for angle-constrained path simplification. To solve
the unconstrained polygonal path simplification problems in R2 and R3, the known solutions [7,8] build
a directed acyclic graph GP = (VP ,EP ) for P , where VP is the vertex set of P and the O(n2) edges
of EP are all valid simplifying segments for their corresponding subpaths of P , and compute a shortest
path from p1 to pn in GP . For the angle-constrained versions, the main difficulty is how to compute the
desired shortest paths in GP .

2.1. Overview of the algorithmic approach

As the previous algorithms for the unconstrained min-# problem (e.g., [7,8]), we divide the min-#
problem into two subproblems, as follows:

(1) Build an O(n2) size directed acyclic graph GP = (VP ,EP ) for P , such that EP consists of all ε-
simplifying segments.

(2) Compute a shortest path from p1 to pn in GP , satisfying the angle constraint, if such a path exists,
or otherwise report that no solution exists.

We solve the first subproblem by applying the best known iterative min-# algorithms for the uncon-
strained version. Those algorithms compute the set of ε-simplifying segments in O(n2) time in R2 [8,11]
and O(n2 logn) time in R3 [7].
To compute a shortest p1-to-pn path inGP , we use dynamic programming as the main technique. This

enables us to formulate as a key subproblem a special off-line range search problem: Given n weighted
balls of arbitrary radii and n points, for each point p find the minimum-weight ball that does not contain
p. One can use standard circular range search techniques to solve this problem (e.g., in R2 using range
search queries would result in O(n1+ε) time algorithms, where ε > 0 is an arbitrarily small constant [3]).
We exploit the special properties of this range search problem to achieve better time bounds:

OLBES (Off-Line Ball Exclusion Search): Given a sequence E = (e1, e2, . . . , en) such that each ei ,
i = 1,2, . . . , n, is either a ball Bi of arbitrary radius or a point pi , for every point pk ∈ E , find the
smallest-index ball Bj ∈ {e1, e2, . . . , ek−1} such that pk /∈ Bj , or report no such ball exists.

As we will see later, for path simplification in two dimensions, the OLBES balls are arcs on S1. For
path simplification in three dimensions, the balls are disks on S2.

2.2. The reduction

Suppose we are given a polygonal path P = (p1,p2, . . . , pn) in R2 or R3 and an error value ε > 0,
and we want to find a minimum size path P ′ = (pi1 = p1,pi2, . . . , pim = pn) which satisfies the angle
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constraint condition under the tolerance zone criterion. As mentioned earlier, we first construct an O(n2)

size directed acyclic graph GP = (VP ,EP ) for P that contains all valid simplifying segments for the
unconstrained problem, by using the algorithms in [7,11]. Note that it is fairly straightforward to compute
an angle-constrained shortest path in GP in O(n3) time by applying the same idea used in computing
shortest paths with turn penalties [6]: construct the dual graph G′

P of GP in which the edges of GP

become nodes and two nodes of G′
P are connected by an edge in G′

P if they correspond to a possible
turn in GP . It is easy to see that the dual graph G′

P is also a directed acyclic graph and that it has O(n2)
vertices and O(n3) edges. The dual graph has no turn penalties and shortest paths in G′

P can be computed
by standard techniques.
To obtain a faster solution, we compute an angle-constrained shortest p1-to-pn path in GP by a dy-

namic programming algorithm. Let ACSPj (k) denote the angle-constrained shortest path from p1 to pk

in GP , with 1 < k " n, such that the last edge of ACSPj (k) is pjpk . Suppose at the end of iteration i
(i ! 1), ACSPj (k) is available for every j = 1,2, . . . , i and every k = 2,3, . . . , n such that j < k. For
example, in Fig. 2, there are two available shortest paths ACSPj (k) and ACSPj ′(k) with the last edges
pjpk and pj ′pk , respectively. At iteration i + 1, from the available ACSPj (i + 1)’s, j = 1,2, . . . , i, we
compute ACSPi+1(k) for every k = i + 2, i + 3, . . . , n. Dynamic programming enables us to compute
ACSPi+1(k), for k = i + 2, i + 3, . . . , n, using batched off-line computation.
At iteration i +1, we have (at most) i available shortest paths ACSPj (i +1), with the last edge pjpi+1,

where j < i + 1 and pjpi+1 is an incoming edge to pi+1 in GP . To decide if an outgoing edge pi+1pk

of pi+1, where i + 1 < k, can succeed pjpi+1 to extend an angle-constrained path in GP , we should

Fig. 2. An example of two available shortest paths ACSPj (k) and ACSPj ′ (k).

Fig. 3. The cone Cone(j, i + 1) when (a) δ(pjpi+1) < π
2 and (b) δ(pj pi+1) ! π

2 .
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Fig. 4. Illustrating the reduction to the OLBES problem.

check if the turn angle between pjpi+1 and pi+1pk is no smaller (or no larger) than the specified value δ.
Based on our definition of the angle constraint condition, the set of directions at pi+1 which make an
angle δ defines a cone of directions at pi+1. For the min turn angle constraint, angle δ < π/2 is acute,
as depicted in Fig. 3(a). We define the cone Cone(j, i + 1) as the cone of directions at pi+1, and then
pi+1pk can succeed pjpi+1 if and only if ray(pi+1pk) is not contained in the cone Cone(j, i + 1). For the
max turn angle constraint, angle δ ! π/2 is obtuse, and we can derive the same constraint on an opposite
ray. Consider the set of directions that do not satisfy the angle constraint. These directions define a cone
Cone′(j, i + 1) with an acute angle at pi+1. Cone(j, i + 1) is the cone of directions that are the opposite
of the directions in Cone′(j, i + 1). Then, pi+1pk can succeed pjpi+1 if and only if ray(pi+1|pk) is
not contained in the cone Cone(j, i + 1). It should be clear now that, after this slight modification, an
algorithm for solving the min turn angle case also solves the max turn angle case of the problem. Thus,
we discuss only the min turn angle case in what follows.
Let Si+1 denote the unit sphere (S1 or S2) with center at pi+1 and let Dj denote the disk on Si+1

obtained by intersecting Cone(j, i + 1) with Si+1. We associate with Dj a weight wj equal to the length
of the shortest path ACSPj (i + 1) along the corresponding incoming edge pjpi+1 to pi+1. At iteration
i + 1, by intersecting each cone Cone(j, i + 1) (j < i + 1) with Si+1, we have (at most) i weighted disks
Dh of different radii. Let qk be the intersection point of Si+1 with ray(pi+1pk). At iteration i + 1, by
intersecting Si+1 with the ray corresponding to an outgoing edge pi+1pk of pi+1 (i + 1 < k), we have
(at most) n − i − 1 points qr on Si+1. For every qr , we then find the minimum weight disk Dh such that
qr /∈ Dh (see Fig. 4 for an example in R3).
The problem above can be reduced to a special case of the OLBES problem. We first sort the (at most)

i disks Dh in the order of nondecreasing weights and place the ordered disk sequence into an initially
empty set E . We then attach the (at most) n − i − 1 points qr at the end of E . Thus, we obtain a sequence
E = (e1, e2, . . . , en) of disks and points such that the first i objects of the sequence are disks ordered
by their weights and the remaining objects of the sequence are points. For a point qr ∈ E , finding the
minimum weight disk not containing that point corresponds to finding the smallest index disk Dh ∈ E
such that qr /∈ Dh.
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Lemma 1. For min or max turn angle constraints, an angle-constrained p1-to-pn shortest path in GP

can be computed in O(nT (n)) time, where T (n) is the time for solving a special OLBES problem of size
O(n).

Proof. This is done by using the above dynamic programming algorithm for computing the angle-
constrained p1-to-pn shortest path in GP . Since the algorithm has O(n) steps and in each step we have a
special OLBES problem, there are O(n) OLBES problems to solve, each of which is of size O(n). !

Thus, in order to obtain the claimed time bounds for the path simplification problem with angle con-
straints, it remains to show how to efficiently solve the corresponding instances of the OLBES problem.

3. The 1-dimensional OLBES problem

In Section 2, we have reduced the problem of simplifying a polygonal path with angle constraints to
the problem of solving n − 1 individual instances of the off-line ball exclusion search problem. In this
section, we discuss the solution for the 1-dimensional OLBES problem.

Theorem 1. Given a sequence E of n 1-dimensional disks and n query points on the real line, we can
determine the OLBES answers for all the query points in E in O(n logn) time.

Proof. We build a complete binary tree T such that each leaf of T is associated with a disk Dj in E
(the first leaf for D1, the second leaf for D2 and so on). Note that each 1-dimensional disk is an interval
on the real line. We go up the tree T in a bottom-up fashion, and at each internal node v we compute
and store the common intersection of the intervals associated with all leaf descendants of v. Since the
common intersection at v can be computed in constant time from the common intersections associated
with v’s left and right children, the overall computation in T takes O(n) time. Obviously, the common
intersection at the root of T may be empty.
We sort the points (real values) in E increasingly and then search for the desired disks for all the O(n)

query points qk at once, starting at the root of T . At the root u of T , we select the query points that do
not fall in the interval stored at the root. We partition these points into two sets, based on inclusion in
the interval stored at the left child ul of the root: the points that do not fall in this interval are placed in
the subset left(u), for ul (the root of the left subtree); a point that falls in the interval is placed in the
subset right(u), for the right child ur of the root (the root of the right subtree), if its index is larger than
the index of the rightmost leaf of the subtree rooted at ul , otherwise it is dropped (since it is inside all
disks in E preceding it). The index of the rightmost leaf of the subtree of T rooted at v, for all v ∈ T , can
be computed in O(n) time by a simple traversal of T . Obtaining right(u) (and then left(u)) reduces to
extracting a sorted subsequence from a sorted sequence. Thus, the computation at each level of T can be
performed in O(n) time and the 1-D OLBES problem can be solved in O(n logn) time. !

Lemma 2. For a sequence E of n 1-dimensional disks and n query points on the real line, such that (i) the
left and right endpoints of the disks form sorted sequences and (ii) the points appear after all the disks
in E and are sorted by their values, we can find the answers for all the points in E in O(n) time.
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Proof. We solve this special instance of the OLBES problem in a different way. To find the minimum
index disk that does not contain the point qk , for each of the points qk ∈ E , we use the following trans-
formation to a value-index coordinate system. Each endpoint of an interval Ij is mapped to a point with
coordinates (xj ,wj ) where xj is the value of the endpoint on the real axis and wj is the index of the
interval in E . Each point qk ∈ E is mapped to a point (xk,0) in the value-index plane. Thus, we obtain
three sets of points in value-index coordinates, each of which is sorted by the value coordinate: the set Lj

for the left endpoints, the set Rj for the right endpoints, and the set Qj corresponding to the points in E .
For a point qk ∈ Qj let min_right(qk) denote the minimum value of the indices of the endpoints in

Rj which are on or to the left of the vertical line at qk . We set min_right(qk) to zero if there is no right
endpoint to the left of qk . Then, min_right(qk), for each qk ∈ Qj , can be computed in O(n) time by first
merging the two sequences corresponding to the value coordinates of the points in Rj and Qj and then
performing a left-to-right scan on the resulting sequence. Similarly, let min_left(qk) denote the minimum
value of the indices of the endpoints in Lj which are on or to the right side of the vertical line at qk .
We set min_left(qk) to zero if there is no left endpoint to the right of qk . Then, min_left(qk), for each
qk ∈ Qj , can be computed in O(n) time by first merging the two sequences corresponding to the value
coordinates of the points in Lj andQj and then performing a right-to-left scan on the resulting sequence.
A minimum index disk that does not contain qk corresponds to min{min_left(qk),min_right(qk)}. If the
value is zero then there is no disk. !

We next outline some properties of the reduction to the OLBES problem for the special case when we
have the same angle constraint for all incoming edges at pi+1, which gives equal-radius disks on Si+1.

Lemma 3. Consider the iteration i + 1 of the dynamic programming algorithm, for any i such that
1 " i < n − 1, and assume that the incoming edges and the outgoing edges of GP at pi+1 form two
sorted sets, respectively. Assume also that all incoming edges at pi+1 have the same angle constraint
with respect to the outgoing edges. Then:

(1) the points corresponding to the outgoing edges appear in sorted order on the boundary of Si+1, and
(2) the endpoints of the disks on Si+1 form two sorted sequences.

Proof. Since the outgoing edges at pi+1 are sorted, their intersections with Si+1 appear in the same
sorted order. The 1-dimensional disks on Si+1 have centers at the intersection points of Si+1 with the
rays through pi+1 corresponding to incoming edges. Since these edges are sorted around pi+1, the center
points are also sorted on the boundary of Si+1. Then, the left and right endpoints of the disks, respectively,
form two sorted sequences on Si+1. !

From Lemma 3, it follows that by requiring the same angle constraint for all incoming edges at pi+1,
the sorted order of the left and right endpoints of the disks corresponds to the sorted order of the centers
of the disks. Since GP can be viewed as a planar geometric graph, the sorted order of the incoming
and outgoing edges for all vertices in GP can be obtained in O(n2) time by standard line arrangement
traversal (of the dual line arrangement of the points pi , i = 1,2, . . . , n). Once the incoming edges at
pi+1 are sorted, the sorted order of the centers of the disks (and thus the sorted order of their left and
right endpoints, respectively) can be obtained in linear time. For the rest of this section, for the OLBES
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problem at pi+1, we assume that the incoming and outgoing edges are available in sorted order around
pi+1.
In what follows, we describe our solution for the special instance of the 1-dimensional OLBES prob-

lem. Suppose that at iteration i + 1, we have i cones Cone(j, i + 1) and n − i − 1 points pk , where each
cone Cone(j, i + 1) is defined by two rays emanating from pi+1 and it is weighted by the length of the
corresponding shortest path ACSPj (i + 1). For each cone Cone(j, i + 1), we obtain a circular arc Aj by
intersecting Cone(j, i + 1) with the circle Ci+1 with the center point pi+1 (the planar correspondent of
Si+1). The circular arc Aj is associated with the weight ACSPj (i + 1). For each point pk , we obtain a
query point qk by intersecting the ray emanating from pi and going through pk with the circle Ci+1. As
discussed above, these circular arcs and points form the sequence E . We sort the circular arcs by weight.
Since there are at most i weight values, each of which is an integer no larger than i, the circular arcs
can be sorted by weight in O(i) time. The circular arcs, in sorted order of weight, followed by the query
points (sorted by the angle at pi+1) form the sequence E .

Lemma 4. At iteration i, 1" i < n, we can find an angle-constrained shortest path ACSPi(k) for every
k > i in O(n) time.

Proof. We build a complete binary tree Ta such that each leaf of Ta is associated with a circular arc
Aj in E , as in the proof of Theorem 1. Since by the definition of the angle constraint no circular arc is
larger than an open semicircle, the common intersection of any two arcs is either empty or consists of
one circular arc. Then, the computation in Ta requires O(n) time. We also build a balanced binary search
tree Tq on the set of points in E , based on their angle value around pi . In the query procedure, we use
an arc in Ta as a query input. We start with the arc stored at the root of Ta and use the endpoints of this
arc to form two search paths in Tq that isolate the points qk ∈ Tq that are on the arc. These points are
eliminated from Tq . Since each search path has length O(logn), this computation can be performed in
O(logn) time. We next partition the points in Tq into two subtrees, based on inclusion in the interval Al

stored at the left child ul of the root. The points that do not fall in the interval Al are placed in the tree
Tul
, for ul . The other points are placed in the tree Tur , for the right child ur of the root. Tul

and Tur are
obtained from Tq in O(logn) time. Note that the points in one of these two trees may be initially available
in two subtrees (see Fig. 5). To obtain a single tree we treat this case as a standard delete operation at the
root of a balanced binary search tree.
Let k be the number of points in Tul

and let n−k be the number of points in Tur . We proceed recursively
by querying the points in Tul

with the arc stored at the left child of ul and querying the points in Tur with
the arc stored at the left child of ur . We now analyze the running time of this procedure. We perform
O(n) queries, corresponding to the arcs in Ta . A query can be performed in O(log(|Tq |)) time, where |Tq |
denotes the number of points in Tq . After the first query, the points are placed in Tul

and Tur , of size k
and n − k, respectively. Then, the time to query Tul

and Tur is log k + log(n − k) which is maximized
when k = n

2 . This gives the recurrence T (n) = 2T (n
2 ) +O(logn) whose solution is T (n) =O(n). !

Theorem 2. The min-# problem with angle constraints in R2 can be solved in O(n2) time using O(n2)
storage.

Proof. There are O(n) iterations in the dynamic programming algorithm and in each iteration we spend
O(n) time to compute ACSPj (i + 1)’s, as specified in Lemma 4, resulting in a total of O(n2) time. !
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Fig. 5. (a) Querying Tq with an arc Aj ∈ Ta and (b) the resulting trees Tul and Tur .

Theorem 3. The min-ε problem with angle constraints in R2 can be solved in O(n2 logn) time using
O(n2) storage.

Proof. The solution is similar to that for the unconstrained version. The set of O(n2) possible simplifica-
tion errors can be computed in O(n2 logn) time [11]. By using binary search on the set of O(n2) possible
simplification errors, at each step of the search running the (angle-constrained version of the) min-# al-
gorithm, the min-ε problem with angle constraint in R2 can be solved in O(n2 logn) time, matching the
best bound for the unconstrained version. !

4. The 2-dimensional OLBES problem

Recall that the 2-dimensional OLBES problem that results from our modeling of the min-# problem
with angle constraints is a special case of the general 2-dimensional OLBES problem. In this special
instance the points in E appear after all the disks in E . Specifically, if E has k disks and n− k points, then
the first k elements of E are disks and the remaining n − k elements of E are points. Also, recall that the
disks of E are spherical disks on S2. However, since each disk is less than a semi-sphere we can treat the
problem as one on disks in R2 (details on this treatment are provided in [7]).
Clearly, the min-# problem with angle constraints in R3 can be solved in O(n2 logn) time if we can

solve the 2-dimensional OLBES problem in O(n logn) time. In what follows we first prove how to solve
this special case and then show how to modify the solution to handle the general case.
We build a complete binary tree T such that each leaf of T is associated with a disk Dj in E (the

first leaf for D1, the second leaf for D2 and so on). We go up the tree T in a bottom-up fashion, and at
each internal node v we compute and store the common intersection of the disks associated with all leaf
descendants of the subtree of T rooted at v. Using the algorithm in [7], we can compute I (v) for each
node v in T in a total of O(n logn) time. Essentially, the algorithm in [7] uses merge-like operations to
compute the common intersection at v from the common intersections stored at the two children of v.
Clearly, since the intersection of disks is a convex region, the upper and lower chains can be maintained
in sorted order and the merging at each level can be performed in linear time, resulting in O(n logn) time
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Fig. 6. Illustrating T and I (v
j
i ) for the 2-D OLBES problem.

over the O(logn) levels. If I (v
j
i ) denotes a representation of the common intersection stored at internal

node v
j
i , e.g., I (vi

1) represents the common intersection of {D1,D2, . . . ,Di} and I (vn
i+1) represents the

common intersection of {Di+1,Di+2, . . . ,Dn}, then the common intersection of all the disks is denoted
by I (vn

1 ) and it is stored at the root of the tree T (see Fig. 6). Obviously, I (vn
1 ) may be empty.

We sort the points in E by x-coordinate and then search for the desired disks for all the O(n) query
points qr at once, starting at the root of T . Observe that the searching for the smallest-index disk Dh

that does not contain a query point qr traverses a root-to-leaf path in T . At the root of T , we select the
query points that do not fall inside the common intersection stored at the root. We partition those points
into two sets, based on inclusion in the common intersection at the left child of the root. With the points
that are not in the common intersection at the left child of root we proceed on the left subtree of the
root; with the remaining points we proceed on the right subtree. Since the computation at each level of T
can be done altogether in O(n) time, by merge-like operations, this special 2-D OLBES problem can be
solved in O(n logn) time. To solve the general 2-D OLBES problem we observe that we only need the
following simple change. For each internal node v ∈ T , store the index in E of the rightmost leaf of the
subtree rooted at v, which can be done in O(n) time by a bottom-up traversal of T . If a point in the set
for the right subtree has its index smaller than the index in E of the rightmost leaf in the left subtree, then
we drop this point (since it is inside all disks preceding it).

Theorem 4. Given a sequence E of n disks and n query points, we can determine the OLBES answers
for all query points in E in O(n logn) time.

Combining the dynamic programming approach and the reduction to 2-D OLBES problem in Section 2
with the solution for the 2-D OLBES problem, we obtain:

Theorem 5. The min-# problem with angle constraints in R3 can be solved in O(n2 logn) time using
O(n2) storage.
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Proof. There are O(n) iterations in the dynamic programming algorithm and in each iteration we spend
O(n logn) time to compute ACSPj (i + 1)’s, as it follows from Theorem 4, for a total of O(n2 logn)
time. !

Theorem 6. The min-ε problem with angle constraints in R3 can be solved in O(n2 log3 n) time using
O(n2) storage.

Proof. The solution is again similar to that for the unconstrained version. We apply the parametric search
approach used in [7] for the unconstrained version. The only difference is that, in the decision step of the
parametric search, the sequential algorithm for the unconstrained min-# problem is replaced with that for
the angle-constrained version. Since the two min-# algorithms have the same time bounds we obtain the
claimed time. !

5. Remarks

We can modify our solutions for the OLBES problem to solve the on-line (query) version: given a
sequence E = (e1, e2, . . . , en) of balls in R1 or R2, preprocess E such that for a query point q, one can
efficiently find the smallest index ball in E that does not contain q.
We have the following results.

Theorem 7. A sequence E of n 1-dimensional balls can be preprocessed inO(n) time into a data structure
of size O(n), so that for a query point q, one can find in O(logn) time the smallest index ball in E that
does not contain q.

Proof. Follows from the proof of Theorem 1. !

Theorem 8. A sequence E of n 2-dimensional balls can be preprocessed in O(n logn) time into a data
structure of size O(n logn), such that for a query point q, one can find in O(logn) time the smallest index
ball in E that does not contain q.

Proof. Consider the data structure designed for the 2-D OLBES problem. Traversing a root-to-leaf path
in the tree T to identify the leftmost disk that does not contain the point q seemingly would take O(log2 n)
time: there are O(logn) levels and at each visited node v on the path we spend O(logn) time to decide if
q lies or not in the disk intersection I (v) stored at v.
To reduce the query time to O(logn), we use the fractional cascading technique [10] on T . Given

a directed graph G = (V ,E) such that each node v contains a sorted list L(v), the fractional cascading
problem is to construct an O(n) space data structure, where n = |V |+|E|+∑

v∈V |L(v)|, such that given
a path {v1, v2, . . . , vm} inG and an arbitrary element x, one can locate x efficiently in each L(vi). In [10],
Chazelle and Guibas give an O(n) time algorithm to construct a fractional cascading data structure, from
a graph G as above, with a search time of O(logn +m logd(G)), where d(G) is the maximum degree of
any node in G.
In our case, we let T correspond to the graph G. We maintain each I (v) like in [7]. An internal node

v can be described as a vertical visibility map: a collection of intervals on the x-axis, each enhanced with
pointers to the two circles that contribute the arcs bounding I (v) above and below.
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Consider first the location structure L(v) for the map at node v. We build a simple balanced tree on the
endpoints of the (x-axis) intervals at v; at a leaf of this tree, we know the interval and we can compare
the point with the two arcs associated with the interval to decide if it is in the intersection I (v).
Fractional cascading is performed only on comparisons with x-coordinates, which allows us to easily

pass subsets of x-coordinates up the tree T and insert them in the structures L(v). This is the easiest form
of fractional cascading (there is a single comparison in a single linearly ordered space), so that the first
lookup takes O(logn) time to get the interval, but each lookup afterwards takes O(1) time apiece, for a
total of another O(logn) time.
We have

∑
v∈T |L(v)| = O(n logn), m = O(logn) and d(T ) = O(1). Thus, we obtain the claimed

space and preprocessing and query times. !

6. Conclusions

We have presented efficient algorithms for solving the polygonal path simplification problem with
angle constraints in R2 and R3, whose time bounds match those of the best known path simplification
algorithms without angle constraints [7,8,11]. Our algorithms improve by nearly a linear factor in the
time bound over the possible solutions based on standard graph-theoretic techniques.
To solve the problem, we have formulated an interesting (more general) off-line search problem re-

ferred to as the off-line ball exclusion search (OLBES), and have developed efficient data structures that
solve the OLBES problem in O(n logn) time. Our solutions can be easily extended to other types of
objects, and can be applied to a class of geometric paths and other related problems.
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