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Named Entity Aware Transfer Learning for
Biomedical Factoid Question Answering
Keqin Peng, Chuantao Yin, Wenge Rong, Chenghua Lin, Deyu Zhou, and Zhang Xiong

Abstract—Biomedical factoid question answering is an important task in biomedical question answering applications. It has attracted

much attention because of its reliability. In question answering systems, better representation of words is of great importance, and

proper word embedding can significantly improve the performance of the system. With the success of pretrained models in general

natural language processing tasks, pretrained models have been widely used in biomedical areas, and many pretrained model-based

approaches have been proven effective in biomedical question-answering tasks. In addition to proper word embedding, name entities

also provide important information for biomedical question answering. Inspired by the concept of transfer learning, in this study, we

developed a mechanism to fine-tune BioBERT with a named entity dataset to improve the question answering performance.

Furthermore, we applied BiLSTM to encode the question text to obtain sentence-level information. To better combine the question level

and token level information, we use bagging to further improve the overall performance. The proposed framework was evaluated on

BioASQ 6b and 7b datasets, and the results have shown that our proposed framework can outperform all baselines.

Index Terms—Biomedical factoid question answering, Transfer learning, Name Entity, Question representation, Ensemble

✦

1 INTRODUCTION

W ITH the development of advanced biomedical tech-
niques, biomedical scientific literature has exploded

rapidly, making it challenging for researchers to explore
large amounts of information. The conventional solution
is to use information retrieval (IR) techniques to obtain in-
formation from datasets, with researchers hoping to obtain
answers directly, instead of a list of articles. Therefore, the
question answering (QA) system has gained widespread
attention in the community [1]. Many organizations have
also started to conduct competitions to promote the de-
velopment of QA systems in the biomedical domain, and
one of the most important competitions is BioASQ [2].
The biomedical QA system usually contains four types of
questions: 1) ”yes” or ”no” questions, 2) factoid questions,
3) list questions, and 4) summary questions [2]. Among
them, factoid questions have attracted much attention as QA
systems are expected to provide reliable answers.

QA is one of the most fundamental applications of
natural language processing. It aims to provide useful and
related information for a given question in a natural lan-
guage. In contrast to IR systems, QA systems use sentences
to address information needs [3]. Similar to other natural
language processing tasks, better representation of words
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in QA texts is also essential, as it can help achieve good
performance even with a simple neural network. To repre-
sent a word, researchers initially used one-hot encoding to
encode each word [4]; however, it is not effective because
of the sparsity and high dimension of the representation
vector. To overcome these problems, Word2Vec, which can
learn the representation of each word from a large dataset,
was later proposed [5], [6]. Word2Vec has made significant
improvements in various natural language processing tasks.
However, the Word2Vec model also has some disadvan-
tages, such as its inability to solve the ambiguity of words.
Therefore, to learn a good representation that can consider
the context information for each word, pretrained models
began to emerge [7], [8]. These models have achieved state-
of-the-art (SOTA) performances in various natural language
processing tasks, and many advanced approaches in QA
applications employ pretrained models [9].

In the biomedical field, earlier methods used feature
engineering mechanisms to obtain several linguistic and
semantic features from the tokens and concepts [10], or
used context-independent embedding to represent each
word. Inspired by the success of pretrained models in
other applications, pretrained models were also adopted
in biomedical tasks. However, owing to the different word
distributions between general and biomedical texts, directly
applying pretrained models to the biomedical domain could
not achieve satisfactory performance [11]. Therefore, Lee et
al. [11] proposed BioBERT, a pretrained model trained on
PubMed articles, that outperforms previous approaches in
three biomedical tasks, i.e., named entity recognition (NER),
relation extraction, and question answering. Furthermore,
based on the BioBERT model, some researchers tried to
integrate more external information to achieve better per-
formance [12], [13].

Although BERT/BioBERT-based models have achieved
good performance, they still face some challenges. The
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BERT/BioBERT is an autoencoder language model, and
the embeddings are based on tokens. They assume that
the predicted tokens are independent of each other, given
the unmasked tokens [14], which makes it less capable
of effectively learning the information of phrases, such as
named entities, while previous research has proven that the
named entity has a positive effect in QA [15]. Compared
to the general QA task, biomedical text contain a larger
number of abbreviations and domain proper nouns [16],
which makes it more important and more difficult to learn
named entity information. For example, in the biomedical
factoid question, the answer is usually a named entity, e.g.,
Name synonym of Acrokeratosis paraneoplastica; Orteronel was
developed for treatment of which cancer?

To capture named entity information, several researchers
have attempted to merge named entity information into
word embeddings. For example, Lamurias et al. introduced
NER features to enrich the original QA text [17]. However,
because the named entity in the biomedical domain is usu-
ally complicated [18], it is difficult to cover all biomedical
name entities by directly merging NER information into
word vectors. It is therefore interesting to explore alternative
mechanisms to utilize the NER information for biomedical
QA applications.

Transfer learning is a mechanism that applies knowledge
learned in a previous task to another task because it can
retain some information of the previous task. The fine-
tuning model that uses external and auxiliary data is one
of the widely used transfer learning approaches [8], [13]. If
the previous task is related to the current work, it usually
can improve the performance of the current work [19] [20].
In the biomedical field, the use of transfer learning has
attracted much attention. For biomedical QA tasks, the
amount of data for training is typically small, which makes
transfer learning a good choice for integrating more knowl-
edge from outside. For example, Yoon et al. [12] proposed
the fine-tuning of BioBERT in the SQuAD, a popular and
large-scale reading comprehension dataset, to learn gen-
eral knowledge and achieve SOTA performance. Similarly,
Jeong et al. [13] proposed an approach that first fine-tuned
the BioBERT model in a neural language inference (NLI)
task and then in SQuAD for better performance. Inspired
by these approaches, in this study, we propose a transfer
learning mechanism to merge the information of named
entity into the QA model, and we also use the SQuAD
dataset to learn the general knowledge that has been proven
effective [12].

Another challenge of the BERT/BioBERT architecture
is that no independent sentence embeddings are com-
puted [21]. Although some researchers have tried to use
the average of outputs of BERT or the special token CLS to
represent the overall information [22] [23] [24], these meth-
ods cannot learn good sentence embeddings [21]. At the
same time, sentence information is very important because it
usually contains semantic and linguistic properties [25] [26]
and may contain some different and valuable information,
compared to word embeddings. In QA, the use of word em-
beddings may be influenced by noisy information under cer-
tain circumstances, such as context with lots of single noisy
words which are similar to those words in the question but
unrelated to the question answering [27], whereas using the

sentence information can solve this problem. In particular,
the question representation can also strengthen the system’s
understanding of the problem. BiLSTM [28] has been proven
to be effective in properly encoding sentences [29] in an
NLI task; hence, in this study, we also try to use BiLSTM
to learn a good representation of the overall information of
questions to strengthen the question information.

Therefore, in this study, we have token-level QA text
information using BioBERT as well as sentence-level QA
text information using BiLSTM. To combine the sentence-
level and token-level information, we applied the ensemble
method [30], which has been effective in improving the
performance of simple models [31]. We shared the BioBERT
parameters in the two models to learn both the information
and reduce the total parameters. Furthermore, ensemble
methods can alleviate the problem of unbalanced data [32].
In most QA datasets, the problem of unbalanced data dis-
tribution typically exists, which causes the model to obtain
very different results in different datasets. In the biomedical
domain, the data distribution is also imbalanced. To solve
this problem, in the biomedical classification tasks, previous
studies usually used random resampling techniques [33],
[34], and some researchers used ensemble methods [32].
Hence, in this study, inspired by the classification prob-
lem, we applied the bagging mechanism to the proposed
framework. We trained the token and sentence-level mod-
els simultaneously and then obtained the five most likely
answers from each of the models. Afterwards, we used the
bagging method to rank the ten answers and get the top-five
answers according to their probabilities.

The contributions of this study are as follows: 1) we
show that fine-tuning on an NER dataset is effective in
answering biomedical factoid questions; 2) we demonstrate
that considering overall question information can improve
the performance of biomedical factoid QA; and 3) we
applied an ensemble mechanism to improve the perfor-
mance of biomedical factoid QA. The proposed framework
was trained and evaluated on the major competition task,
BioASQ 6b and 7b, and the results have shown that our
proposed framework can outperform all baselines.

2 RELATED WORK

The biomedical QA system is a field of extensive research
in the biomedical domain because it can directly produce
answers [35] and help researchers quickly find the answer
they need rather than browse through a list of articles like in
information retrieval (IR) systems. Many organizations hold
competitions to promote the development of QA systems,
and one of the most popular competitions is the BioASQ1,
which organized public challenges for biomedical semantic
indexing and QA. The competition is held once every year
and was first held in 2013. Every year, it publishes a dataset,
and BioASQ 6b and BioASQ 7b are the datasets released
in the 6th and 7th competitions, respectively. The BioASQ
competition consists of two tasks: large-scale online biomed-
ical semantic indexing and biomedical semantic QA. Among
them, in the QA phase of the second task, there are four
types of questions, i.e., 1) ”yes” or ”no” questions, 2) factoid
questions, 3) list questions, and 4) summary questions [2].

1. http://bioasq.org/
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The BioASQ competition has become one of the most in-
fluential competitions in the biomedical domain, and many
researchers are involved in QA research in the biomedical
field, especially for factoid questions. For example, Yang et
al. [36] proposed the use of supervised models to predict
the answer and question type, and then calculated the score
of each answer to find the golden answer. However, limited
by the amount of data, it used a feature engineering method
to extract features from the concepts and named entities,
which could not learn a good representation. Later, the pro-
posed AUTH model [37] focused on the process of answer
processing. It used word embedding and external resources
to represent an answer and obtain its score. This proves that
using external information can alleviate the problem of the
lack of large datasets, while the feature engineering method
can be used to obtain the answers without fully consid-
ering the information in the question. The ”LabZhu” [38]
approach used the knowledge graph method to solve the
problem, but in biomedical domain, the knowledge graph
is difficult to build. Recently, with the emergence of pre-
trained models, Google proposed the system ”google-gold-
input” [39], which used the BERT model to train the BioASQ
datasets. However, it did not consider the different data
distributions between the general and biomedical domains.
To alleviate the influence of different data distributions,
Lee et al. [11] proposed BioBERT, which is a pretrained
model trained on PubMed articles. The model achieved a
remarkable improvement in QA systems. However, owing
to the small amount of data available in the biomedical
domain, utilizing more useful external information is still
challenging. Therefore, Yoon et al. [12] proposed to fine-
tune the BioBERT in SQuAD to learn general knowledge.
Similarly, Jeong et al. [13] proposed to first fine-tune the
BioBERT in an NLI task and then fine-tune the SQuAD to
learn external information.

In natural language processing tasks, sentence represen-
tation is also an important challenge, and many researchers
have proposed diverse solutions to obtain sentence embed-
ding. Because a sentence is composed of a series of tokens,
many researchers have used recurrent neural networks
(RNNs) to learn sentence information. However, it is diffi-
cult to capture the long-term dependencies in a simple RNN
architecture because of the vanishing gradient and gradient
explosion problems [40]. To overcome this problem, Hochre-
iter et al. proposed the long short-term memory (LSTM) [41],
and Cho et al. proposed a gated recurrent unit [42]. These
models focus on one-way information; hence, Schuster et
al. further proposed the bidirectional LSTM (BiLSTM) [28]
to learn bidirectional information. BiLSTM is often used to
learn question embeddings or answer embeddings in QA
applications. For example, Tan et al. [43] used BiLSTM to
obtain the embeddings of questions and answers for factoid
answer selection. Similarly, Li et al. used BiLSTM to rank
the answer [44] and achieved better performance, which
also demonstrates that question embeddings are useful in
QA systems. For biomedical applications, Wiese et al. pro-
posed the use of BiLSTM to learn question embedding for
interactions with the answer [45].

In this study, we use the bagging method, a kind of
ensemble methods, to combine question-level and token-
level information. The ensemble methods include two types

of methods: bagging [46] and boosting [47] and they are
widely used in solving biomedical classification problems.
For biomedical applications, Huang et al. [48] used a bag-
ging classification tree to classify G-protein coupled recep-
tors and achieved good performance. Similarly, Hayder et
al. [49] used an adaptive bagging method on a biomedical
data stream. In the QA system, the ensemble method is
also used to solve sub-problems, such as using the bagging
method to learn the relevant label information, to improve
the performance of the QA system [50].

3 METHODOLOGY

In this section, we explain the details of the proposed
framework for the biomedical factoid QA task. The overall
architecture is shown in Fig. 1. First, we provide a definition
of the problem and an overview of the framework. Subse-
quently, we elaborate on the overall process.

3.1 Problem Definition and Architecture Overview

The biomedical factoid question challenge is an extractive
QA task, i.e., given a context passage C = {c1, c2, ..., cm}
and a question Q = {q1, q2, ..., qn}, there is only one answer
A = {cs, cs+1, ..., ce} in the context passage. In the previous
definitions, ci represents the i-th token in the context, qj
represents the j-th token in the question, m and n are the
length of context passage and question, respectively, and s
and e are the starting and ending positions of the answer
in the context, respectively. The goal of the system is to
determine the starting position s and ending position e of
the answer in the context passage.

As shown in Fig. 1, our proposed framework is mainly
divided into three parts: 1) transfer learning by fine-tuning
the BioBERT in the datasets NER and SQuAD, 2) learning
the question representation, and 3) applying the ensemble
method to combine the two models. First, we adopt a
transfer learning mechanism to learn the information of
the named entities and general knowledge by fine-tuning
the model in the NER dataset and SQuAD, step by step.
We encode the question and context together to obtain the
embedding of each token in the question and context, then
we pass all the embeddings to BioBERT and fine-tune the
parameters of BioBERT by the NER task and then SQuAD.
Subsequently, for the factoid QA task, we first obtain all the
embeddings O0 of all tokens in the question and context
and put them into BioBERT to learn a new representation
for each token. Thus, we obtain the new token embeddings
O1, then we put all the new token embeddings of the
question into BiLSTM to learn an overall representation for
the question and then concatenate the question embeddings
with the context embeddings to form new embeddings O2.
Meanwhile, we retain the output embeddings O1 and pass
O1 and O2 to two different neural network layers and

use the softmax function to obtain two vectors P pred
1 and

P pred
2 , which represent the probabilities of all the tokens as

the start position and the end position in the two models.
During the prediction step, we obtain the five most likely
answers by combining the probability of the start and end
positions from each model separately, and finally we use
the ensemble method to rank the ten answers and choose
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Segment
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BioBERT
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NERdata(1)

SQuAD(2)
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BiLSTM

Vquestion-representation V[SEP] VAnti-body …

… …

… …

start distribution1 end distribution1

… …

start distribution2 end distribution2
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A1, A2, A3, A4, A5 A1', A2', A3', A4', A5'

A1, A2, A1', A3, A4

VWhich V##b V? VAnti-body

…

…

…

Question Units

Context Units

Answer List

Hidden Layer

Method

Fig. 1. The Pipeline of Proposed Framework, which consists of three parts: 1. Fine-tuning in NER data and SQuAD; 2. BiLSTM to learn the question
representation; 3. Bagging. In the datasets part, the numbers in parentheses represent the order of fine-tune process. The input is “Which enzyme
is targeted by Evolocumab? Antibody therapeutics in Phase 3 ...” and finally we will get the top-five answers with the highest probabilities.

the five answers with the highest probability as the final
answers2.

3.2 fine-tuned Oriented Transfer Learning

3.2.1 Basic Architecture

Word embeddings are crucial in natural language process-
ing tasks because they contain semantic and syntactic in-
formation [51], [52]. In the biomedical domain, traditional
models either use the feature engineering method [36] to
extract features or use context-independent word embed-
dings, which cannot accurately represent contextual infor-
mation. Recently, researchers have begun to use contextual-
ized word representation [7], [8], [53], among which BERT
has achieved SOTA performance in various tasks. In the
biomedical field, BioBERT [11] has been proposed, which

2. The source code is avaliable at https://github.com/Romainpkq/
bioasq factoid qa

is pretrained on PubMed and outperforms other methods in
various biomedical tasks.

For the BioBERT model, an input representation of a
token is composed of a token, segment, and position em-
bedding. Becasue BioBERT and BERT have a large number
of words, every word is separated into many tokens that
can avoid the out-of-vocabulary problem. For the context
C = {c1, c2, ..., cm} and the question Q = {q1, q2, ..., qn},
we suppose that the context’s input embeddings are
EC = {ec1 , ec2 , ..., ecm} and the input embeddings of the
question are EQ = {eq1 , eq2 , ..., eqn}. We can then combine
the embeddings of the question and context to form the
input of BioBERT I = [[CLS], Q, [SEP ], C, [SEP ]]. Sub-
sequently, in BioBERT, these input tokens will learn the
information of the relationship between them using multi-
layer transformer encoders [54]. The transformer encoder
mainly consists of two parts: multi-head attention and a
fully connected feed-forward network. In this architecture,
each token has three representations: query, keys, and val-
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ues. We represent the three representations of all tokens as
matrices Q1, K , and V , respectively. The equation of multi-
head attention is shown in Eq. (1), Eq. (2) and Eq. (3) [54]:

Attnetion(Q1,K, V ) = softmax(
Q1K

T

√
dk

)V (1)

MultiHead(Q1,K, V ) = Concat(head1, ..., headh)W
O

(2)
headi = Attention(Q1W

Q1

i ,KWK
i , V WV

i ) (3)

where WQ1

i , WK
i , and WV

i represent the parameter matri-
ces. For the feed-forward networks, the process is shown in
Eq. (4):

FFN(x) = max(0, xW1 + b1)W2 + b2 (4)

The architecture of the transformer encoder can learn a
good representation for each token, and the BioBERT model
is based on this architecture. Although BERT has learned
a good representation for each token, it still ignores some
important information. First, because the representations of
words in the BERT model are based on the tokens and it
is an autoencoder model, it cannot learn the information of
named entities well. However, named entity is very impor-
tant to improve the performance of tasks. Hence, we use an
NER dataset to fine-tune BioBERT to learn the information
of the named entities. At the same time, because of the small
amount of data in the biomedical domain, the BioBERT
model lacks general knowledge. Therefore, we also use the
SQuAD dataset to fine-tune the BioBERT model, which has
been proven effective by Yoon et al. [12].

3.2.2 NER Based fine-tuning

In this study, we first fine-tune BioBERT with the NER
dataset to learn the named entity information. Here,
we suppose that a sample in the dataset is formed as
P = {(x1, l1), (x2, l2), ..., (xm, lm)}, where xi represents the
i-th token in the sample and li represents the named en-
tity of the i-th token, and li ∈ {label1, label2, ..., labelp},
where p is the number of named entities. We use the
same method to encode the tokens and then input the
embeddings into BioBERT to obtain the output embeddings
O1NER

= {ox1
, ox2

, ..., oxm
} for the passage. Subsequently,

we input the output embeddings O1NER
into a neural

network layer; for each token embedding in the output
embeddings, we calculate the output as follows:

lpredi = W1 ∗ oxi
+ b1 (5)

where lpredi represents the output of the i-th token, W1 and
b1 are the weight matrix and bias, respectively, and the

dimensions of lpredi = [lpredi1
, lpredi2

, ..., lpredip
] is the number of

labels. We use the softmax function on the output of each
token to obtain the probabilities of the labels for each token,
and we use the cross-entropy function as the loss function.
The entire process is as follows.

ppredir
=

exp(lpredir
)

∑p
j=1 exp(l

pred
ij

)
(6)

lossi =

p∑

r=1

pir ∗ log(ppredir
) (7)

where ppredir
represents the possibility that the label of the i-

th token is the r-th label in the label set, lpredir
represents the

r-th term of the output of the i-th token and lossi represents
the loss of the i-th token. pir represents the real possibility
that the label of the i-th token is the j-th label in the label set.
It is equal to 1 if the label is the real label, and 0 otherwise.

3.2.3 SQuAD Based fine-tuning

Because of the small number of samples in the biomedical
datasets, we also trained BioBERT in the dataset SQuAD
1.1, following the work of Yoon et al. [12]. This process is
essentially the same as that of NER. First, we obtain the
embedding of each token by merging the word, position,
and segment embedding. Then, we pass the embeddings
to BioBERT to obtain a new embedding for each token
OS = [os1, os2, ..., os(m+n+3)]. Subsequently, we pass the
output of BioBERT to a task layer to predict the answer
positions in context. The process is depicted in Eq. (8), Eq.
(9), and Eq. (10):

fi = W2 ∗ osi + b2 (8)

p
(1)
i =

exp(f
(1)
i )

∑n
j=1 exp(f

(1)
j )

(9)

p
(2)
i =

exp(f
(2)
i )

∑n
j=1 exp(f

(2)
j )

(10)

where osi represents the embedding of the i-th token in the
BioBERT output, and W2 and b2 are the parameter matrix
and bias, respectively. fi is the embedding of the i-th token

in the task layer output. f
(1)
i and f

(2)
i are the first and

second elements in fi, respectively, which represent the start
and end probabilities of the token, respectively, and n is the
total number of tokens in a sample. The loss is defined as
follows:.

loss =
1

2
(

j∑

i=1

(l
(1)
i ∗ log(p(1)i ) + l

(2)
i ∗ log(p(2)i ))) (11)

where l
(1)
i and l

(2)
i represent the real probability of the token

as the start position and end position, respectively, and l
(1)
i

equals 1 if the token is the start position and 0 otherwise,

l
(2)
i equals 1 if the token is the end position and 0 otherwise.

After fine-tuning in SQuAD, BioBERT can effectively learn
the syntactic and semantic information of the QA dataset.

3.3 BiLSTM Based Question Representation

After continuously fine-tuning BioBERT on the two datasets,
i.e., the NER dataset and SQuAD, the BioBERT model can
better represent the information of named entities and gen-
eral knowledge. As shown in section 2.2, the form of input
to BioBERT is O0 = [[CLS], Q, [SEP ], C, [SEP ]], and the
output is O1 = [o[CLS], oQ, o[SEP ], oC , o[SEP ]], where oQ is
the output embedding of the question part of the input,
and its form is oQ = [oq1 , oq2 , ..., oqn ], where oqi represents
the output embedding of the i-th token in the question. oC
is the output embedding of the context part, and its form
is oC = [oc1 , oc2 , ..., ocm ], where oci represents the output
embedding of the i-th token in the context.
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Because the quality of the question representation is
important for determining the position of the answer in
the context, a better understanding of the question can
improve the performance of the model. Hence, to learn a
good representation of the question, we pass the output
embeddings [o[CLS], oQ] into a BiLSTM model, as shown
in Fig. 2.The BiLSTM based sentence modeling process is
defined as below [28]:

… LSTM LSTMLSTM

… LSTM LSTMLSTM

o[CLS] oq1 oqn

O2
n+1

O
1

n+1

On+1

concatenate

Fig. 2. The Pipeline of BiLSTM in Our Framework

it = sigmoid(Wii ∗ qt + bii +Whi ∗ ht−1 + bhi) (12)

ft = sigmoid(Wif ∗ qt + bif +Whf ∗ ht−1 + bhf ) (13)

gt = tanh(Wig ∗ qt + big +Whg ∗ ht−1 + bhg) (14)

ot = sigmoid(Wio ∗ qt + bio +Who ∗ ht−1 + bho) (15)

ct = ft · qt + it · gt (16)

ht = ot · tanh(ct) (17)

where ht is the hidden state at time t, ct is the cell state
at time t, qt is the input at time t, and qt is oq−1 if
t 6= 1; otherwise, q0 is o[CLS]. ht−1 is the hidden state
of the layer at time t− 1 or the initial hidden state at
time 0, and it, ft, gt, ot are the input, forget, cell, and out-
put gates, respectively. sigmoid is the sigmoid function
whose form is sigmoid(x) = 1/(1 + exp(−x)). BiLSTM is
a combination of two LSTM models that obtain the input
from different directions. Then, we obtain the final outputs
o1n+1 and o2n+1, where o1n+1 represents the output at time
n+ 1 for the first LSTM, and o2n+1 is the output at time
n+ 1 for the second LSTM. Subsequently, we concatenate
the two outputs to obtain the final question representa-
tion on+1. Then, we combine the question representation
with the original representation and obtain the output
O2 = [on+1, o[CLS], oQ, o[SEP ], oC , o[SEP ]], and set the vec-
tor in o[CLS], oQ to 0 to mask the information of the question
tokens and obtain O2 = [on+1, 0, .., 0, o[SEP ], oC , o[SEP ]],
where n+ 1 is the number of zero vectors.

3.4 Ensemble Method Based Classification

The ensemble method is a mechanism that combines exist-
ing methods to improve the overall performance, which can
effectively improve the stability of the model and solve the
problem of unbalanced data distribution. In the proposed
framework, we share the parameters of BioBERT for the
two different models using the bagging method to com-
bine sentence-level and token-level information. First, we

obtain the outputs O1 = [o[CLS], oQ, o[SEP ], oC , o[SEP ]] and
O2 = [on+1, 0, .., 0, o[SEP ], oC , o[SEP ]] as mentioned above,
then we pass the outputs to the two task layers and obtain
the final outputs Of1 and Of2, respectively. The process is
as follows:

Oi
f1 = W3 ∗Oi

1 + b3 (18)

Oi
f2 = W4 ∗Oi

2 + b4 (19)

where Oi
1 and Oi

2 are the i-th term of the output of the
first model O1 and the second model O2, respectively; Oi

f1

and Oi
f2 are the i-th term of the final outputs Of1 and

Of2, respectively; W3 and b3 are the weight and bias of
the first model, and W4 and b4 are the weight and bias of
the second model. Then, we obtain Of1 and Of2. Because
the shape of Of1 is (sequence length+1, output dim), it has
one extra dimension in the first dimension that represents
the overall information of the question. We abandon the
first dimension of Of1 to obtain Ofn1 whose shape is
(sequence length, output dim), and then we use softmax
to process Ofn1 and Of2, respectively. Finally, we obtain

the possibility P pred
1 and P pred

2 . The dimension of P pred
1

and P pred
2 is (m+ n+ 3, 2), where m+ n+ 3 is the entire

length of the sequence. The last dimension represents the
probabilities of the start and end positions of the tokens. We
use cross-entropy as the loss function, and the process is as
follows:

loss1 =
m+n+3∑

i=1

pi1 ∗ log(p1predi1
) +

m+n+3∑

i=1

pi1 ∗ log(p2predi1
)

(20)

loss2 =
m+n+3∑

i=1

pi2 ∗ log(p1predi2
) +

m+n+3∑

i=1

pi2 ∗ log(p2predi2
)

(21)

loss = (loss1 + loss2)/4 (22)

where pi1 and pi2 represent the real probabilities of the i-
th tokens as the start and end positions, respectively, for
example, pi1 equals to 1 if the i-th token is the start position,

else equals to 0. p1predi1
and p1predi2

are the results of the two

dimensions of the i-th term of the output result P pred
1 , p2predi1

and p2predi2
are the results of the two dimensions of the i-th

term of the output result P pred
2 .

In the prediction step, for the two models, we obtain
the indexes of the five tokens with the largest starting
position probability and the indexes of the five tokens
with the largest ending position probability. Subsequently,
we combine the start and end indexes to form a whole
expression and abandon some situations, such as the start
index being greater than the end index. We finally ob-
tain the five most likely answers from each model sep-
arately, as follows: [A1, A2, ..., A5] and [A1′, A2′, ..., A5′].
Subsequently, we put the whole expressions, including the
expressions from the first model and the second model,
in the same list and compare the probability of all the
expressions to the sum of the start and end probabilities.
We rank all the answers by their probabilities, and choose
the five highest answers as our final answers. For example, if
PA1 > PA2 > PA1′ > PA3 > PA4 > ..., we will get the final
answer list [A1, A2, A1′, A3, A4].
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4 EXPERIMENTAL STUDY

4.1 Experiment Configuration

In this research, the proposed framework is evaluated on the
datasets of BioASQ competition, which is the most formal
and influential competition in the biomedical domain. We
applied the same step proposed by Yoon et al. [11] to
process the BioASQ training data. We use an entire abstract,
including the title of an article, as a passage. We first find
the given snippet in the abstract, then find the offset of
the answer in the snippet, and finally add the offset to
the dataset. After data processing, the BioASQ 6b training
dataset contained 619 factoid questions and 4772 question-
passage pairs, and the BioASQ 7b training dataset contained
779 factoid questions and 5537 question-passage pairs. At
the same time, the BioASQ 6b and bioASQ 7b test sets have
161 and 162 questions, respectively, as shown in Table 1.

TABLE 1
Statistics of BioASQ

Version
Train
samples

Post-processed
question-passage pairs

Test
samples

6b 619 4772 161
7b 779 5537 162

We also employed two datasets to fine-tune BioBERT.
First, we use the NER dataset, NCBI-disease, which is a
collection of 793 PubMed abstracts fully annotated at the
mention and concept levels and contains 6892 disease men-
tions [55], as listed in Table 2. The second dataset is SQuAD
1.1, which is a comprehensive reading dataset that contains
more than 100,000 questions. The answer to these questions
is either a segment of text or span from the context or it does
not exist [56].

TABLE 2
Statistics of the NCBI-disease

Train set Dev set Test set Total

PubMed citations 593 100 100 793
total disease mentions 5145 787 960 6892

unique disease mentions 1710 368 427 2136
unique concept ID 670 176 203 790

As for the hyperparameters, we first used the NER
dataset to fine-tune the BioBERT model, whose dimension
of hidden layer is 768. We input the output of the BioBERT to
the NER task layer to obtain the fine-tuned parameters, and
the number of epochs was 10. Then, we used the SQuAD
data to re-fine-tune BioBERT, and the maximum length of
the sequence was 384, the number of training epochs was
two, and the learning rate was 3e-5. Finally, for the dataset
BioASQ 7b, we set the maximum length of the sequence
to 384, the maximum length of the question to 64, and the
learning rate to 5e-6. We set the number of training epochs
to two, and for BioASQ 6b, we set the number of epochs to
four. For the question representation, we set the dimension
of the hidden layer of LSTM to 384; hence, the dimension of
BiLSTM was 768.

4.2 Evaluation Metrics

In the factoid QA system, we aim to determine the start
and end positions of the answer in the context and return
the final answer. Hence, we need to determine whether
the predicted answer was correct. Following the BioASQ
competition metrics, the result that we returned was a list,
and we used strict accuracy (SAcc) and the lenient accuracy
(LAcc) as the metrics. For SAcc, if the first element in the
returned list equals the golden answer, we recorded it as
true; otherwise, it was false. For LAcc, if the golden answer
was in the returned list, we recorded it as true; otherwise,
it was false. At the same time, we used a metric mean
reciprocal rank (MRR), which can reflect the rank information
for all answers in the returned answer list. It is also used to
evaluate factoid QA. In this study, we returned a list that
contains five predicted answers.

SAcc =
c1
n

(23)

LAcc =
c5
n

(24)

MRR =
1

n
·

n∑

i=1

1

ri
(25)

where c1 is the number of questions such that the first
answer in the predicted answer list is the golden answer,
and c5 is the number of questions such that the golden
answer is in the returned answer list, and n is the total
number of questions. ri is the position of the golden answer
in the returned answer list and ri equals j if the golden
answer is the j-th answer in the list and +∞ otherwise.

4.3 Baseline Methods

In this study, we compare our method against several re-
cently proposed advanced methods to investigate the po-
tential of the proposed framework, as illustrated below.

1) The AUTH model, which uses the updated version
of the BioASQ 6 system and uses the word embeddings
and external resources [37], such as MetaMap, BeCAS, and
WordNet.

2) ”LabZhu” [38] system, which uses two distinct meth-
ods based on traditional information retrieval method and
knowledge graph based approaches, respectively to find the
answer of the factoid questions.

3) The ”google-gold-input” system [39], which was de-
veloped by Google and uses the BERT model and fine-tuned
on the CoQA [57] and the BioASQ datasets.

4) The UNCC [58] system, which uses BioBERT em-
beddings and fine-tuned on the BioASQ dataset as well
as the lexical answer type (LAT) and POS tags to improve
performance.

5) The model by Yoon et al. [12], which first uses SQuAD
to fine-tune the BioBERT model and then is trained on the
BioASQ dataset.

6) The model by Jeong et al. [13], which first uses NLI
and then the SQuAD datasets to fine-tune the BioBERT
model, and finally is trained in BioASQ dataset.
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TABLE 3
Experiment result on BioASQ 6b

Model
6b Factoid QA

SAcc LAcc MRR

AUTH 0.2015 0.4020 0.2713
LabZhu 0.2387 0.3314 0.2762

BioBERT+SQuAD 0.4286 0.5714 0.4841
BioBERT+MLI+SQuAD 0.4141 0.5740 0.4805

Basic model (BioBERT+NER+SQuAD) 0.4428 0.6235 0.5143
Basic model with [CLS] 0.4164 0.6298 0.4988

Basic model with BiLSTM 0.4209 0.6298 0.4998
Full model (BiLSTM+bagging) 0.4302 0.6423 0.5119

TABLE 4
Experiment result on BioASQ 7b

Model
7b Factoid QA

SAcc LAcc MRR

AUTH 0.2363 0.3710 0.2898
LabZhu 0.2765 0.3922 0.3252
UNCC 0.3554 0.4922 0.4063

google-gold-input 0.4201 0.5822 0.4798
BioBERT+SQuAD 0.4367 0.6274 0.5115

BioBERT+MLI+SQuAD 0.4510 0.6245 0.5163

Basic model (BioBERT+NER+SQuAD) 0.4697 0.6194 0.5235
Basic model with [CLS] 0.4592 0.6122 0.5207

Basic model with BiLSTM 0.4790 0.6191 0.5285
Full model (BiLSTM+bagging) 0.4752 0.6385 0.5323

4.4 Results and Discussion

We evaluate the proposed framework against the previously
proposed models on datasets BioASQ 6b and BioASQ 7b,
and the overall results are listed in Table 3 and Table 4.

From these tables it is found that the BioBert with fine-
tuning on NER and SQuAD (referred as ”Basic model”
in the tables and following experiments) can improve the
performance of the system in the metric MRR and the
metric SAcc compared to the model ”BioBERT+SQuAD”,
which demonstrates that using transfer learning in the NER
datasets can learn the information of named entities and
improve the strict accuracy. As for the question-level infor-
mation, from the tables, we can see that BiLSTM often has
better performance than [CLS], and when we use BiLSTM
to extract question information without bagging, we can
see that there are different variations in SAcc and LAcc
compared to the Basic model, which means that the two
models get different information. However, we also found
that in BioASQ 7b, after fine-tuning in NER, the metric LAcc
decreases. This may be because the selected answers tend to
be more named entities and cause some answers that are not
named entities to be excluded, and another reason may be
the difference between the name entities in the train dataset
and test dataset.

At the same time, from Table 4, we can see that after
using the BiLSTM model to extract the question information
and the bagging method to combine the two models, our
model shows significant improvements in SAcc, LAcc, and
MRR, and outperforms the previous best model by 2.4% on
SAcc, 1.4% on LAcc, and 1.6% on MRR, which means that
the framework can well capture the advantages of the two
models, and it also demonstrates that the combination of

local and global information can get a better result.
In BioASQ 6b, it also shows the best performance in the

metric LAcc, but the metrics SAcc and MRR decrease to
some extent. This is possibly caused by the difference in
the volume of data in BioASQ 6b and BioASQ 7b, as there
are almost 30% more factoid questions in BioASQ 7b than
in 6b, and the data in BioASQ 6b is less unbalanced than
in BioASQ 7b. Hence, the bagging method cannot achieve a
good performance, which demonstrates that the unbalanced
data will influence the performance of the model.

We also compared our results for each batch with some
systems that participated in the BioASQ 7b competition. The
results are listed in Table 5 based on the online leaderboard3.

TABLE 5
Batch results of the BioASQ 7b Challenge.

Batch
Factoid

Model MRR

1

auth-qa-1 0.2778
BJUTNLPGroup 0.3483

Yoon et al. 0.4637
Full model 0.4444

2

transfer-learning 0.3267
QA1 0.4033

Yoon et al. 0.5667
Full model 0.5913

3

google-gold-input 0.5023
QA1/UNCC QA 1 0.5115

Yoon et al. 0.4724
Full model 0.5201

4

google-golden-input 0.5495
FACTOIDS/UNCC QA 1 0.6103

Yoon et al. 0.6912
Full model 0.7157

5

UNCC QA 1 0.3305
BJUTNLPGroup 0.3381

Yoon et al. 0.3638
Full model 0.3900

From Table 5, we can see that our proposed framework
achieved the best results in four out of five batches. In batch
3, we show an improvement close to 5%, and in batches
2, 4, 5, we have improved by approximately 2%, which
means that our Full model can achieve better results on
various data. Then, we investigate the average performance
and stability of the proposed framework. Ten experiments
were performed in BioASQ 6b and 7b with and without
BiLSTM and bagging, respectively, to obtain the average,
best, and worst results of the framework. The results of the
experiments are listed in Table 7 and Table 6, respectively.

From Table 6 and Table 7, it is observed that our Full
model always shows a better performance than the Basic
model in LAcc. We also noticed that the Basic model with
and without BiLSTM respectively have different variations
in SAcc and LAcc which is correspond with the results in
Table 3 and Table 4. As the amount of data grows, the Basic
model with BiLSTM achieves better performance in MRR,
which demonstrates the effectiveness of the BiLSTM. From
the results of BioASQ 7b, it is found that using the BiLSTM

3. The official competition results are released by BioASQ
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TABLE 6
Experiment Results on BioASQ 6b

Experiments
Full model (BiLSTM+bagging) Basic model with BiLSTM Basic model

SAcc LAcc MRR SAcc LAcc MRR SAcc LAcc MRR

1 0.4116 0.6487 0.5022 0.4101 0.6313 0.4913 0.4154 0.6300 0.5034
2 0.3987 0.6298 0.4929 0.4101 0.6423 0.4994 0.4428 0.6235 0.5143
3 0.4196 0.6423 0.5071 0.4147 0.6298 0.4967 0.4287 0.6171 0.5041
4 0.3987 0.6487 0.4954 0.4147 0.6298 0.4960 0.4218 0.6235 0.5020
5 0.4211 0.6358 0.5068 0.4114 0.6362 0.4960 0.4173 0.6235 0.4966
6 0.4257 0.6298 0.5036 0.4209 0.6188 0.4968 0.4238 0.6300 0.5041
7 0.3987 0.6362 0.4930 0.4147 0.6298 0.4957 0.4192 0.6425 0.5049
8 0.3941 0.6423 0.4941 0.4205 0.6298 0.4998 0.4298 0.6300 0.5091
9 0.4097 0.6423 0.5005 0.4114 0.6298 0.4956 0.4203 0.6325 0.5000
10 0.4302 0.6423 0.5119 0.4114 0.6298 0.4947 0.4302 0.6171 0.5040

average 0.4108 0.6399 0.5008 0.4140 0.6307 0.4962 0.4249 0.6270 0.5043
max +0.0194 +0.0088 +0.0111 +0.0069 +0.0116 +0.0037 +0.0179 +0.0155 +0.0100
min -0.0167 -0.0101 -0.0079 -0.0039 -0.0119 -0.0048 -0.0095 -0.0099 -0.0077

TABLE 7
Experiment Results on BioASQ 7b

Experiments
Full model (BiLSTM+bagging) Basic model with BiLSTM Basic model

SAcc LAcc MRR SAcc LAcc MRR SAcc LAcc MRR

1 0.4752 0.6385 0.5323 0.4417 0.6138 0.5084 0.4697 0.6194 0.5235
2 0.4697 0.6336 0.5261 0.4594 0.6248 0.5208 0.4438 0.6320 0.5198
3 0.4695 0.6118 0.5228 0.4754 0.6134 0.5256 0.4435 0.6317 0.5173
4 0.4754 0.6200 0.5363 0.4499 0.6075 0.5094 0.4390 0.6246 0.5109
5 0.4695 0.6182 0.5208 0.4680 0.6139 0.5243 0.4514 0.6311 0.5203
6 0.4558 0.6252 0.5160 0.4600 0.6134 0.5191 0.4390 0.6258 0.5108
7 0.4733 0.6246 0.5262 0.4565 0.6246 0.5182 0.4379 0.6142 0.5061
8 0.4752 0.6326 0.5273 0.4790 0.6191 0.5285 0.4272 0.6246 0.5016
9 0.474 0.6326 0.5299 0.4731 0.6081 0.5252 0.4461 0.6132 0.5106
10 0.4674 0.6179 0.5240 0.4548 0.6139 0.5185 0.4577 0.6317 0.5220

average 0.4705 0.6255 0.5252 0.4618 0.6152 0.5198 0.4455 0.6248 0.5143
max +0.0049 +0.0130 +0.0071 +0.0172 +0.0096 +0.0087 +0.0242 +0.0072 +0.0092
min -0.0147 -0.0137 -0.0092 -0.0201 -0.0077 -0.0114 -0.0183 -0.0116 -0.0127

and bagging method results in a more stable performance
in SAcc and MRR, and less stable performance in LAcc.
This could be because we choose the maximum probability
answer from the two models, which means that it considers
the information of both the models. Hence, it has higher
stability in the SAcc and MRR, but because the bagging
method provides more alternative answers, the LAcc metric
is less stable. In the results of BioASQ 6b, it is noticed that
the SAcc and MRR decrease after using the BiLSTM and
bagging, which might be because the BioASQ 6b dataset
is smaller and the phenomenon of data imbalance is less
significant. Therefore, the bagging method cannot perform
as well as the other methods. We can also compare our
Full model against the baselines. From the comparison, it
is found that most results of our Full model show better
performance, and the average results of SAcc and MRR are
much higher than those of the previous models.

For the hyperparameters in the framework, we mainly
changed the number of epochs to find the best performance.
In BioASQ 7b, during the training step, we used different
number of epochs, i.e., 1, 2, 3, 4, 5, and we determine the
best number of epochs as 2. For BioASQ 6b, we perform the
same experiment and determine the best number of epochs
to be 4. The results are shown in Table 8 and Table 9.

TABLE 8
Hyperparameter Configuration: Number of Training Epochs in the

BioASQ 7b Dataset

Number of Training Epochs SAcc LAcc MRR

1 0.4681 0.6305 0.5218
2 0.4754 0.6296 0.5328
3 0.4636 0.6355 0.5246
4 0.4636 0.6355 0.5246
5 0.4567 0.6355 0.5219

TABLE 9
Hyperparameter Configuration: Number of Training Epochs in the

BioASQ 6b Dataset

Number of Training Epochs SAcc LAcc MRR

1 0.3809 0.6200 0.4761
2 0.3858 0.6358 0.4887
3 0.3816 0.6358 0.4820
4 0.3987 0.6487 0.4954
5 0.4097 0.6298 0.4947

4.5 Case Study

In this section, we introduce some test cases to prove the
effectiveness of fine-tuning BioBERT on the NER dataset
and the effectiveness of question representation and bagging
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Example1:
Question: What is the function of the protein Magt1?
Context: ...Recently, patients with a loss-of-function mutation in magnesium transporter 1
(MAGT1) were reported to present a dysregulated Mg homeostasis in T lymphocytes...
Exact answer: Magnesium transporter
Baseline Model (BioBERT+SQuAD): magnesium[1], magnesium transporter[2], magnesium
transporter 1[3], magnesium transporter MagT1 have a role in harmonizing the osteogenic
differentiation[4], magnesium transport[5]
Our model without BiLSTM and bagging: magnesium transporter[1], magnesium transporter
1 (MAGT1) is a critical regulator of basal intracellular free magnesium[2], critical regulator
of basal intracellular free magnesium[3], magnesium transporter MagT1 have a role in
harmonizing the osteogenic differentiation[4], magnesium[5]
Our final model: magnesium transporter[1], magnesium transporter 1 (MAGT1) is a critical
regulator of basal intracellular free magnesium[2], critical regulator of basal intracellular free
magnesium[3], magnesium transporter MagT1 have a role in harmonizing the osteogenic
differentiation[4].

Example2:
Question: Rickettsia felis was described as a human pathogen almost two decades ago, what
is it's main arthropod vector?
Context: Cat fleas (Ctenocephalides felis) carrying Rickettsia felis and Bartonella species in
Hong Kong...
Exact answer: Cat fleas (Ctenocephalides felis)
Baseline model (BioBERT+SQuAD): Bartonella[1], Bartonella and Rickettsia real-time PCR
of DNA from 20 C. felis found Bartonella[2], B. clarridgeiae and Bartonella[3], B.
clarridgeiae[4], Bartonella henselae[5]
Our model without BiLSTM and bagging: Cat fleas[1], Bartonella[2], cat flea and to be
harbouring pathogens of zoonotic potential[3], Cat fleas (Ctenocephalides felis) carrying
Rickettsia felis and Bartonella[4], Bartonella and Rickettsia real-time PCR of DNA from 20
C. felis found Bartonella[5]
Our final model: Cat fleas[1], Cat fleas (Ctenocephalides felis) carrying Rickettsia felis and
Bartonella[2], Cat fleas (Ctenocephalides felis)[3], fleas[4], Bartonella[5]

Fig. 3. Case Studies: The Number Following the Answer is its Rank in
the Alternative Answer List

mechanism. The examples are shown in Fig. 3.

From Fig. 3, we can see that our framework is effec-
tive. In the first example, the answer to the question is
a biomedical named entity. For the baseline model that is
not fine-tuned in the NER dataset, it returns magnesium
as the first alternative answer, while in the context, the
magnesium and transporter together form a named entity.
The baseline could not recognize it well. However, after
fine-tuning the model in the NER dataset, it can recognize
the named entity, which shows that fine-tuning in the NER
dataset is effective. In the second example, the exact answer
is not in the alternative answers of the baseline model.
It is also not present in our model without BiLSTM and
bagging; however, the answer Cat fleas appears in the al-
ternative answers, which means the model has noticed the
exact answer. In the proposed framework, the exact answer
appears in the alternative answers, which means that our
ensemble method is effective. At the same time, we can see
that the unrelated answer Bartonella is the last answer of
the alternative answers, and the other alternative answers
are almost irrelevant to the word Bartonella, which means
that the model has considered the whole question informa-
tion, and it finds the information related to the question
information main anthropod vector. From the examples, we
can see that our framework has learned the information of
named entities, and it considers the overall information of
the question.

5 CONCLUSION AND FUTURE WORK

Recently, the QA system has attracted a lot of attention
because it can quickly obtain the exact answer rather than
browsing through a list of articles. In the biomedical QA
application, the questions are usually divided into four
types: 1) ”yes” or ”no” questions, 2) factoid questions, 3)
list questions, and 4) summary questions. Among them, the
answers to the factoid questions can usually be found in the
context, which means it has a higher credibility. Therefore,
it has been attached much importance in the community.

To provide satisfactory performance for the factoid QA
system, it is important to understand the sentence and word
in the QA text. Recently, pretrained language models have
achieved great success in diverse natural language process-
ing tasks. BioBERT has also shown promising improvement
for biomedical applications. Although using the BioBERT
model can obtain proper word embedding for biomedical
tasks, owing to its autoencoder characteristics, it cannot
learn the named entity and the overall question information
well. Therefore, inspired by the success of transfer learning
in other applications, in this study, we utilized the transfer
learning mechanism to learn named entity information and
general knowledge. Furthermore, we also applied the BiL-
STM to learn the overall information of the question because
a proper understanding of sentence information is also es-
sential for the overall performance. Finally, to fully make use
of the sentence-level and token-level information, we also
applied the bagging mechanism to combine the strength
of sentence-level and token-level answer prediction. The
proposed framework achieved promising performance in
both the BioASQ 6b and 7b shared tasks.

Although the proposed method has significant improve-
ment, there are also limitations that deserve further inves-
tigation. From the experiments, it was found that although
the bagging method can make the result more stable, the
stability is not satisfactory. There seems to be an incon-
sistency between the metrics SAcc and LAcc, warranting
further studies for finding a more stable model. Further-
more, because of the difference between the train dataset
and test dataset, how to recognize the name entities that
do not appear in the training data is still a problem which
deserves further investigation.

At the same time, because transfer learning has proven
effective in the biomedical domain, ways to use transfer
learning to solve other questions in the biomedical domain
and learn more external information can be explored in
further studies. In the future, we will also try to research the
application of transfer learning to other biomedical prob-
lems and solve the instability of the proposed framework.
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