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A B S T R A C T   

The Artificial Intelligence (AI) methodologies and techniques have been used to solve a wide spectrum of en-
gineering problems in Architectural, Engineering and Construction (AEC) industry with the aim of improving 
overall productivity and optimized decision throughout full project life cycle (planning, design, construction and 
maintenance). However, many AI applications are facing different limitations and constrains due to the lack of 
comprehensive understanding about the inherent uncertainty fundamentally and mathematically, hence the use 
of AI has not achieved a satisfactory level. It requires different actions to tackle different types of uncertainties 
which varies according to different types of applications. This paper therefore reviews 5 type of popular AI al-
gorithms, including Primary Component Analysis, Multilayer Perceptron, Fuzzy Logic, Support Vector Machine 
and Genetic Algorithm; then examines how these artificial intelligence techniques can assist the decision-making 
process by mitigating uncertainty meanwhile achieving the expected high efficiency. The paper reviews each 
germane technique, mathematical explanation, analysis of reasons causing uncertainty, and concludes a set of 
guidelines and an application framework for optimizing their informed uncertainty for AEC applications. This 
work will pave the way for the fundamental understanding and in turn to provide a valuable reference for 
applying AI techniques in AEC sector properly to achieve better overall performance.   

1. Introduction 

Artificial Intelligence (AI) is a branch of computer science that aims 
to enable computers to perform human-like tasks [1]. It is a technique 
that enables machines independently interpret and learn from external 
data to achieve specific outcomes via flexible adaptation. Generally, the 
AI techniques are in the form of perception, reasoning, planning, motion 
and natural language processing, whereof they are categorized into 7 
common domains, Symbolic Mathematics, Game Playing, Neutral Net-
works, Expert Systems, Fuzzy Logic, Robotics and Natural Language 
Processing [2]. The advances of artificial intelligence have been well 
and detailed documented in the vast literatures. For instance, it can use 
sophisticated algorithms to “learn” from “big” data, and the use the 
knowledge gained to assist industry/practice [3]. Because of this, In the 
last two decades, AI techniques managed to attract substantial attention 
within the Architectural, Engineering, and Construction (AEC) industry, 
which, according to Architecture, Engineering & Construction Man-
agement Institute, refers to the collective term for business in three 

partner industries (architecture, engineering and construction) and its 
objectives are the complexities and need of the building spaces [4]. 
Many scholars did researches about the AI application in the AEC in-
dustry on the topic of construction robotics, safety management, supply 
chain management etc. This has led to an upsurge in the number of 
research and publications on AI in the AEC industry. This situation 
presents danger, as the main focus is on the application layer– trying to 
set the framework of applying all kinds of AI techniques to certain ac-
tivities and developing the smarter platforms/systems/algorithms/ 
models to assist design and construction process of buildings, posing a 
major risk of neglecting essential areas—and questions specifically un-
certainty related for research and practice improvement. The extensive 
research papers mostly conducted the uncertainty analysis while 
developing/applying AI algorithms to AEC tasks without comprehen-
sively and critically analyze the reasons caused uncertainty, which 
would lead unclear improvement room for the following scholars. 

Meanwhile, AI techniques in AEC industry and their applications 
have been summarized in several review papers. Levitt and Kartam 
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summarized the drawbacks of traditional construction planning tools, 
then critically reviewed and analysis the AI techniques in terms of 
construction planning [5]. Irani and Kamal profiled intelligent systems 
application as well as studies in the construction industries [6]. Faghihi 
et al. reviewed the artificial intelligence and optimization tools related 
researches (from 1985 to 2014) on automation in construction sched-
uling, the review claim the genetic algorithms (GA) is the primary 
approach comparing with case-based reasoning (CBR), knowledge- 
based approaches, model-based approaches, genetic algorithms, expert 
systems (ES), neural networks (NN) and other methods [7]. Bilal et al. 
unveiled big data analytics in the AEC industry, discussed both pitfalls 
and opportunities of big data technologies for civil engineering [8]. Yu 
and Liao made review on intuitionistic fuzzy studies on broad con-
struction activities including planning and robotics [9]. Shukla et al. 
comprehensively reviewed the engineering applications of artificial in-
telligence for the 30 years up to 2018 [10]. Sacks et al. reviewed AI from 
the perspective of construction technology innovations and thoroughly 
analyze the links between building information modelling and AI [11]. 
Khallaf et al. conducted systematically review to analyze and classify 
deep learning applications in construction, the review found that deep 
learning applications are mostly used in crack detection and most pop-
ular algorithm in general is convolution neural networks [12]. Geyer 
et al., through reviewing the major work about fusing data, engineering 

knowledge and artificial intelligence in the built environment, reveal the 
links between big data technologies and AEC industry [13]. Though in 
the 9 reviews, they have made valuable contributions. Certain limita-
tions exist, most of these have been qualitative and based on manual 
appraisals. Hence, they may be significantly impacted by subjective 
biases, lack of reproducibility, and reduced reliability; the review 
studies have had narrowed perspectives. To overcome such issue, 
scholars like Darko et al. undertook a rigorous review, provided a 
comprehensive survey about the intellectual core and the landscape of 
the general body of knowledge on AI in AEC industry using a quanti-
tative technique [14]. However, their study focuses on the whole AEC 
industry while they eliminate subjective biases, and all these studies 
neglected the review of existence of uncertainty and its caused reasons 
in the application. Therefore, existing review did not afford a full picture 
of the state-of-the-art research on future directions for the AI applica-
tion. As matter of fact, a study that offers the understanding uncertainty 
of AI application literature in the AEC domain is still missing. 

As an attempt to fill in gap and then enhance such AI applications, 
the present study protrudes, being the first one to undertake a rigorous 
analysis of AI uncertainty and understand its driven forces in AEC in-
dustry from a perspective that considered both the industrial and 
mathematical context. This study focuses on the uncertainty, its math-
ematical explanation, and their potential to be improved of AI in AEC 

Fig. 1. Outline of research design.  
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industry. In Section 2, research methodology is presented. In Section 3, 5 
most common AI algorithms applied in AEC sector are identified and 
introduced. Section 4 presents the uncertainty affiliated with popular AI 
techniques, and highlights the analysis of the explicit explanation from 
the perspective of mathematics as the results. Section 5 discusses tech-
niques and guidelines of optimization AI application from the 7 general 
domains as aforementioned in AEC sector associating with target causes 
to the uncertainty through the analysis of 5 commonly used algorithms. 
Section 6 concludes the findings as well as prevail challenges of opti-
mizing the AI techniques in the AEC industry, and then proposes the key 
research directions to be addressed in the future. 

2. Research methodology 

This paper provides an in-depth review and analysis through the 
combination of mathematical analysis with the critical review of AI al-
gorithm application. Fig. 1 shows the study's research design. The 
manual review is used to objectively reveal the commonly applied 
influential AI algorithms in AEC industry while mathematical analysis 
aims to identify the reasons causing uncertainty within AI application 
and the corresponding mitigation measures based on the analysis re-
sults. Follow upon that, the framework of improving AI application 
could be developed. 

The literatures retrieval started with the major databases including 
Scopus, Web of Science, ScienceDirect, Google Scholar as the first 
screening by selecting keywords “Artificial Intelligence”, “AEC in-
dustry”, “machine learning”, “expert system”, “robotics”, “neutral net-
works”, “natural language process”, “civil engineering”. After the first 
screening, the combination of different literature databases is not 
applicable due to the generated difficulties in checking and eliminating 
duplications of publications from the various databases, with the large 
amount of dataset involved. Hence, the second round of screening 
stayed with Scopus. The rationale behind this is that compared to the 
other databases, Scopus possesses a wider range of scientific publication 
coverage. The literature search in Scopus using the selected search 
keywords was performed on the tittle, abstract, and keywords sections of 
publications; the date range was set from 2009 to present; the “docu-
ment type” was limited to “article” and “conference paper”. The ratio-
nale for limiting date range is that both construction industry and 
artificial intelligence got involved in construction industry and produce 
significant attempts since 2009. Also, the rationale of limiting document 
type is that, in the AEC industry, for science referencing purpose, journal 
articles represent the most influential and reputable research work; and 
for artificial intelligence, some conference papers represent the most 
influential and reputable research work. As of Oct 14th, 6719 publica-
tions were initially identified. Scopus was used to sort these upon 
“relevance”, and after assessing them and excluding irrelevant publi-
cation, e.g., publications in unrelated journals, then considering the 
citation descent with the chronology descent selecting the more influ-
ential ones and manually read the abstracts to exclude those that are not 
related to the areas of AEC industry. In total, 58 publications are iden-
tified in the end. 

The mathematical analysis was conducted by, firstly, identifying the 
proper way of explaining the algorithms, in which, proper way means 
the more obvious way to express algorithms comprehensively as well as 
explore uncertainty logically for scholars and engineers of AEC industry. 
Accordingly, among all the derivatives of algorithms' definition along 
with expression, the Hotelling's method is used to express Principal 
Component Analysis (PCA) [15], Rumellhart and McClelland's way to 
Multilayer Perceptron (MLP) [16], Boser and Guyon’ development to 
Support Vector Machine (SVM) [17], Zadeh's theory to Fuzzy Logic (FL) 
[18], Goldberg's contribution to Genetic Algorithm (GA) [19]. Secondly, 
by integrating the application status quo with the mathematical expla-
nation, the detailed reasons caused uncertainty were figured and then 
summarized into 4 categories. Based on that, mitigation measures to the 
informed reasons were identified. Finally, all the findings through the 

mathematical analysis are emerged as a framework of improving AI 
application in AEC industry. 

3. Research model 

The studied methods are selected from the existing conclusive re-
searches, those clearly revealed the most frequent applied AI algorithms 
in AEC sectors, namely Principal Component Analysis, Multilayer Per-
ceptron, Support Vector Machine, Fuzzy Logic and Genetic Algorithm 
[10,14,20].This pooling allows us to globally observe the main 5 algo-
rithms working philosophies to discover what reasons are to deliver the 
uncertainty to application results related to AEC industry. Unlike some 
outstanding researchers such as Abdolbaghi et al. and Najafi- 
Marghmaleki et al., the ideology of their research is also extensively 
reviewing the AI methods, they would focus on more specific algorithms 
and associated optimizations through the actual applications with sta-
tistical quality measure approaches [21,22]. This paper would shift the 
from application to theoretical analysis, explaining the driven forces 
underneath the recent AI developments in AEC industry. For each al-
gorithm, a brief development of the principles and of its mathematical 
model is introduced in this section. Followingly, along with the intro-
duction of algorithm, the literatures about AI application in AEC are 
reviewed to help understand as well as verify the finds like why the 
algorithm could be used targeting specific tasks. This explanation serves 
as a basis for addressing, from a formal and rigorous perspective, the 
main driven forces, which could easily give an idea of reasons causing 
uncertain for the final results afterwards. A good understanding of the 
theoretical basis and mathematical foundations of each method allows 
to mitigate the uncertainty that may appear during the modelling and 
exploitation phases. 

3.1. Principal component analysis 

Pearson invented PCA in 1901 as an analogue of the principal axis 
theorem in mechanics [23]. Later, Hotelling's input officialized it as a 
formal method [15]. Since then, PCA has proved in many ways of 
forming the basis for multivariate data analysis. It provides an approx-
imation of a data table, a data matrix. Taken from the Hotelling's deri-
vation of PCA, the mathematical definition of this method would be: 

For a set of observe d-dimensional data vectors {tn}, n ∈ {1…ℕ}; 
The q principal axes wj, j ∈ {1 ⋅ ⋯q}, are those orthonormal axes onto 

which the retained variance under projection is maximal. 
It can be shown that the vectors wj are given by the q dominant ei-

genvectors (those with the largest associate eigen values λi) of the 
sample covariance matrix: 

S = E
[
(t − u)(t − u)T ] (1) 

Such that 

Swj = λjwj (2) 

Note: the q principal components of the observed vector tn are given 
by the vector xn = WT(tn − u), where WT = (w1,w2, ⋅ ⋯wq)T. The variables 
xj are then decorrelated such that the covariance matrix E[xxT] is di-
agonal with elements λj. 

To the above mathematical definition from Hotelling, based on the 
property A3 (spectral decomposition of covariance matrix) from Jolliffe 
[24], another derivation of covariance matrix is given as: 

S = λ1α1α′

1 + λ2α2α′

2 +…⋅+ λnαnα′

n (3)  

it could also be expressed with summation notation as: 

S =
∑n

i=1
λiαiα

′

i (4) 

With Eq. (3), The combined variances of all the elements of xn are 
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decomposed into decreased contributions due to each principal 
component with λnαnαn

′, and this item would be decreasing as n in-
creases. With the dimension reduction point of view, presumably 
speaking, the whole phase space is n dimension, and the desired 
computation capacity is k dimension, where k is integer and k < n. The 
Eq. (4) would be rewritten as: 

S =
∑k

i=1
λiαiα

′

i +
∑n

i=k+1
λiαiα

′

i (5) 

In the Eq. (5), the former part 
∑k

i=1λiαiα
′

i is considered as the prin-
cipal components as well as the principal k dimensional phase space, the 
latter part 

∑n
i=k+1λiαiα

′

i are regarded as non-principal parts due to the 
smaller values and its minor contributions, hence the according factors 
of these covariances could be eliminated as the noise in order to improve 
the efficiency. Based on the Linsker's research, there is another deriva-
tion of Eq. (5) which is widely used in the information theory. Linsker 
suggested that in general PCA-based dimensionality reduction tends to 
minimize that information loss, under certain signal and noise models 
[25]. With such assumption, Eq. (5) can be reformed as below: 

x = s+ n (6)  

that is, from perspective of information theory, the data vector x is the 
linear combination of the effective information bearing signal s and 
noise signal n. s represents the vectors (factors) those link to the first part 
of Eq. (5) 

∑k
i=1λiαiα

′

i, and n stands for the vectors (factors) those link to 
the last part of Eq. (5) 

∑n
i=k+1λiαiα

′

i. 
The principal component analysis is a method for classification 

through reducing data dimension. Also, it can be employed to optimize 
other algorithms by decreasing the sample vectors size. The components 
with more contributions of the data set are the directions align with 
greater variance and underlying structures that variance represent. The 
way in which the variance is distributed in the data cloud gives an idea 
of the directions in which there is more information. Those in which the 
samples are more spread out will have more relevance than those that 
are constant. The principal components allow to summarize the data 
eliminating the redundant or little differentiating information and 
highlighting the one that is likely to be more important [26]. The 
principal component analysis (PCA) is employed for the optimization of 
neural networks in the case of structural design and engineering, con-
struction techniques [20,27]. Moreover, it is used to promote the expert 
system in the case of structural design and engineering [28]. The algo-
rithm could help to determine which features are the most important 
ones during the decision making, therefore, reduce the range of possi-
bilities as well as noise contained in the redundant datasets. 

3.2. Multilayer perceptron 

A multilayer perceptron is a supervised learning algorithm that 
learns a nonlinear function y training on a labeled dataset which can be 
employed to perform classifications and regression [29]. The graphical 
topology of the perceptron is define as three layers in general: input 
layer, perceptrons within it receive data from an external source; output 
layer, perceptrons within it return the results; hidden layer, perceptrons 
within it are assigned weight factors and cannot communicate with in-
direct perceptrons [30]. Multilayer perceptron employs back-
propagation as learning functions for training. 

A typical multi perceptron would be trained to learn a function: 

Y = f(X) : ℝm→ℝk (7) 

Where X = {xi|ⅈ ∈ 1…m} is the input vector, m is the size of the input 
vector, Y = {yj|j ∈ 1…k} is the output vector and k is the size of the 
output vector. 

Given the X and Y, the hidden layer would perform the required 
calculations with the activation function to approximate the function f 

(⋅), each node of output layer and hidden layer receives data from the 
previous perceptrons, calculates a weighted linear summation and 
returns the result of its non-linear activation function as follow: 

h

(
∑l

i=1
wiPi

)

: ℝl→ℝ (8)  

where h(⋅) is the activation function, l is the size of input vector for this 
node, W = {wi ∕ i ∈ 1⋯l} is the weights vector, P = {pi ∕ ⅈ ∈ 1⋯l} is the 
input vector for the node. 

The first hidden layer receives the input data from the input layer 
and the last hidden layer input data to the output layer. The weights 
vector values W of all perceptrons are learned by backpropagation al-
gorithm training. Fig. 2 shows a network topology of 5-layer multilayer 
perceptron to learn ℝ8 → ℝ4 functions. 

Rumellhart and McClelland defined propagation rule for multi-layer 
perceptron as follow [16], 

r =
(

dj̈ − f
(

wT
j x
))

f ′
(

wT
j x
)
=
(
dj − oj

)
f ′ ( netj

)
(9) 

Where dj̈ is expected output, oj is perceptron output vector, repre-
senting the output values of the last nodes and combines it with the 
connectivity matrices to produce a net input for each type of input into 
the previous node. It defines as: 

Oj = f
(
wJ̇

Tχ
)

(10) 

The netj means the net input into node j. The net input is defined as: 

netj = wT
j x (11) 

Where w represents the weights matrices among the hidden layers 
and output layer. j represents the different iteration process. 

Define the square error between the perceptron output and expected 
output as: 

E =
1
2
(
dj − oj

)2
=

1
2
(
dj − f

(
wJ̇

Tx
) )2 (12) 

To optimize the E, Gradient descent would be employed: 

Δwj = − η∇E (13) 

In which ratio η is a positive constant and ∇E is: 

∇E = −
(
dj − f

(
wT

J1 x
) )

f
′
(

WT
j x
)

x (14) 

Hence, 

Δwj = η
(
dj − oj

)
f ′ ( netj

)
x (15) 

The f′(⋅) is the differential form of activation function f(⋅) which 
remain consistent with the one in Eq. (7). And there are 5 common ways 
to determine the activation function, four of them are predefined and 
one is self-defined. 

The first predefined activation function– Sigmoid function: 

f(x) =
1

1 + e− x (16) 

The second predefined activation function—Tanh function: 

f(x) =
ex − e− x

ex + e− x (17) 

The third predefined activation function—Softsign function: 

f(x) =
x

1 + |x|
(18) 

The fourth predefined activation function—ReLU function: 

f(x) = max(0, x) (19) 

Due to the capability of learning nonlinear models and the reaching 
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high accuracy with great complexity, the multi-layer perceptron were 
frequently employed in project planning, technical design and facility 
management within AEC industry [31–42]. But the applications of 
Artificial neural network (ANN) covered the limited tasks rather than 
the wide range as expected, such as Abdolbaghi et al. proposed a new 
computer based model with multilayer perceptron neural network for 
prediction of the viscosity of CO2, the new developed model optimized 
average absolute relative deviation to 0.842% [21]. The main reason of 
that are insufficient datasets due to lack of Information and Communi-
cations Technology (ICT) infrastructures in AEC industry and fuzzy 
understanding of decision theory for complex activities in AEC industry. 
In the project planning, execution plan, budget plan and site surveys are 
the most mentioned topic aligning with neural networks. Since the 
processable data for neural networks does not necessarily obtain from 
high-end ICT facilities. And the hierarchy for decision making are not 
complicated. Taking example of Cheng et al., they research on esti-
mating completion for construction projects using neural networks, the 
most features of input vectors are simply linear correlated, such as 
fluctuation, actual cost, planned cost, contract payment, etc. [43]. And 
these data do not heavily rely on the advanced ICTs to obtain and 
documented. Hence, the relatively adequate applicable datasets and less 
complexity of problems enabled neural networks application. The same 
reason applies to the technical design and facility management. 

3.3. Support vector machine 

Support vector machine is a neural network algorithm with single 
hidden layer. It was proposed by Vapnik and Chervonekis, and further 
developed by Boser and Guyon later on. The intention of this develop-
ment is to better perform data analysis for classification and regression 
[17]. It is presently one of the best-known classification techniques with 
computational advantages over their contenders. The support vector 
machine is able to handle both linear and nonlinear decision boundaries 
of arbitrary complexity. The hard margin SVM and soft margin SVM are 
used to deal with linear cases, in which soft margin SVM is more robust 
since it considered the noise within training data. As for the nonlinear 
cases, a kernel function would be employed. To set the logic more un-
equivocal, this subsection is limited to start with soft margin SVM 
because of its superior to hard margin SVM. The soft margin SVM is 
described with Cortes variant, the quadratic program is given as follow: 

Inputs: Training examples {x1,x2,⋯xl} and class labels {y1,y2,⋯yl}. 
Minimize over αk: 

J =

(
1 /2

)
∑

hk
yhykαhαk(xh⋅xk + λδhk) −

∑

k
αk (20) 

Subject to: 

0 ≤ αk ≤ C and
∑

k
αkyk = 0 (21) 

Output: parameters αk. 
The summation run over all training patterns xk that are n dimen-

sional feature vectors, xh ⋅ xk denotes the scalar product, yk encodes the 
class label as a binary value +1 or − 1, δhk is the Kronecker symbol, and λ 
and C are positive constants (soft margin parameters). The soft margin 
parameters ensure convergence even when the problem is wrongfully 
labeled or poorly conditioned. The resulting decision function of an 
input vector x is: 

D(x) = w⋅x+ b (22) 

With 

w =
∑

k
αkykxk (23)  

and 

b = 〈yk − w⋅xκ〉 (24) 

The decision boundary (a straight line in the case of a two- 
dimensional separation) is positioned to leave the largest possible 
margin on either side. A particularity of SVM is that the weights wi of the 
decision function D(x) are a function only of a small subset of the 
training examples–support vectors. Those are closest to the decision 
boundary and lie o the margin. The weight vector w is a linear combi-
nation of training patterns. Most weights αk are zero. The training pat-
terns with non-zero weights are support vectors. Those with weight 
satisfying the strict inequality 0 ≤ αk ≤ C are marginal support vectors. 
The bias value b is an average over marginal support vectors [17]. 

To further, considering the more simplified differentiation, the de-
cision function could be shortened with separated variable 1

2‖w‖
2. 

Hence, with Eqs. (20)–(24), the objective function could be transformed 
to: 

Fig. 2. A network topology of 5-layer multilayer perceptron to learn ℝ8 → ℝ4 functions.  
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Minimize over w, b: 

J =
1
2
‖w‖

2 (25) 

Subject to: 

yi(w⋅xi + b) ≥ 1 (26) 

The most cases have nonlinear separable features in the real world, 
so does the AEC industry. The main reason to that is either wrongfully 
labeled—noise exists in the input or the perfect features with nonlinear 
separable features per se. For the first reason, the slack variable(εi ≥ 0) is 
added to an inequality constraint to transform the problem for excluding 
outlier. It is given as: 

yi(wxi+b)≥1− εi (27) 

With Eq. (26), the Eq. (25) could be reformed as: 
Minimize over w, b, εi: 

J =
1
2
‖w‖2

+ c
∑N

i=1
εi (28) 

C is the penalty parameter. Higher value C would assign more pen-
alty to the wrongfully label data. With the Eqs. (27) and (28), the 
objective function is equivalent to: 

Minimize over w, b 

J =
∑N

i=1
[1 − yi(w⋅xi + b) ]+ λ‖w‖

2 (29) 

The first part of Eq. (29) is the hinge loss function, define as: 

L(y(w⋅x+ b) ) = [1 − y(w⋅x+ b) ] (30) 

Considering the C is the constant (equals to 1
2λ) and the slack variable 

followed the hinge function, meanwhile integrating Eqs. (30) into (29), 
the simplified form of Eq. (29) could be rewritten as: 

J =
∑ℕ

i=1
εi + λ‖ω‖2 (31) 

As for the feature itself is nonlinear separable cases, then it assumed 
that hyperspace exists. Then the features could be transformed to the 
higher limited dimensional Hilbert space (H) for formulating another 
linear separable feature space from the original feature space. In such 
cases, the hypersurface is expressed as: 

wTϕ(x)+ b = 0 (32) 

In which: ϕ : x → H is the mapping function. 
With Eq. (32) it could easily cause the curse of dimensionality. To 

avoid that, the kernel method is employed with kernel function to define 
the inner product of mapping function. There are 4 common kernel 
functions, e.g., Polynomial kernel function, Sigmoid Kernel function, 
Radial basis kernel function, Laplace kernel function. 

Polynomial kernel function is defined as: 

κ(x, xi) =
( (

x⋅xi̇
)
+ 1

)d (33) 

Sigmoid Kernel function is defined as: 

κ(x, xi) = tanh
[
a
(
xTxi

)
− b

]

,
a, b > 0 (34) 

Radial basis kernel function is defined as: 

κ(x, xi) = exp

(

−
‖x − xi‖

2

2σ2

)

(35) 

Laplace kernel function is defined as: 

κ(x, xi) = exp
(

−
‖x − xi‖

σ

)

(36) 

The SVM are widely employed in the AEC industry for its efficiency 
and accuracy with small samples. There are three reason that, for ① 
same as the multi-layer perceptrons, the data from these stages could be 
easily modelled linearly; ② different from the multi-layer perceptrons, 
the limited applicable data was the disadvantage of MLP but it would not 
cause much troubles for SVM since the SVM demonstrated its excellence 
dealing with small samples; ③ The kernel function provides a reliable 
mathematical foundation for nonlinear problems. Nevertheless, poten-
tials to enhance support vector machine with AEC industry input are 
huge. Still, the learning samples of AEC industry is limited. Hence, the 
SVM was frequently discussed in the technical design and facility 
management [44–50]. Most of discussion emerged a pattern that Najafi- 
Marghmaleki et al. presented earlier, that fuzzy logic, expert system 
(regarded as a derivation of expert system) and particle swarm optimi-
zation hybridizing with SVM so that could produce better performance 
while conduct prediction [22]. 

3.4. Fuzzy logic 

Fuzzy logic theory, introduced by Lotfi Zadeh, provides a means to 
capture uncertainty. The underlying power of fuzzy set theory is that it 
uses “linguistic” variables rather than quantitative variables to represent 
imprecise concepts. It is very promising for its expressivity when deci-
sion making process involves human reasoning. It is used widely in 
applications that do not require precision but depend on intuition [18]. 
All objects of the universe are subject to set membership. In crisp set, the 
membership function of objects is binary with 0 and 1. In fuzzy set, the 
membership function is a series of value between 0 and 1 corresponding 
to objects in the fuzzy set. Fuzzy logic attempts to provide a mathe-
matical framework to such linguistic statements for further reasoning. 
When the universe of x is a continuous interval, a fuzzy set is represented 
as: 

A =

{∫
uA(x)

x

}

(37) 

Where the integral operator indicates continuous function-theoric 
union; the horizontal demarcating line separates the membership 
values and the corresponding points and is in no way related to division. 
When the universe is a collection of a finite number of ordered discrete 
points, the corresponding fuzzy set may be represented by: 

A =

{
∑n

i=1

uA(xi)

xi

}

(38) 

Where the summation indicates aggregation of elements. Basic op-
erations related to fuzzy subsets A and B of X having membership 
functions uA(x) and uB(x) are  

1. A is equal to B. 

uA(x) = uB(x)∀x ∈ X (39)    

2. A is a complement of B. 

uA(x) = uB(x) = 1 − uB(x)∀x ∈ X (40)    

3. A is contained in B (A ⫅ B). 

uA(x) ≤ uB(x)∀x ∈ X (41)    

4. The union of A and B (A ∪B). 

uA∪B(x) = ∨(uA(x) , uB(x) )∀x ∈ X (42) 

Where ∨ denotes maximum  

5. The intersection A and B (A ∩ B). 
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uA∩B(x) = ∧(uA(x) , uB(x) )∀x ∈ X (43) 

Where ∧ denotes minimum. 
Fuzzy sets obey all the properties of classical sets, excepting the 

excluded middle laws, i.e., the union and intersection of a fuzzy set and 
its complement are not equal to the universe and null set respectively. A 
fuzzy system is a repository of the fuzzy expert knowledge that can 
reason data in vague terms instead of precise Boolean logic. The expert 
knowledge is a collection of fuzzy membership functions and a set of 
fuzzy rules, known as the rule-base, represented as a set of rules. In the 
real world, knowledge is often represented as a set of “IF premise 
(antecedent), THEN conclusion (consequent)” type rules. Fuzzy infer-
encing is performed based on the fuzzy representation of the antecedents 
and consequents. The basic structure of a fuzzy system is given below as 
Fig. 3 [51]: 

There are 4 main parts in a fuzzy logic system, a fuzzier, a fuzzy 
inference engine, a fuzzy/knowledge rule base and a defuzzifier. The 
fuzzifier maps a real crisp input to a fuzzy set with membership function; 
the knowledge base contained the knowledge about the application as 
well as attendant control goals; inference engine emulates human be-
ing's decision-making process; Defuzzifier converts fuzzy control values 
into crisp quantities. 

Though fuzzy logic system was designed to take advantage of un-
certain embodied within human being's knowledge. Uncertainty pre-
vails along with employment of fuzzy logic system processing. The input 
from real world data is from crisp set, it would be mapped to a fuzzy set 
with membership function. A membership function is designed or cho-
sen based on user's experience, intuition. The common forms of mem-
bership function are listed as follow: 

Gaussian Membership function: 

uAi (x) = exp

(

−
(Ci − x)2

2σ2
i

)

(44) 

Where ci and σi are the center and width of the ith fuzzy set Aⅈ. 
Generalized Bell Membership function: 

gbell(x; a, b, c) =
1

1 +

⃒
⃒
⃒x− c

b

⃒
⃒
⃒

2b (45)  

where a is responsible for the bell's width, c is responsible for bell's 
center and b is responsible for bell's slopes. 

Besides above 2 functions, there are some other common member-
ship functions, such as sigmoid membership function, trapezoidal 
membership function, triangular membership function [52]. 

With transformed fuzzy sets, the fuzzy implication operator as a part 
of fuzzy modus ponens would composite them into a new composite rule 
of inference. The main fuzzy implication operators are given as follow: 

Zadeh's compositional rule of inference (CRI): 
Suppose there are n fuzzy rules in the rule base of a fuzzy rule base. 

For a given input A′, in order to obtain a meaningful inference result B′, 

B′

=
⋃n

w=1
B′

w (46) 

Where Aw and Bw, w = 1, 2……n, are fuzzy sets defined in the 
universe of discourses V and W, respectively. B′ is the inference result 
based on rule w, i.e., Bw

′ = A′ ∘ Rw, where Rw = Aw→Bw is the fuzzy 
implication relation for rule w and ∘ is the composition within the 
context of CRI, for example, Sup-min composition, and ∪ is a combi-
nation operator, i.e., ∪ ∈ {S,T}, to be more particular, ∪ ∈ {∨,∧.} 

Considering the cartesian product, we denote elements as x, y; the 
sets they belong are A, B which are subset of the universal sets U1 and U2 
respectively. A fuzzy relation on A × B denoted by R (x, y) is defined as 
the set R = {(x,y),uR(x,y)|(x,y)ϵA × B,uR(x,y) ∈ [0,1]}.Where uR(x,y) 
is function in two variables called membership function. 

Let R1(x,y), (x,y ∈ A × B) and R2(y,z), (y,z ∈ B × C) be the two 
relations. The max-min composition is then the fuzzy set: 

R1∘R2 =

{[

(x, y),max
y
{min{uR1(x, y) , uR2(y, z) } }

]

x ∈ A , y ∈ B,c ∈ C
}

(47) 

The fuzzy rule base is given as follows: 
IF X is A1, THEN Y is B1 
IF X is A2, THEN Y is B2 
…. 
IF X is An, THEN Y is Bn 
With the rules from rule base and implication results, the results 

would be aggregated to a final result. Then through the defuzzifier, the 
results of aggregation would be transformed to crisp value. There are 
many defuzzification methods, the common methods are given 
followingly. 

Maximum degree of membership: 

v0 = maxuν(ν), ν ∈ V (48) 

Centroid method: 

v0 =

∫

v
νuv(v)dv
∫

ν
uv(v)dv

(49) 

In general, fuzzy logic is widely used in the AEC industry, the 
application crossed the strategic definition, preparation and briefing, 
technical design, manufacturing and construction. Among all these, the 
preparation and briefing are the most one. The main reason to that, the 
core tasks within preparation and briefing involved more general, 
macro-level and qualitative assessment, which artlessly directly relate to 
experience and intuition of human being. To better convert that, fuzzy 
logic spontaneously performs finer. Also due to the fuzziness, the 
ambiguous knowledge of industry could be easily transformed into 
inference system. In the early stage of a project, the decisions normally 
involved complicated factors not only in terms of amount but also in 
terms of level. All different experiences from different disciplines make 
the decision-making process too complicated to reasonably be 
described. 

Fig. 3. Fuzzy logic system.  
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3.5. Genetic algorithm 

Genetic algorithms are a particular class of evolutionary algorithm 
based on the mechanics of natural selection and natural genetics [19]. It 
is used to search an optimum solution from a set of possible solutions 
that is an array of decision-variable values. This set of possible solutions 
is called population. There are several populations in a GA run, and each 
of these populations is called a generation. Generally, at each new 
generation, better solutions (i.e., decision-variable values) that are 
closer to the optimum solution as compared to the previous generation 
are created. In the GA context, the set of possible solutions (array of 
decision-variable values) is defined as a chromosome, while each 
decision-variable value present in the chromosome is formed by gene. 
Population size is the number of chromosomes present in a population 
[53]. The GA process diagram is briefly presented as follow (Fig. 4): 

To lunch the process, certain parameters need to be predefined, e.g., 
type of chromosome representation, population size, selection process, 
types of crossover and mutation, crossover probabilities and mutation 
probabilities. The objective function would be evaluating each chro-
mosome in population. Each chromosome should be assigned a fitness 
value, which is used to select the chromosomes from the current popu-
lation as the selection. This algorithm is repeated sequentially until the 
stopping criterion is achieved. The stopping criterion of a GA is governed 
either by the number of generations or by the rate of change in the 
objective function value. Fitness values are expected to improve, indi-
cating the creation of better individuals in new generations. Several 
generations are considered in the GA process until the user-defined 
termination criteria is reached [53]. 

It is not easy to directly analyze the uncertainty of genetic algorithm 
since the optimal solution remains unknow, the GA optimization is 
trying to search the relatively optimum one. The optimum solution 
cannot compare with the optimal one, ergo deviation, error, variance 
and so forth cannot be acquired through the solely optimization result. 
However, from the other end, the efficiency of GA optimization could be 
regarded as the uncertainty if it is safe to claim the higher efficiency 
could produce the better optimum solution that closer to the optimal 
one. On the basis of this assumption, this section would mainly focus on 
the mathematical explanation for the possible factors that caused the 
inefficiency. 

The GA operators control the process of Gas, the GA operators 
including chromosome representation, population size, selection type, 
crossover and mutation. All these operators affect the efficiency of GA 
significantly. 

3.6. Chromosome representation 

Physical parameters in the search space constituting the phenotypes 
are encoded into genotypes. Chromosome representation or encoding is 
a process of representing the decision variables (phenotypes) in genetic 

algorithms to machine readable. The genotype of an individual is the 
chromosome represents the possible solution. Coding in GA is defined by 
the type of gene expression, which may be expressed using binary, gray, 
integers, or real coding. In general, a chromosome (genotype) is pre-
sented as 

(x1, x2,⋯, xn) such that x1 ∈ X1, x2 ∈ X2,…, xn ∈ Xn (50) 

Where, x1, x2, ⋯, xn are bits, integers, real numbers or a mixture of 
these, and X1, X2, …, Xn are the respective search spaces for x1, x2, ⋯, xn. 

Theoretically, all the character set and coding scheme can be used for 
chromosome representation. Nowadays, the conventional operator for 
chromosomes representation is binary coding. In such operator, phe-
notypes in the parameter set are encoded as a binary string, and it is 
concatenated to form a chromosome. The length of the binary substring 
for a variable depends on the size of search space and the number of 
decimal places required for accuracy of the decoded variable values. If 
each decision variable is given a string of length L, and there are n such 
variables, then the chromosome will have a total string length of nL 
[54]. The search space is divided into 2L intervals, each having a width 
equal to (xi, max − xi, min) ∕ 2L for a binary string of length L, where xi, max 
is the upper bound of the decision variable, and xi, min is the lower bound 
of the decision variable: 

d = (xi,max − xz,min)∕2L defines the solution accuracy (51)  

the binary numbers have a base of 2 and use only two characters, 0 and 
1. A binary string, therefore, is decoded using: 

N = an2n + an− 12n− 1 +⋯a121 + a020 (52) 

Where ai is either 0 or 1 (ith bit in the string), 2n represents the power 
of 2 of digit ai, n is the number of bits in binary-coded decision variable, 
N is the decoded integer value of the binary string. And the corre-
sponding actual value of the variables is obtained using: 

xi = xi,miΠ +
xi,max − xi,min

2L − 1
N (53) 

Population size is another operator matters to the efficiency, it is the 
number of chromosomes in the population, the population size is 
application dependent and related to string length. Selection is also 
another operator namely reproduction operator. It is the survival of the 
fittest within the GA. It gives a higher priority or preference to better 
individuals for generating the next population. All chromosomes in the 
population can undergo the selection process using a selection method. 
This percentage (generation gap) is defined by the user as an input in 
genetic algorithms. The most common used selection method is pro-
portional selection method. The probability of selecting a chromosome 
for reproduction can be expressed as: 

P =
fti

∑N
i=1fti

(54) 

Fig. 4. Genetic algorithm process.  
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Where fti is the fitness value of the ith chromosome in the current 
population of size N, and 

∑
i=1

Nfti is the total fitness, which is the sum of 
fitness values of all chromosomes in the current population. 

The crossover operator is used to create new chromosomes for the 
next generation by combining randomly two selected chromosomes 
from the current generation. A higher crossover rate encourages better 
mixing of the chromosomes. For the Real Coding, the BLX-αcrossover 
performed the best in general, it is set as: 

Two offspring, y1 = (y1
1,y2

1,⋯yn
1) and y2 = (y1

2,y2
2,⋯yn

2) are 
generated. Where, yi

k is a randomly, uniformly chosen number from the 
interval [xmin − Iα,Xmax + Iα] and xmin, Xmax, and I are defined as shown 
here: 

Xmax = max
{

x1
i , x2

i

}
(55)  

Xmin = min
{

x1
i , x

2
i

}
(56)  

I = Xmax − xmin (57) 

The last operator is mutation, mutation operator randomly altering a 
gene value to change the levels of chromosome genes. It is used to 
prevent genetic algorithm from premature termination. 

It can be seen that genetic algorithms are the most popular algo-
rithms for spatial coordination related tasks. Further, unlike the neural 
networks which is used most times but limited to certain stages, genetic 
algorithms are employed in almost all stages of projects with a non-
negligible frequency [55–64]. From another aspect, the genetic algo-
rithms are the second most used algorithms after neural networks. The 
main reason is the Eq. (50). The representation of chromosome, it aims 
at coding set of parameters rather than the parameters. Hence, the 
search process would not require continuity of objective function, the 
tasks of AEC industry mostly are not only discrete cases but also produce 
complicated objective functions as the background theoretical knowl-
edge, individuals' experience and intuitions matters much. Genetic al-
gorithms could efficiently find the optimum solution for the complicated 
objective functions. And the core tasks such as the site planning, 
considering costs, time, and risks, it is a solution search process which is 
discontinuous, multimodal, multivariant and involve extensive noise, 
this type of problems fits the genetic algorithms. Also, in nature, in the 
AEC industry, many problems could be modelled as the scheduling 
problems (travel salesman problem), which are the genetic algorithms' 
“expertise”. Especially the spatial coordination. The core tasks of the 
stage are typical scheduling problems. Apart from the these, genetic 

algorithms could integrate with various fields or algorithms to solve the 
problems, the ease of use and robustness promote the genetic algorithms 
being active through life cycle. 

4. Analysis results 

In view of the variation to the elaboration of the algorithms, 
appertaining the essential mathematical explanation, 5 according 
analysis results about reasons causing uncertainty for each algorithm are 
given followingly. Notably, the analysis is on the basis of literatures 
those mainly about algorithms development in Section 3, and the 
additional literatures regarding the specific AI applications in AEC 
sector are reviewed on the purpose of proving the found points as 
verification to better align with theoretical analysis perceptibly. 

4.1. For primary component analysis 

Given the Eqs. (1)–(6), the endogenous reason for uncertainty of PCA 
algorithm application could be revealed and given in Fig. 5. 1a. from 
Eqs. (1) and (2), it can be found that the very first uncertainty would be 
generated from the assumption of this approach, that is, the algorithm is 
built in the at least a Euclidean space with limited dimension and at most 
a vector space. In the space, the space regulated certain rules such as the 
vector addition, scalar multiplication, closure, associative laws and 
forth. Specific speaking, during the mathematical modelling process, the 
way of observed feature matters. The better interpretation of engineer-
ing features it is, easier to untangle non-linearity to linearity it can be. In 
some cases, the subjectivity is brought in by assuming the observation 
data is a linear combination of a certain base, which in many cases, 
without perfect definition of features /variables/base, it would be linear. 
Hence, the extremely likely wrongful linear assumption would lead to 
the generation of uncertainty; 1b. in the Eq. (6), the n part is deemed as 
noise, non-principal part. When analyzing data, the noise would be 
eliminated. In order words, the contribution of underlying structures/ 
components would be removed from the phase space. Hence, the in-
formation loss exists. Though the application of PCA in nature is trying 
to minimize the information loss, it is the loss. The incomplete data sets 
as input naturally created the possibility of generating inaccurate 
output. 1c; with the Eq. (5), the subjectivity is imported to the appli-
cation. Similarly, the non-principal parts of the equation would be 
removed from the data set, in the Eq. (5), it is 

∑n
i=k+1λiαiα

′

i. However, the 
value of k depends on the manually input. It varies from the scenario and 

Fig. 5. Reasons causing uncertainty in PCA.  
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individuals experience. Taken the research of Platon et al., they used the 
principal component analysis to predict building's electricity consump-
tion, in the research, the k is assigned with 4. Since when the k > 4, the 
λiαiαi

′<0.1. And the accumulated contribution of first part of Eq. (5) 
∑k

i=1λiαiα
′

i is 95% [28]. In this case, the 95% of contribution is subjec-
tive, it varies from the application. In some cases, the 95% is not enough, 
it would require higher contribution power. Also, importance factor 0.1 
is also subjective. A good example of that is “Artificial neural networks 
based on principal component analysis for preliminary design of rubble 
mound breakwaters” from Balas et al., they employed PCA to optimize 
the hidden layers, the contribution was defined as 70%, and the 
threshold for importance factor is set as 0.024. Though the K is coinci-
dently equal to 4 which is same as Platon's [27]. But it could be easily 
noticed that the subjectivity prevailed. Hence, the uncertainty raised. 

4.2. For multilayer perceptron 

Referring the Eqs. (7)–(19), The symbiotic uncertainty of multi-layer 
perceptron can be concluded as follow (Fig. 6): 2a. though extensive 
research as well as applications about information and communication 
technologies in AEC industry, the applicable data sets of buildings/in-
frastructures are too limited for the neural network training. With 
limited samples as input, overfitting could cause observably uncertainty 
variance while the deviation is acceptable [65]. The chance of that gets 

higher when the l from h
(
∑l

i=1wiPi

)

(Eq. (8)) and j from (dj − oj)f′(netj) 

(Eq. (9)) are assigned a high value. Simply put, limited ICT application 
in AEC industry raised the sensitivity of uncertainty to structure of 
hidden layers. However, once the value of l and j is too low, underfitting 
problem would arise. In the case, the deviation is unacceptable while 
variance says otherwise [65]. Ergo, inadequate value of l and j lead to 
greater uncertainty; 2b. considering the activation functions f′(⋅), it 
plays a vital role in the algorithms. However, the principle for choosing 
the proper predefined function from Eqs. (16)–(19) remained unclear. 
They all have pro et con. For most time, it is chosen by instinct and 
experience of data scientist. With the wrong choice, there are 2 negative 
consequences: i. the Δwj → 0, then the back-propagation process break, 
the layers after that to the input layer would have no feed. Besides the 
much longer learning process, the uncertainty could be eminently 
increased; ii. With wrong choice, such as he first predefined activation 
function– Sigmoid function (Eq. (16)), it might trigger Δwj → ∞，then 
the layers near the input layer could not be properly trained even with 

large intervals, the error would decrease extremely gradually. Hence, 
the subjectivity would be imported to the process along with activation 
function selection. Followingly, the uncertainty is caused. To further, 
self-defined activation function may result in greater uncertainty 
compared with common predefined activation function once the ones 
made mistakes about defining ideal functions; 2c. the driven force to 
drift the prediction result away from accurate ones is the assumption of 
the neural network——the training dataset and test dataset must be 
independent and identically distributed. Thereupon the embedded 
generalization ability is limited. In a nutshell, there are missing corre-
lated knowledge/patterns those entailed in the training datasets. As a 
preexisting and widely accepted fact states, a comprehensive decision- 
making system of AEC industry rely on more than intuition and expe-
rience, extensive deterministic theories (white box) are involved and to 
date act as a major role. The training datasets in the input layer followed 
the Eqs. (7)–(19) barely overcome the limitation of input layer's confi-
dence interval. Ultimately, this incapability of neural networks causes 
the uncertainty during the application in AEC industry. 

4.3. For support vector machine 

Based on Eqs. (28)–(36), the plausible reason for generating uncer-
tainty in the application of SVM to AEC industry are summarized as 
follow: 3a. the most cases in practice are applying SVM to original fea-
tures spaces those possess nonlinear separable features. Hence, the soft 
margin SVM would be applied directly or employ the kernel function 
first and then back to soft margin SVM. Among the most cases, there are 
more with the latter one [47]. Since, the soft margin SVM would be 
applied either way. The penalty parameter C in Eq. (28) matters, it is the 
first parameter with subjectivity propagating to the objective function. 
The value assignment varies from the cases, an example of that is when 
Mashford et al. used SVM to predict sewer condition grade, the C is 
8000, they took it as an appropriate value [47]. While Paudel et al. 
applied SVM to predict energy consumption, the C was tuned from 
{2− 5,2− 4,⋯.25} [50]. Too large C would cause the overfitting problem, 
and too close to zero would cause the underfitting problem; 3b. besides 
the parameter C, the loss function could also bring in the subjectivity. 
Even the hinge function Eq. (30) is regarded as the most common form, 
there are still many other forms, such as ordinary least square loss 
function, 0–1 loss function, log loss function, etc. The selection strategy 
to the loss function is subjective during the application. With the poor 
selection strategy, either the robustness of learning would be under-
mined, or the accuracy would be impaired; 3c. the chosen kernel 

Fig. 6. Reasons causing uncertainty in MLP.  
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function affects the uncertainty as well. General principle advocates that 
the prior knowledge could help to decide, then the individual subjec-
tivity rise. A comprehensive decision-making system of AEC industry 
relied on intuition and experience somehow. The prior knowledge 
would be hard to keep in the consistent level. Hence, selection from Eqs. 
(33)–(36) or the way to combine different kernel functions would cause 
uncertainty; 3d. with the kernel function, the original feature space 
would be transformed to a higher dimensional Hilbert space. It out-
stands the generalization problem. Due to the same reason as mentioned 
in the neural networks – multi-layer perceptrons, the work regarding 
regulating fundamental form of existing knowledge is far from done. It is 
even hard to solve the generalization problem with original feature 
space, not mentioned the higher dimensional feature space. Ultimately, 
this very incapability of support vector machine causes the uncertainty 
during the application in AEC industry. For better visualization, the tree 
diagram is given in Fig. 7 below. 

4.4. For fuzzy logic 

Pertaining to Eqs. (44)–(49), the plausible reason for generating 
uncertainty in the application of fuzzy logic to AEC industry are sum-
marized as follow (shown in Fig. 8): 4a. the way of defining membership 
those could help to transform crisp input to fuzzy sets. The membership 
value varies from the application, the experts within the field normally 
assign values to different inputs. It explains the involvement of expert 
system for fuzzy logic. However, the intuition and experience of experts 
denotes their own subjectivity to the system. With the same case, it is 
natural that different experts hold different thinking. In the different 
cases, it is more diverse. Hence, the uncertainty arises. Apart from the 
specific value of membership, the membership function like Eqs. (44) 
and (45) could be another source of uncertainty transformation. Such as 
the ci and σi in Eq. (44), it varies from individuals. In Eq. (45), value of a 
and value of c are very likely different due to individual differences. The 
selection strategy of membership function determined the uncertain 
level of the later inference. Possibly, the memberships functions do not 
depend on the existing common membership functions, it could be self- 
defined as well. In which cases, subjectivity would be more obvious. It is 
possible to leave more space to generate uncertainty; 4b. another reason 
for the symbiotic uncertainty is the selection of implication methods. 
There are many applicable implication methods to use other than only 
Eqs. (46) and (47). But among all the composition implication operator, 
finding the most suitable one is vague, though many scholars tried to 
provide more principle to help selecting. Also, many scholars have been 
trying to define new operator for more approximate the inferencing 
result. The situation remains the same as first reason, the uncertainty is 
propagated by users' subjective judgements; 4c. the third factor causes 
the uncertainty is the rule base. For the same case, number of rules and 
the aggregation rules could cause different aggregated results. The rule 

base is built based on linguistic and semantics of human knowledge. 
Hence, the diversity of experts' knowledge base could easily cause di-
versity of rule base. Consequently, the uncertainty exists in the aggre-
gation of result; 4d. defuzzifier process causes the uncertainty as well. As 
noticed, Eqs. (48) and (49) are the defuzzification methods. They clearly 
manage to transform the same aggregation of result to different control 
decision. Besides these two common methods, there are plenty of other 
defuzzification methods to choose from. Users' selection strategy matters 
than. Apart from that, users might develop their own methods to pro-
duce better decision further accurately. 

4.5. For genetic algorithm 

Referring Eqs. (50)–(57), the potential driven forces of uncertainty 
(inefficiency) are listed as below (shown in Fig. 9): 5a. the selection of 
representation of chromosomes operator affect the efficiency of genetic 
algorithm. In the Eqs. (50) and (51), it represents the binary coding. 
While, there are another gene expression. Such as gray coding and real- 
value coding, the two different coding system improve the efficiency 
through regulating the distance between any two adjacent binary strings 
is 1 and removing the genotype-phenotype conversion, respectively. 
Besides, even within the same binary coding operator, different ranges 
and accuracies would be caused by different binary substring lengths for 
different decision variables; 5b. the population size does link to appli-
cation and string length. The small population size can cause the genetic 
algorithms to converge prematurely to a suboptimal solution, and for 
longer chromosomes and challenging optimization problems, larger 
population sizes were needed to maintain diversity due to possibility of 
better exploration but the computing effort piling up; 5c. the selection 
operator assigns more probability to keep chromosomes with better 
fitness as the population of next generation. It might lead to overlooks of 
chromosomes with lower fitness value, thus less population diversity 
and premature convergence. The whole system would be sensitive to the 
method used in the selection process, taken Eq. (54) as an example, the 
method is called proportional selection method. There are many other 
selection methods, i.e., rank selection, tournament selection, elitist se-
lection, generational selection, steady-state selection, hierarchy selec-
tion. The selection strategy of these methods as selection operator would 
propagate the users' subjectivity to the system. Followingly, uncertainty 
rises; 5d. the crossover operator is a further reason caused uncertainties. 
Some part of uncertainty source, however, is the derivatives represen-
tation of chromosomes and visualizes in the crossover operator. In 
general, crossover operators for binary coding and real coding are 
different. Within the same category, there are still many options. Eqs. 
(55)–(57) is the BLX-αcrossover is a crossover operator for real coding, 
in other cases, geometrical crossover, arithmetic crossover, random 
crossover and such might be considered; 5e. the mutation operator en-
titles users the right of intervention by defining the probability. Large 

Fig. 7. Reasons causing uncertainty in SVM.  
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mutation rates would increase the probability of destroying good 
chromosomes but prevent premature convergence. The lower mutation 
rates would easily cause the premature convergence but increase of 
keeping good chromosomes. To the preset population size, string length, 
mutation methods would be another driven force to the uncertainty. 

5. Uncertainty mitigation 

The aims of the section are to bring up the mitigation measures to 
specifically control uncertainty associated with informed reasons those 
analyzed in the Section 3. The uncertainty mitigation measures does not 
only entail AI algorithms which would try to take advantage of other 
algorithms within AI to reduce uncertainty but also import the relevant 
state-of-art technologies as well as theories in the AEC industry such as 
Building Information Technology (BIM), Ontology and etc. to optimize 
the application of AI algorithms. On top of that, the analogy for inte-
grating these technologies and theories with AI algorithms is briefly 
explained in this section align with associated mitigation measures. In 
addition, a summative framework is given in the end to conclude the 
uncertainty mitigation measures attaching to various reasons causing 
uncertainty named “Framework of bettering AI application in AEC in-
dustry” is given. 

5.1. Explicit uncertainty mitigation for informed algorithm application 

5.1.1. For principal component analysis 
To optimize the universality of PCA to AEC sector, several actions 

could be taken. Unlike other industries, the hierarchy of decision- 
making system for the AEC industry does not purely rely on the white 
box theory, but also the black box like engineers' experience and intui-
tion. Decisions based on relatively subjective experience and intuition 
account for large ratio, such as the core task site appraisals under 

strategic definition, project execution plan under preparation and 
briefing. These core tasks are not applicable for the PCA due to the lack 
of appropriate feature definition that could numericize the intuition as 
well as experience so that the mathematical model could be built. 
Without the mathematical model, the assumption of vector space could 
not be further away. To fit the assumption of Hotelling definition of PCA, 
the better specific framework for transform according literal engineers' 
experience and intuition into numericized feature should be developed. 
There are many existing approaches within expert system domain to 
promote the framework including multi criteria mapping-analysis, 
analytical hierarchy process and such. In a word, PCA collaborating 
with proper expert system techniques enables the universality to mul-
tiple working stages of lifecycle. Improving the accuracy of PCA appli-
cation adumbrates reducing the information loss. Scilicet, the 
component n of Eq. (6) keeps minimal. Simultaneously, without 
affecting the efficiency of algorithm, assigning the value as higher as 
possible to k in 

∑n
i=k+1λiαiα

′

i (Eq. (5)) is ideal, which means the higher 
contribution coefficient would be provided. Hence, the optimization of 
contribution coefficient under the certain constrain of running efficiency 
becomes a problem of multi-objective multivariate analysis. The heu-
ristic algorithms within game play domain showed superiority on such 
problems. With genetic algorithm, Tabu search algorithm, Simulate 
Anneal Arithmetic and such considering the professionals input on the 
purpose of transforming intuition and experience to the search param-
eters, the optimal value for significance coefficient would be ensured 
without much efficiency tradeoff. It also explained many researchers 
tried to hybridize the game play with expert system. 

5.1.2. For multilayer perceptron 
Regarding the inadequate applicable data sets caused limited applied 

range of multi-layer perceptrons for other stages, the building infor-
mation modelling and geological information system related technolo-

Fig. 8. Reasons causing uncertainty in fuzzy logic.  

Fig. 9. Reasons causing uncertainty in genetic algorithm.  
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gies provided wide range of benefits as part of ICT developments to 
tackle the issues. With more comprehensive and mature innovations of 
BIM and Geographic information system (GIS) based technologies, there 
would be higher possibility to digitalize more core tasks in the other 
stages, which means more applicable as well as organized data stream 
can be generated so that adequate training data sets would be available. 
In long term, BIM and GIS based technologies development could lower 
“the symbiotic uncertainty type 2a” with creating more applicable 
samples for the input layer aiming at underfitting/overfitting problems. 

The optimization strategy for l from h
(
∑l

i=1wiPi

)

(Eq. (8)) and j from 

(dj − oj)f′(netj) (Eq. (9)) could be promoted under the assumption that 
the sample size is constant. And the strategy based on expert system 
could be promoted. The expert system would document the similar 
previous cases, descriptive knowledge, performance assessment criteria 
and such. Hence, once the similar projects launch, the expert system 
could efficiently offer the case-based reasoning to the proper values for I 
and j in the time manner. It, to certain degrees, explained the pre-
liminary findings of bibliometric analysis—expert system and neural 
network fusion. Besides, since the l and j define the structure of the 
networks, it can be modelled as variables. On the other side, the time 
complexity of algorithm and the accuracy can be modelled as the vari-
ables. The others are considered as auxiliary parameters. Then the 
problem of optimizing neural networks ‘structures turn into a multi- 
objective multivariate analysis. The feasible area is constrained by 
overfitting as upper bounds and underfitting as lower bounds. Even 
though, within the constrained feasible area, the l and j are the positive 
real numbers, it could still accumulate tremendous combinations. 
Hence, heuristic algorithms are required for the matter. 

As for “the symbiotic uncertainty type 2b”, to the selection strategy 
among common activation functions, expert system could help a lot for 
the same reason as “type a”. However, common activation functions 
would not suffice apparently. The self-defined activation functions are 
supposed to pay more attention to. Integrating symbolic mathematics as 
well as other philosophy into activation function development, such as 
compressed sensing based on restricted isometry property, Bayesian 
thinking, etc. Davoudi et al. ‘s research on structural load estimation is a 
good illustration of that, they refined activation function as Gaussian 
Naïve Bayes, the performance of algorithm was outstandingly improved 
[66]. And that explains existence of neural networks and symbolic 
mathematics fusion. Undoubtedly, there is huge potential from this 
perspective and long way to go. Against the last type of symbiotic un-
certainty, equipping generalization ability to neural networks to lower 
the uncertainty caused by neural networks assumption (independently 
and identically distributed) is constitutive. To accomplish that, a series 
of actions need to be done for regulating the fundamentals of AEC in-
dustry knowledge. Taking a “tree” as a metaphor for this existing 
knowledge of AEC industry. Within the AEC, all the knowledge/con-
cepts/facts are connected to each other directly or indirectly like a “tree 
structure”. The desire to generalize a neural network without the “tree” 
would be impossible to fulfill. Hence, embedding “tree” to neural 
network is critical. However, embedding “tree” to neural networks 
through transmitting “leaf” by “leaf” is utterly irrational. As a deduction, 
the hierarchy of knowledge itself (structure of tree and mechanisms of 
tree growing) feels necessity for exploration and clarification. These 
entails: i. Define the ontology for existing knowledge of AEC, plenty of 
academics in the Building Information Modelling field have been very 
active on this topic; ii. Build the freebase of existing AEC knowledge-
base, it is similar to an expert base in the early stage, and it would evolve 
to a knowledge graph later on; iii. Build knowledge base for basic rules 
those abstract from topological structures, e.g., logics, algebra, 
grammar. Apart from the task i, the research regarding the other two 
tasks have not properly initiated yet. Though task i is far away from 
completion, it already raised enough attention. The scholars in the AEC 
industry could be suggested to work on latter 2 topics more, which on 

the other hand would reform the neural networks. 

5.1.3. For support vector machine 
As stated in “reason 3a”, apparently, establishment of expert system 

could contribute to lower the subjectivity of determining C. With the 
same cases, documenting the C value and the algorithm performance, 
followers could choose from based on its circumstances. Once the kernel 
function is chosen as RBF, it naturally brings in another parameter γ. It 
defined the distribution of new feature space, larger γ derives less sup-
port vectors, smaller γ derives more support vectors. Fitly, the number of 
support vectors affects training and predicting speed. Hence, with the C 
and γ, the problem could be modelled as the multi-objective multivariate 
model again. Same as others, such problem could be solved efficiently 
with heuristic algorithms under game play domain. It explained why 
many SVM worked with game play to optimize the performance. For the 
“reason 3b”, as any other selection strategy situation, the expert system 
could always help. Also, when the choices are limited to the small 
amount, grid search would work as well. Besides, other well-known 
mathematical methods can be used to define a new loss function, such 
as the entropy theory, Bayesian model, etc. A typical case would be 
integrating posteriori probability with support vector machine, utilizing 
the Sigmoid function map to the outcome of standard SVM to a proba-
bilistic value. Noticeably, the self-defined kernel function must follow 
the Mercer's theorem, otherwise it is an inapplicable kernel function. 
About the “reason 3c” and “reason 3d”, due to the prior knowledge's 
importance, there is no doubt for establishing expert system to maximize 
the use of prior knowledge. And the generalization problem can be 
solved by the same measures as MLP last guideline on one hand. 
Differently, the kernel function complicated the problem. Even within 
the original space, the incapability of generalization exists, it would be 
much harder to make sense the features of higher dimensional Hilbert 
space. To that, it would be more advisable to select the right features at 
the beginning, either it could be linear separable in the lower dimen-
sional space or the linear separable features in the higher dimensional 
space does have actual meaning align with AEC practice. 

5.1.4. For fuzzy logic 
To the reason 4a—defining membership value or function. The first 

action can be taken which is also the most common action so far in the 
real world is to bring in comprehensive expert system. Notwithstanding, 
when it comes to the membership functions, limited capacity of expert 
system would not suffice. For determining a membership function, there 
are 2 unknown parts need to be specified. The structure of function, in 
which case, is the order of the function and the number of parameters. 
Normally, the heuristic algorithms can be used to solve such problems. 
Another unknown part is the coefficient of the functions, to which, the 
neural-network-based algorithms are famous for tackling this problem. 
This explains the reviewed outcome, the fuzzy logic appeared in the 
paper always showed up with neural networks techniques, game play 
techniques and expert system. For lowering the subjectivity involved in 
uncertainty 4b and 4c, the very first thing is to build a more compre-
hensive expert system storing the performance of previous fuzzy logic 
system, the rules they defined, the value they assigned, the implication 
factor they refined. Based on that, for the similar cases, the user could 
refer to them. Another solution would be the further research on game 
play techniques fusion. With emulation of aggregation rules, the more 
precise result could be tested against the data. Thus, users could propose 
better aggregating implications. Since the rules are regulated closely to 
the human being's linguistic and semantics, the generalization of 
knowledge is brought up again. The effort required to make was 
mentioned in the 4.3, the ontology, the freebase and such need to be 
developed further. Against the uncertainty problem in the defuzzifier 
module, the process would be regarded as the inverse mapping of the 
first step-fuzzifier. Hence, the optimization guidelines applicable to 
fuzzifier apply here as well. The expert system, neural networks and 
game play techniques could all help to produce better defuzzification 

Y. An et al.                                                                                                                                                                                                                                       



Automation in Construction 131 (2021) 103883

14

methods. 

5.1.5. For genetic algorithm 
Within the genetic algorithms, reforming and refining are the prob-

lems throughout from “reason 5a” to “reason 5e”. For a genetic algo-
rithm, these two could barely coexist. But for a complicated system, both 
reforming and refining would be required. To that, the new genetic 
strategies are needed. The new strategies are categorized as micro ge-
netic strategy and macro genetic strategy. For micro genetic strategy, the 
genetic operators, parameters design, population size should be further 
developed to reach the final goals. For the parameters such as popula-
tion size, the priori knowledge would contribute. In practice, cases are 
always modelled with constrains, it is constrained convex optimization. 
And for that, the constrains abstract from the case would affect the al-
gorithms' efficiency directly. Hence, finding out the better operators and 
constrains for the specific cases are essential. Consequently, expert 
system those can cross validate as well as refer for the same/similar type 
of tasks are crucial. Moreover, for the operator's definition, there are 
extensive theories could help with, such as the differential equations, 
Markov Chain theory, sensitivity analysis, chaos theory and etc. This can 
be classified into either symbolic mathematics or expert systems. For the 
macro genetic strategy, it focuses on the reforming genetic algorithm 
process so that reformed macro features, or it employed the genetic al-
gorithms as base, brought in other algorithms to form hybrid genetic 
algorithms, this is used to improve the capability for searching global 
optimal solution. This explains the popularity of genetic algorithms 
fusion with other algorithms. Despite the genetic strategy wise, there are 
some other perspectives to improve the efficiency of genetic algorithms. 

For the genetic operators mentioned in the “reason a” to” reason e”, the 
operators' selection and definition need to be limited by the no free 
lunch theorem, same as k-nearest neighbors algorithm (KNN) optimi-
zation. On top of that, it already gains the global recognition that par-
allel genetic algorithm enables the reduction of computational load. To 
achieve that, the information exchange system that support well 
exchanging among the different population groups is of great impor-
tance. In the AEC industry, the BIM along with the GIS are designed 
specifically to tackle the issue. However, the awareness of the impor-
tance is relatively insufficient within industry. In practice, it is even 
rarer to detect the exitance of integration of BIM/GIS with genetic al-
gorithms in order to improve the efficiency (reduce uncertainty). 

5.2. Framework of improving AI application in AEC industry 

This step is to generate framework of bettering AI application in AEC 
industry based on acknowledged results and findings. To clarify the 
framework clearer, a well-organized process named RIBA plan of work 
2020 is imported firstly to assist representing tasks within AEC sector 
and then help to format a basic application hierarchy of it, for more 
information about RIBA plan of work 2020, check Appendix A. Sec-
ondly, the results, reasons causing uncertainty are classified into 4 cat-
egories, namely limited datasets, generalization, subjectivity in initial 
settings and subjectivity in algorithm structures, a figure summarized 
the analysis results is given below (Fig. 10). the 4 categories are colored 
differently, and the included detailed reasons caused uncertainty are 
colored consistently with summative reasons, consecutively the 
involved algorithms are listed surrounding the summative reasons with 

Fig. 10. Summarized analysis results.  
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black bold font. Taking the summative reason “Subjectivity in Algorithm 
Structures” an example, it is colored orange, it contains detailed reasons 
“Inconsistent prior knowledge to kernel function selection”, “Hard to 
select membership function”, “Inherited information loss”, “Derivative 
of first operator” those are marked with same color, and the produced 
uncertainty exists in the application of algorithm principal component 
analysis, multilayer perceptron, support vector machine, fuzzy logic and 
genetic algorithm. Last, the uncertainty mitigation measures are listed to 
sort out according problems caused by certain reasons. In the end of the 
section, to validate the uncertainty mitigation measures, a few 
remarkable research outputs from other related papers are discussed, 
though the topic they discussed may not remain in the scope of AEC, but 
the methodology as well as thinking stays topologically robust. 

For better understanding the framework, notations appear in the 

figure is given. The represents the basic domain of “AI application in 

AEC Industry”, the ICT Infrastructure, RIBA Core Tasks and AI algo-
rithms are 3 essential elements of this domain. Followingly, the 

stands for the basic domain of “Reasons Causing Un-
certainty in AEC Industry”, the 4 summative reasons are the contents of 
it. Then, the appears as the domain of “Optimization 
Guidelines for AI in AEC Industry”, it contains 2 types of subdomain, the 
external measures serve as part of ICT infrastructure included in the 

, and AI algorithms is another type embodied . The symbol 
is used to express the virtual container contains datasets. And the 

symbol plays the role of “gateway” for controlling how the process 
flows. Moreover, the dotted arrow means “links to”. The solid 
arrow shows the sequential order. 

The framework concludes the AI application in AEC industry, reasons 

causing uncertainty and uncertainty mitigation is discussed and visu-
alized as follow (Fig. 11). Within the first section—AI application in AEC 
industry, blue dotted line frame contains the ICT infrastructure, which is 
used to digitalize the information. Along with the RIBA plan of work, the 
required datasets could be extracted and then put into the ‘datasets’ 
container. The red dotted line frame contains the AI algorithms, which 
could be applied aligning with RIBA plan of work, the proper algorithms 
would be selected for latter process the applicable datasets in the 
container. Based on that, the AI application manage to proceed. After-
wards, evaluated the performance, if good then end. If not, proceed to 
analyze the reasons. The second section includes the main reasons 
causing different summative reasons. Taking “generalization” type as an 
example, once the uncertainty is identified as the “generalization” 
caused. It could be coped with 3 guidelines, one internal and two ex-
ternals. By internal, it means uncertainty mitigation measures is within 
the AI algorithms domain, that is saying one should optimize the algo-
rithm with algorithms those are contained in the red dotted line frame 
since the algorithms are marked in the same way as prior section does, in 
this case, Symbolic Mathematics is the one. Two externals are marked 
with blue dotted line frame since it could be regarded as the ICT in-
frastructures related domain. In this case, BIM/ GIS related technologies 
and Ontology/Freebase/Knowledge Graph are the general mitigation 
measures. After the optimization, the application would be evaluated 
again to check the performance, then followed the same procedures as 
before till the evaluation result turn to be good performance. 

These mitigation measures are derived from the theoretical analysis 
in a top-down way. Though it is referential, it would be more inspiring to 
confirm the findings with more specific and profound AI applications. A 
very good example of applying heuristic algorithm to mitigate the un-
certainty is developing a least square support vector machine optimized 

Fig. 11. Framework of Improving AI application in AEC industry.  
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by particle swarm optimization (PSO-LSSVM) approach to predict 
experimental VLE data of CO2 + H2, CO2 + N2 and CO2 + O2 system 
[22]. Besides that, Najafi-Marghmaleki et al. address that the fuzzy logic 
hybridized with neural networks could also produce accurate and 
dependable prediction of experimental data. More specifically, while 
using particle swarm optimization to optimize radial basis function 
neural network which in nature is utilizing heuristic algorithms to 
optimize neural networks under the guidance of expert system (radial 
basis function is well-known mathematical function/theory hence 
categorized as expert system) to predict the viscosity of CO2, the average 
absolute relative deviation is reduced to 0.351% [21]. From these 2 
literatures, the solid applications and research work have been done to 
verify the assurance of findings from the bottom-up hierarchy. Though, 
the general categorized domains covered extensive concepts, such as 
multi-criteria-decision-based data mining algorithms are regarded as 
expert system optimizing artificial intelligence applications, and firefly 
optimization is categorized as a type of heuristic algorithm, which as 
most scholars in many other disciplines might regarded as a soft 
computing technique, the convincing research outputs of Farzin and 
Anaraki suggested that most derivatives of these mitigation measures 
could improve the efficiency and accuracy of AI applications [67–69]. As 
for the measure—exploiting symbolic mathematics to solve the gener-
alization problems, it is relatively rare in AEC industry. Regardless, 
scholars from other disciplines have made their point clear, Chaos 
related thinking is a type of symbolic mathematics since there are many 
approaches in the chaos research involves defining new symbolic system 
to mark the features, make sense of features in order to seek the patterns 
underneath the chaotic data, such as applied symbolic dynamics, 
renormalization, spectrum analysis, i.e. Zhang et al. present a new 
activation function design based on the Hermite polynomials for better 
utilization of spatial representation, analyze the information transfer of 
deep neural networks, emphasizing the convergence problem caused by 
the mismatch between input and topological structure [70]; Tian et al. 
proposed a novel network called a batch-renormalization denoising 
network which outperforms state-of-the-art image-denoising methods 
[71]; Premkumar et al. use an improved gradient-based optimization 
algorithm with chaotic drifts to identify solar photovoltaic [72]. 
Knowledge graph application is another type of “symbolic mathematics” 
measure, applying knowledge graph to optimize machine learning are 
referential [73,74]. All these AI applications in other fields would imply 
that the mitigation measures proposed in the section are applicable. 

6. Conclusion 

The comprehensive analysis of endogenous reasons causing uncer-
tainty confirmed that an industry like AEC, whose the main body is not 
only composed of theoretical knowledge but also the engineering 
experience and intuition of skilled engineers, would highly rely on the 
expert system and fuzzy logic techniques to ease the uncertainty of 
certain algorithms' application; and due to the complexity of AEC 
project, extensive stakeholders and disciplinaries get involved, the game 
playing techniques are often employed to optimize the application. Also, 
the uncertainty analysis provided new insights into the relationship 
among algorithms, different popular technologies of AEC industry such 
as BIM and GIS. 

Though, the tremendous research outcomes are in line with the hy-
pothesis of AI application and the results might suggest that AI mostly 
work well with AEC applications. However, based on the findings of 
uncertainty analysis results, there is still a gap between the real-world 
knowledge and algorithms original settings. For more detailed algo-
rithm settings including all types of coefficients, parameters, fitness 
functions and so forth, the most common ways of determining them in 
current research are either referring the previous researches those failed 
to provide the explanatory notes or blind trial. Either way, there is no 
associated engineering implications of them. Hence, the applications of 
AI still lack enough practice and validation in different fields for the 

whole lifecycle. The uncertainty analysis contributed to a clearer un-
derstanding of the reasons causing them as well as generic guidelines to 
optimize accordingly. The findings of this paper have brought conve-
nience for applying AI techniques to subjects of interests and thus have 
involved many algorithms and been used for extensive tasks for many 
years. However, the application of AI techniques in AEC industry is still 
in early stage. Since neither literature analysis result nor uncertainty 
analysis offered the explicit the framework for the algorithm selection 
regarding various tasks through the lifecycle. 

Notwithstanding, some limitations should be noted. The selected 
algorithms failed to cover all due to the page limit. Due to that, some 
findings might be left out. The mathematical analysis and guidelines for 
optimizing according algorithms are based on writer's civil engineering 
backgrounds and personal views, biased views exist. Moreover, 
regarding the uncertainty mitigation for optimizing the algorithms, they 
are analyzed and summarized theoretically. While study was rigorously 
conducted, lacking validation would limit the performance potentially 
though some of existing literatures have proved the guidelines due to the 
nature of the specific cases. 

In summary, it is concluded that the AI techniques application in AEC 
industry are not mature to properly select right algorithm for the task 
with low uncertainty, high speed and comprehensive interpretation at 
the same time. Therefore, more studies need to be conducted to improve 
both algorithms wise and industry wise for enlarging the application of 
AI techniques in AEC industry. Based on the findings, analysis and dis-
cussion above, the key research directions that have to be addressed in 
the future are highlighted in following list to enlarge the applications of 
AI techniques in civil engineering:  

(1) The studies on BIM and GIS need to be promoted more to create 
applicable datasets to initiate the learning-based algorithms and 
expert systems. Especially studies regarding frameworks as well 
as guidelines to link the GIS/BIM techniques with AI require to 
gain more attention for exploring the potentials.  

(2) Studies regarding the ontology, freebase, knowledge graph of the 
AEC industry are expected to concentrate on so that the gener-
alization ability of the algorithms could be improved. Hence 
application of AI techniques would stay in the lower uncertainty 
level.  

(3) In the findings and the uncertainty analysis, it shows the potential 
of employing heuristic algorithms to improve the efficiency/ 
lower uncertainty of other algorithms. It is commonly used in 
many other industries, yet still lack of detail framework in the 
context of AEC industry. It is commendable that bringing more 
systematic studies regarding how and what heuristic algorithm 
could do for an algorithm in a specific case.  

(4) More research about comparative analysis among the algorithms 
deserved to be conducted on the purpose of evaluating the per-
formances of different algorithms on the same task, though there 
are some already. They are limited to certain tasks which cannot 
cover the life-cycle stages. 

This paper reviewed 5 popular AI algorithms from the point of 
applied mathematics then cross-validate the findings with publications 
of AI applications in the AEC industry. With reviewing classic algorithm 
developments, the findings vs cross validation is revealed in 3 levels, a. 
top-down analysis from applied mathematics explains the reason why AI 
is able to solve the AEC problems and verified it with well-known 
publications, b. analysis and review provides the reason causing un-
certainty and classified them to help AEC professionals to identify the 
problems, then verified the findings with a few specific cases associated 
with literatures, c. through analysis, a few uncertainty mitigation mea-
sures those are ignored before are developed and attached theoretical 
proof, some examples are given, for those were proposed by others 
before, the theoretical reason why they did what they did are given via 
provided uncertainty analysis those could directly link to applied 

Y. An et al.                                                                                                                                                                                                                                       



Automation in Construction 131 (2021) 103883

17

mathematics. In virtue of all, this research contributes to the knowledge 
body of AI application in 3 aspects, i.e. Creating media (uncertainty 
analysis) to link theory with practice, so that, for those existing AI 
application developments, it could be understood better such as 
applying heuristic algorithms to optimize ANN, and for those haven't 
been widely recognized and fully comprehend, it point out what could 
help with easing uncertainty and why it could such as BIM/GIS could be 
used to optimize AI in AEC and so does symbolic mathematics; devel-
oping the generic guidelines for AEC industry researchers as well as 
stakeholders to optimize their existing algorithms' performance with 
algorithms and other applicable tools/knowledges from industry; and 
proposing key future research directions to be addressed in the field. 
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