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Abstract 

This work presents improvements to the methods used in crystal plasticity simulations. It shows 

how these improvements can be used to accurately predict the deformation behavior of two 

magnesium alloys, WE43, and AZ31. The first improvement to the methodology is guidance on 

the type of finite elements to use in explicit grain crystal plasticity simulations. This study found 

that quadratic tetrahedral and linear hexahedral elements are the most accurate element types 

included in the study. The study also concluded that tetrahedral elements are more desirable due 

to fast mesh generation and flexibility to describe geometries of grain structures. The second 

improvement made was the addition of a numerical scheme to enable the use of any rate 

sensitivity exponent in the fundamental power-law representation of the flow rule in crystal 

visco-plasticity. While allowing the use of even very large exponents that many materials 

exhibit, this numerical scheme adds little to no increase in computational time. This crystal 

plasticity model was used to accurately predict the deformation behavior of both WE43 and 

AZ31 under quasi-static and high rate deformation, predicting the stress-stain response and the 

evolution of texture, twinning and the relative activities of the various deformation modes. 
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Introduction 

The work in this thesis revolves around a recently developed multi-level constitutive model for 

polycrystalline metals that deform by a combination of elasticity, crystallographic slip, and 

deformation twinning. The model utilizes a two-level homogenization scheme, first, within the 

integration points of the finite elements, a Tylor-type model is used to homogenize the response 

of the virtual polycrystal. This Taylor type model uses an iso-strain method across the 

polycrystal resulting in a stress imbalance between the crystals. The second homogenization 

level, an implicit finite element method, relaxes this stress imbalance and relates the response of 

the polycrystals to the macro-level response of the finite elements.  

The first Chapter presents a mesh type and density study for explicit grain crystal plasticity finite 

element simulations. In this study four element types, four mesh densities and two load cases 

were used to investigate their effects on accuracy of predicted mechanical fields over explicit 

grain structures. A voxlized grain structure was created by a phase field simulation and was 

smoothed using an overly grid method and was re-meshed with both tetrahedral and hexahedral 

elements. This study found that quadratic tetrahedral and linear hexahedral elements are more 

accurate than linear tetrahedral and quadratic hexahedral elements for these explicit grain CPFE 

simulations.  

The second chapter of this thesis presents an investigation into the mechanical response of the 

magnesium alloy, WE43, as a function of strain rate. The model was calibrated to accurately 

predict the mechanical response and twin and texture evolution. The calibration was informed 

using experimentally obtained results of WE43 under simple compression and tension at a quasi-

static strain rate and in compression at high rates and room temperature. The results of this study 
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were the accurate prediction of rate sensitivity effects of WE43. These rate effects were 

attributed to the activation contraction and double twins during high rate deformation.  

In the third and final chapter the power-law relation that is at the core of the CPFE model is 

improved with a numerical method to facilitate the uses of true material rate sensitivity 

exponents. Traditional implementations of the power law relation are bound to use low values 

for rate sensitivity exponents due to computational limits. These artificially low exponents 

induce inaccuracies in the form a high strain-rate sensitivity in crystal plasticity simulations. To 

showcase the improvement the improved code was used to accurately predict the complex strain-

rate sensitive response and microstructural evolution of AZ31 Mg alloy using measured values 

for the rate sensitivity exponents. 
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Chapter 1: A numerical study into element type and mesh resolution for 

crystal plasticity finite element modeling of explicit grain structures 

 

This chapter is published as: Feather, William G., Hojun Lim, and Marko Knezevic. "A 

numerical study into element type and mesh resolution for crystal plasticity finite element 

modeling of explicit grain structures." Computational Mechanics (2020): 1-23. 

 

My contribution to this work was to develop a full set of finite element meshes of an explicit 

grain structure using several different element types and mesh densities. Using this explicit grain 

mesh, I set up and ran 32 simulations totaling four months of simulation time. Upon completion, 

I created scripts to automate the post-processing and figure creation of the 32 simulations. From 

these results, I assisted Professor Knezevic in drawing conclusions on the pros and cons of 

different element types for these explicit grain CPFE simulations. The text was written in a 

standard student-mentor relationship.
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A numerical study into element type and mesh resolution for crystal plasticity 

finite element modeling of explicit grain structures 

 

William G. Feather a, Hojun Lim b, Marko Knezevic a,1 

 

a Department of Mechanical Engineering, University of New Hampshire, Durham, NH 03824, 

USA. 

b Department of Computational Materials & Data Science, Sandia National Laboratories, 

Albuquerque, NM, 87185, USA.   

 

Abstract  

A large number of massive crystal-plasticity-finite-element (CPFE) simulations are performed 

and post-processed to reveal the effects of element type and mesh resolution on accuracy of 

predicted mechanical fields over explicit grain structures. A CPFE model coupled with 

Abaqus/Standard is used to simulate simple-tension and simple-shear deformations to facilitate 

such quantitative mesh sensitivity studies. A grid-based polycrystalline grain structure is created 

synthetically by a phase-field simulation and converted to interface-conformal hexahedral and 

tetrahedral meshes of variable resolution. Procedures for such interface-conformal mesh 

generation over complex shapes are developed. FE meshes consisting of either hexahedral or 

tetrahedral, fully integrated as linear or quadratic elements are used for the CPFE simulations. It 

 

1 Corresponding author at:  
marko.knezevic@unh.edu (M. Knezevic).  

mailto:marko.knezevic@unh.edu
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is shown that quadratic tetrahedral and linear hexahedral elements are more accurate for CPFE 

modeling than linear tetrahedral and quadratic hexahedral elements. Furthermore, tetrahedral 

elements are more desirable due to fast mesh generation and flexibility to describe geometries of 

grain structures.  

 

 

Keywords: Solids; Finite element methods; Plasticity; Micromechanics; Mesh sensitivity  
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1. Introduction 

Modeling of polycrystalline metals often employs spatio-temporal domains of constituent grains 

interacting explicitly with each other, while achieving the state of stress equilibrium and strain 

compatibility [1-4]. Such modeling is referred to as full-field. The full-field microstructural 

modeling, especially in three-dimensions (3D), accounts for topological effects of 

microstructural evolution on micromechanical fields defined in term of stress and strain and 

facilitates better understanding of complex phenomena pertaining to material behavior. The 

stress equilibrium governing equations of mechanics in conjunction with a constitutive law 

describing the material behavior under deformation can be solved numerically using the finite 

element method (FEM) in terms of a work-conjugated stress-strain measures [2]. For the FEM, 

the microstructural domain must be discretized into finite elements. If a crystal plasticity-based 

constitutive law is embedded at every FE integration point, the mechanical fields are governed 

by crystallography including deformation mechanisms and crystal lattice orientation as well as 

the evolution of inter- and intra-granular misorientation, grain shape, and grain-boundary-

character-distribution (GBCD).  

Beginning from the research reported in [5], the crystal plasticity FE (CPFE) models have been 

extensively used to predict mechanical fields, typically with a sub-grain mesh resolution [6-11]. 

In early CPFE modeling, the morphology of grains has not been considered [12-18]. Subsequent 

studies have considered simplified geometries representing grains such as rhombic 

dodecahedrons, cuboids, and truncated octahedrons [19-21]. As these geometries were gross 

approximations of real grain structures and unable to represent grain boundaries, the intra-

granular and inter-granular fields were also gross approximations [22]. Recent developments in 

the field have facilitated accurate representation of individual grains to elucidate the role of grain 
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structure in determining heterogeneous deformation [9, 10, 23-30]. Such heterogeneous 

deformation as a function of microstructural evolution and inherent anisotropy even under 

uniform macroscopic deformation conditions can be predicted by CPFE models. The plasticity 

modeling at grain scale is essential for understanding and attempting to predict mechanical 

extremes such as void nucleation driven by local strain concentrations. While full-field models 

can be used to obtain homogenized material response, more often mean-field models are used for 

such purpose. However, the mean field models do not account for explicit grain-to-grain 

interactions [31-44].  

An essential building block pertaining to the CPFE modeling of explicit grain structure is 

generation of polycrystalline domain. To this end, voxel-based microstructures are converted 

into finite element meshes. One methodology to generate a synthetic voxel-based microstructure 

is the Voronoi tessellation [24, 25, 45-48]. A software, DREAM.3D (the digital microstructure 

analysis environment in 3D)  has been developed by U.S. Air Force Research Laboratory and 

Blue Quartz as a more sophisticated tool to generate voxel-based microstructures [49]. Grain size 

and shape statistics, orientation and misorientation distributions can be used as inputs to generate 

voxel-based models of microstructure. A convenient output of the software for subsequent mesh 

generation is surface mesh over individual grains. Synthetic microstructures represented by 

voxels can further be obtained by microstructural evolution models such as phase-field grain 

growth [50], Potts (Monte-Carlo) grain growth [51, 52], and cellular automata [53, 54]. In 

addition to synthetic generation of voxel-based microstructures, several experimental techniques 

have been advanced/developed to acquire real 3D grain structure data. These techniques include, 

robotic serial sectioning complemented with electron backscattering diffraction (EBSD) [55, 56], 

focused ion beam (FIB) EBSD serial sectioning [57-62], and non-destructive near field high 
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energy X-ray diffraction microscopy (nf HEDM) [63-67]. DREAM.3D offers various features to 

post-process such experimental data producing triangular surface mesh for grains for subsequent 

volume mesh generation.  

In polycrystalline CPFE simulations, microstructural data is converted into a finite element 

mesh. A voxel grid-based description of the microstructure requires a significant number of 

voxels to capture the complex geometry of the grains accurately. If every voxel is converted to a 

hexahedral (brick) finite element [68], the mesh may contain a very large number of finite 

elements, increasing the computational cost of such simulations beyond practical levels. In 

addition, it is shown that voxelated meshes could develop artificial stress/strain localizations at 

interfaces or triple junctions due to stair-case instead of smooth/flat grain boundaries present in 

such meshes [28, 69]. In summary, while a microstructure obtained directly from experimental 

images in voxel format may be the easiest way to initialize simulations with hexahedral 

elements, large number of voxels equivalent to the number of hexahedral elements may make 

such simulations computationally inefficient and the intrinsic stair-stepped grain boundaries may 

make the simulations inaccurate.  

In recent works [70, 71], we have developed procedures relying on the surface mesh of 

individual grain to create tetrahedral volume  mesh, which is conformal between grains. The 

conformal mesh implies that neighboring grains share nodes at grain boundaries. Several 

subsequent works have utilized the developed tools to study shear band formation [72] and 

explicit twins [8, 73]. These procedures have also been advanced to create polycrystalline 

meshes for various specimen geometries other than cubes suitable for microforming [74, 75] and 

micromechanical testing [46] simulations. Also, mesh generation software package Cubit, 
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developed at Sandia National Laboratories [76], can generate 3D interface conformal meshes 

using not only tetrahedral but also hexahedral elements. 

In this work, we investigate effects of element types and mesh resolution for CPFE modeling of 

explicit grain structures. The study complements the recent work of mesh sensitivity of single 

crystal with grains represented by simple cubic shapes and polycrystalline representative volume 

elements while varying factors such as initial textures, hardening models and boundary 

conditions [27]. In addition to accounting for the effect from complex grain features in realistic 

microstructures, the present study considers four element types including linear tetrahedral (tet), 

quadratic tet, linear hexahedral (hex or brick), and quadratic hex of various resolutions in 

predicting the mechanical fields. A large number of massive CPFE simulations are performed 

and post-processed to reveal the effects of element type and mesh resolution on accuracy of 

predicted mechanical fields. An initial voxel-based polycrystalline grain structure 

(microstructural cell) is created synthetically by a phase field grain growth simulation and 

converted to interface-conformal hex and tet meshes at various levels of discretization. 

Considering that boundary conditions may affect the mesh sensitivity in addition to grain 

structure, two types of boundary conditions involving simple tension (ST) and simple shear (SS) 

are imposed over the microstructural domain for the given number of elements i.e. their degrees-

of-freedom. Since these simulations require significant memory size and computational time, a 

parallel computing infrastructure is utilized. Comparisons of CPFE results in terms accuracy and 

computational efficiency are presented and discussed in the paper. It is anticipated that the main 

conclusion from this study will serve as useful guidance in polycrystalline CPFE modeling.  

2. Modeling framework 

2.1  Summary of CPFE and a hardening model 
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A standard single crystal elasto-visco-plastic constitutive law is used to relate a pair of work 

conjugated stress and strain measures at each integration point, in every finite element [13]. This 

formulation is briefly summarized below. The total deformation gradient tensor, 𝐅, at every 

integration point obtained from the finite element solver is multiplicatively decomposed into an 

elastic stretching and lattice rotation part, 𝐅∗, and the plastic part, 𝐅𝑝, embedding the plastic 

deformation carried out by crystallographic slip 

𝐅 = 𝐅∗𝐅𝑝.                   (1) 

The stress-strain relations are 

𝐓∗ = 𝐂𝐄∗,    𝐓∗ = 𝐅∗−1{(det𝐅∗)𝛔}𝐅∗−𝑇, 𝐄∗ =
1

2
{𝐅∗𝑇𝐅∗ − 𝐈},           (2) 

where 𝐂 is the elastic stiffness tensor, 𝐓
∗ is the second Piola–Kirchhoff stress, 𝐄∗ is the Green-

Lagrangian strain tensors, and 𝛔 is the Cauchy stress. The flow rule for 𝐅𝑝 is 

�̇�𝑝 = 𝐋𝑝𝐅𝑝, 𝐋𝑝 = ∑ 𝛾�̇�𝐛𝑜
𝛼 ⊗ 𝐧𝑜

𝛼
𝛼 ,               (3) 

where 𝛾�̇� is the shearing rate per slip system 𝛼, while 𝐛𝑜
𝛼, and 𝐧𝑜

𝛼 denote the slip system 

geometry i.e. the slip direction and the plane normal, respectively, in the total Lagrangian 

manner denoted by the subscript ‘𝑜’. The power-law relation is used for the shearing rate [77-

79]. 

�̇�𝛼 = �̇�0
𝛼 (

|𝜏𝛼|

𝜏𝑐
𝛼 )

1
𝑚⁄

sign(𝜏𝛼),                (4) 

where, 𝜏𝛼 is on the driving force (𝜏𝛼 = 𝐓∗ ∙ 𝐛𝑜
𝛼 ⊗ 𝐧𝑜

𝛼) on the slip system 𝛼, 𝜏c
α is the resistance 

to slip, �̇�0
𝛼 is a reference slip rate of 0.001 s-1, and m is the strain rate sensitivity constant of 0.01. 

To complete the theory, the crystal lattice spin, 𝐖∗, is 
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𝐖∗ = 𝐖𝑎𝑝𝑝 − 𝐖𝑝, 𝐖𝑝 =
1

2
(𝐋𝑝 − 𝐋𝑝𝑇),             (5) 

where 𝐖𝑎𝑝𝑝 is the applied spin over the polycrystal and 𝐖𝑝 is the plastic spin. The numerical 

implementation of the above theory is described in detail in [13]. 

The constitutive model summarized above has been coupled with a hardening model for the 

evolution of slip resistance. The model has been presented and applied to polycrystalline Cu in 

[7]. The model considers statistically stored dislocations (SSDs) governing the threshold stresses 

for the activation of each slip system. The densities of dislocations evolve based on a thermally 

activated rate law with shearing on slip systems [80]. The slip resistance, 𝜏𝑐
𝛼  , for all {111}〈110〉 

slip systems α, is the isotropic over all slip systems, i.e., 𝜏𝑐
𝛼 = 𝜏𝑐 , ∀𝛼. However, it varies from 

grain to grain. The 𝜏𝑐 is the sum of three contributions as follows [81-85]  

𝜏𝑐 = 𝜏0 + 𝜏𝑓𝑜𝑟 + 𝜏𝑠𝑢𝑏,                            (6)  

with 𝜏0 being a friction stress that embeds the Peierls stress, barrier effect due to grain size, and 

any content of initial dislocation density. This term does not evolve with plastic strain but decays 

exponentially with temperature as is the case for many metals [38, 86]. 

𝜏0 = 𝐴exp (−
𝑇−298

𝐵
).                        (7)

 

Here, A and B are fitting constants and T is the temperature in K. The remaining two 

contributions to slip resistance are the forest and substructure/debris interaction stresses, 𝜏𝑓𝑜𝑟 and 

𝜏𝑠𝑢𝑏, respectively. These two terms evolve with dislocation densities, i.e. the forest and 

substructure dislocation densities 𝜌𝑓𝑜𝑟 and  𝜌𝑠𝑢𝑏 according to the Taylor-type relations [87-89]. 

𝜏𝑓𝑜𝑟 = 𝜒𝑏𝜇√𝜌𝑓𝑜𝑟,                       (8)
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𝜏𝑠𝑢𝑏 = 0.086𝜇𝑏√𝜌𝑠𝑢𝑏log (
1

𝑏√𝜌𝑠𝑢𝑏
),                   (9)

      

where 𝑏 is the Burgers vector (2.5563×10-10 m for Cu), 𝜇 is the shear modulus (4.8x104 MPa for 

Cu) and 𝜒 is a dislocation interaction factor [90] that varies with temperature as follows.
 

𝜒 = 𝜒0 − 𝐾1ln (
𝑇

𝐾2
).                     (10) 

At room temperature, 𝜒(𝑇 = 298K) is 0.9541. The initial density of statistically stored forest 

dislocation density is set to 1012 m-2, which is an annealed state of the material and 𝜌𝑓𝑜𝑟 is 

determined by the balance between the rate of generation and the rate of removal i.e. dynamic 

recovery [87, 91, 92], 

𝜕𝜌𝑓𝑜𝑟

𝜕𝛾
=

𝜕𝜌𝑔𝑒𝑛,𝑓𝑜𝑟

𝜕𝛾
−

𝜕𝜌𝑟𝑒𝑚,𝑓𝑜𝑟

𝜕𝛾
= 𝑘1√𝜌𝑓𝑜𝑟 − 𝑘2(𝜀̇, 𝑇)𝜌𝑓𝑜𝑟, ∆𝜌𝑓𝑜𝑟 =

𝜕𝜌𝑓𝑜𝑟

𝜕𝛾
∑ |∆𝛾𝛼|𝛼 ,      (11)

  

with 𝑘1
𝑠 as a coefficient for statistical trapping and 𝑘2

𝑠 as a rate-sensitive coefficient defined by  

𝑘2

𝑘1
=

𝜒𝑏

𝑔
(1 −

𝑘𝑇

𝐷𝑏3 ln (
�̇�

�̇�𝑜
)).              (12)

 

In Eq. (12), 𝑘, 𝜀�̇�, 𝑔𝛼, and 𝐷𝛼

 
are a Boltzmann constant, a reference strain-rate of 107 s-1, an 

activation enthalpy, and a drag stress, respectively. The last two are fitting constants.  

The rate of debris density of dislocations evolves using 

Δ𝜌𝑠𝑢𝑏 = 𝑞𝑏√𝜌𝑠𝑢𝑏𝑘2𝜌𝑓𝑜𝑟 ∑ |∆𝛾𝛼|𝛼 ,              (13)

 

with 𝑞 as a rate coefficient defined by  

𝑞 = 𝑞0ln (1 +
𝑇

𝑞1
).              (14) 
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The factor q determines a fraction of dislocations that leads to debris formation, while the rest is 

annihilated. Eq. (13) is based on thermally activated processes, such as cross slip and climb, 

which are responsible for pattern formation [93-96]. In the model, a smaller fraction of the 

recovered forest dislocations contributes to debris formation.  

The hardening law parameters for polycrystalline Cu have been presented in [7]. The parameters 

have been calibrated and validated to mechanical tests on Cu over a range of strain-rates and 

temperatures. However, only quasi-static deformation at room temperature is considered in the 

present work.  

2.2  Mesh generation procedures 

To generate an interface conformal hexahedral mesh of polycrystals, the Sculpt meshing tool 

[97, 98], a companion application to the Cubit Meshing and Geometry Toolkit developed at 

Sandia National Laboratories [76] is used. A phase field data of microstructure is used to define 

volume fractions of grains and locate the center of the grain interfaces (grain boundaries) at 

every grid. Cartesian grid nodes near the interfaces are moved to approximated grain interfaces 

from volume fractions and one or more hexahedra are inserted on both sides of the grain 

interfaces. A smoothing step is then performed to improve both smoothness of the interface 

planes and the quality of the hexahedra. More detailed description of interface conformal 

meshing procedures can be found in [28, 97].  

The initial voxelated microstructure generated by a phase-field grain growth simulation is shown 

in Fig. 1a. The grain growth simulation was performed on a uniform grid of 96 x 96 x 96 until 

approximately 50 grains were achieved. The simulation relied on a coarse-grained free energy 

functional of a polycrystalline system, which is solved for structural order parameters that 
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describe individual grains. The spatio-temporal evolution of the order parameter was based on 

Allen-Cahn equation [99]. More detailed description of the model can be found in [28, 100, 101]. 

The snapshot of the microstructure is chosen to resolve interfaces/triple junctions of grains. Edge 

length of the cube is a unity. The voxels that make up the phase-field model create stair-stepped 

grain boundaries. If such hexahedral meshes with the stair-case grain boundaries are used in 

CPFE simulations, mechanical fields at the grain boundary regions are over predicted. Such 

differences in the local plasticity values between the stair-case and the smooth/flat grain 

boundaries have been studied in [69]. The work revealed that the grain boundaries represented 

by the stair-case morphology are sources for extreme plasticity and should be replaced with 

locally smooth/flat morphology.  

This voxel-based geometry was meshed with Cubit/Sculpt to create six initial hexahedral meshes 

of various mesh densities. The stair-stepped grain boundaries are smoothed by meshing (Fig. 2a). 

Considering both linear and quadratic element types/formulations, a total of eight meshes were 

created for simulations as shown in Fig. 2b. Table 1 lists the total number of elements per finite 

element mesh from Fig. 2b, while Table 2 and 3 shows the average number of integration points 

per grain and the average element edge length representing averaged element size per mesh. 

After selecting the microstructural cell consisting of a sufficient number of grains governing 

heterogeneous deformation in ST and SS, the grades of meshes are selected for the numerical 

study. These are defined based on the number of integration points and termed as fine, medium, 

coarse and extra-coarse. The medium grade meshes had element size similar to models used in 

several of our prior successful studies in which mesh sensitivity studies were performed [70, 102, 

103]. The simulations were performed first with these medium grade meshes. Subsequently, 

coarse and fine mesh grades were created by reducing and increasing the number of integration 
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points by a factor of approximately two. The fine grade meshes intended to further improve the 

accuracy of the simulations approached the limit of our computational resources, particularly in 

terms of the memory requirements. Four computer workstations of Intel(R) Xeon(R) Gold 6130 

CPU @ 2.10GHz with 32 physical cores and 772 GB RAM per node were recently acquired 

specifically for CPFE modeling and used in the present study. After performing the simulations 

using fine and coarse meshes, we observed that the mesh refinement slightly improved accuracy 

for <1%, while the mesh coarsening decreased accuracy for <5%. To decrease the accuracy more 

appreciably, the extra-coarse mesh grade was introduced by substantially reducing the number of 

integration points.  

Pole figures showing the distribution of crystal orientations assigned to the model are shown in 

Fig. 1b, while appendix A lists Bunge-Euler angles and corresponding weights. There are 52 

grains treated as separate element sets and each grain is randomly assigned with initially 

identical crystal orientation. Note that a representative volume element must have sufficient 

number of constituent grains to homogenize the variability arising from local microstructural 

features such as micro-texture, defects and  phases. However, the 52 grains model used in this 

work is not intended to be a representative volume element but a microstructural cell facilitating 

the numerical study of local fields.   

To create the tetrahedral meshes, a procedure described in [70] and later refined in [71] is 

followed. First, the surface meshes of the grains were extracted as STLs from the initial 

hexahedral meshes. As STLs are inherently triangular, Abaqus splits each rectangular element of 

the surface mesh on its diagonal to make the triangles. These STLs were then meshed in MSC 

Patran [104] with the internal element size coarsening enabled. Internal coarsening increases the 

size of the elements inside the grains, reducing the total number of elements. The total of six 
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tetrahedral meshes with different resolutions were selected for either linear or quadratic element 

types. These meshes are also shown in Fig. 2b. The corresponding element counts for each mesh 

are shown in Table 1 along with the average number of integration points per grain and average 

element edge per mesh in tables 2 and 3, respectively.  

The meshes are categorized by an approximate number of IPs  for each mesh density (Fine, 

Medium, Coarse, and Extra-Coarse). Diagonal of table 1 (italic, bold numbers) has mesh density 

of approximately 200,000. Furthermore, two instances of linear and quadratic elements whether 

hex or tet in table 1 have the same number of elements (italic numbers). In summary, the selected 

meshes of variable resolution and four element types can facilitates a variety of comparisons, 

which will be presented in subsequent sections of the paper. In particular, local and global 

mechanical fields upon deformation are compared as functions of element type and resolution of 

meshes i.e. degrees of freedom.  Moreover, the fields are compared for a given number of 

integration points or a given number of elements. Finally, the simulations are compared in terms 

of computational time.  
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Figure 1. (a) A microstructure produced using a phase field grain growth code. The original phase field data is shown on the left 

with red regions (grain boundary regions) representing locations where multiple phase fields exist. The middle image shows 

grain boundaries. The image on the right is a section through the microstructure showing the internal structure. (b) Pole figures 

showing the distribution of crystal orientations, which will be assigned to the model in (a). 

 

a 

b 
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Figure 2. (a) Polycrystalline microstructure consisting of 52 grains discretized into voxels, hexahedral elements, and tetrahedral 

elements. The images on the right show internal boundaries revealing the stair-stepped morphology of the grain boundary voxels 

in the voxel-based microstructure, which are smoothed to squares (hexahedral elements) and triangles (tetrahedral elements) 

representing grain boundary planes/curvatures shared between volume elements of neighboring grains. (b) Finite element 

meshes of variable resolution for the explicit grain structure from (a) along with C3D4, C3D10, C3D8, and C3D20 element 

schematics. The edge length of the cubes is taken as a unity. The total number of elements is given in Table 1. 

 

b 
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Table 1. Number of elements per finite element mesh from Fig. 2 categorized by an approximate number of integration points 

(IPs) for each mesh density (Fine, Medium, Coarse, and Extra-Coarse). The number of IPs per element type C3D4, C3D10, 

C3D8, and C3D20 is 1, 4, 8, and 27, respectively.  

Mesh 
Linear Tet 

(C3D4) 

Quadratic Tet 

(C3D10) 

Linear Hex 

(C3D8) 

Quadratic Hex 

(C3D20) 

Fine ~ 4,300,000 IPs 4,477,664 964,865 480,464 215,714 

Medium ~ 2,140,000 IPs 2,651,248 559,708 215,714 107,356 

Coarse ~ 900,000 IPs 964,865 206,049 107,356 60,058 

Ex-Coarse ~ 200,000 IPs 206,049 57,142 24,856 10,193 

 

Table 2. Average number of integration points (IPs) per grain in the explicit grain structure models. 

Mesh Linear Tet  Quadratic Tet  Linear Hex Quadratic Hex 

Fine ~ 4,300,000 IPs 86,109 74,220 73,918 112,005 

Medium ~ 2,140,000 IPs  50,986 43,054 33,187 55,743 

Coarse ~ 900,000 IPs 18,555 15,850 16,516 31,184 

Ex-Coarse ~ 200,000 IPs  3,962 4,396 3,824 5,293 

 

Table 3. Average element edge length per mesh. Abaqus provides this distance as in between elemental nodes. Considering that 

the quadratic elements have a node in the middle of every edge, their average edge length is split in half.  

Mesh Linear Tet Quadratic Tet Linear Hex Quadratic Hex 

Fine 0.013413 0.009182 0.012629 0.008264 

Medium 0.014774 0.012966 0.016528 0.010431 

Coarse 0.018365 0.016961 0.020863 0.023644 

Ex-Coarse 0.033921 0.026474 0.034753 0.032699 

 

2.3 Boundary conditions 

A simple tension boundary conditions were defined by prescribing a displacement on the top 

surface in the normal direction (positive Y), while ensuring the lateral surfaces to be stress-free. 

The simple shear case was defined similar to the simple tension case, but the prescribed 

displacement was along the Y-direction on the positive Z face, and the negative Z face was 
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constrained in the Y direction.. Prescribed displacement was U = 0.22 for both tension and shear 

at approximate strain rate of 0.001 /s and at room temperature. (Note that the polycrystalline 

domain has a size of 1). In all simulations, direct sparse solver in Abaqus was used and the initial 

time step was 0.0001 s, the maximum and the minimum time steps of 4 s and 0.00002 s were 

assigned, respectively.  

3. Simulation results 

A CPFE model coupled with the implicit finite element software Abaqus/Standard is used to 

solve the boundary value problem corresponding to simple tension (ST) and simple shear (SS) of 

the microstructural cell. A total of 32 simulations have been performed and post-processed for 

this paper. The simulations performed were demanding in both RAM size requirement as well as 

computational time. Computational time required to complete the jobs is presented in table 4, 

given the number of elements and their degrees-of-freedom and the boundary conditions. As is 

indicated in the table, the MPI parallel computing infrastructure available in Abaqus was 

utilized. Given the CPFE model storing variables pertaining to the crystallography such as 

crystal orientations, Schmid tensors etc. in addition to stress-strain measures and underlying state 

variables pertaining to the hardening law such as slip resistance and dislocation densities, table 5 

shows the memory requirement per simulation. Note that the memory usage is a function of the 

number of used CPUs per simulation (table 4).  

Figs. 3 and 4 show von Mises stress, while appendix B presents equivalent strain and pressure 

contours after ST and SS to a displacement of U = 0.22. Minor sensitivity of models to the 

boundary conditions ST vs SS can be observed. Qualitative comparison reveals that the models 

predict strong/hot versus weak/cold spots in the microstructure independent on the level of 
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discretization. Nevertheless, the predicted contours are different for most of the models with the 

extra-coarse models exhibiting the obvious deviations.  

Further consideration of the fields as a function of element type shows that the discontinuities in 

the fields and the largest heterogeneities are present in the quadratic hexahedral extra-coarse 

model. Large deviations are also present across the linear tet models. Interestingly the largest 

range of values in pressure as well as heterogeneity in pressure fields exhibits the extra coarse 

quadratic hexahedra mesh. The fields become smoother with mesh resolution but still hot/cold 

spots are present. Linear tetrahedral element also exhibits a large range of values in pressure. 

Fields predicted by quadratic tetrahedral and linear hexahedral appear to be similar, especially 

for medium and fine mesh resolutions.  

To further investigate internal fields, Fig. 5 shows contours over the surface for a central grain. 

Figure 6 compares models quantitatively, in terms of stress versus strain components for the 

central grain using stress-strain curves and a suitably defined error measure at the middle and at 

the end of deformation for both ST and SS. While the overall trends in the stress-strain curves 

are similar, the linear tet elements deviate from the predictions using the other element types. 

The error is defined as 

%𝐸𝑟𝑟𝑜𝑟(𝑚𝑒𝑠ℎ𝑖) =
| ∫ 𝜎𝑖𝑗(𝑚𝑒𝑠ℎ𝑖)

𝑉 −∫ 𝜎𝑖𝑗(𝑄𝑇𝑒𝑡964865)𝑉 |

∫ 𝜎𝑖𝑗(𝑄𝑇𝑒𝑡964865)
𝑉

,     (15)  

where, V is the volume of central grain, while 𝜎𝑖𝑗 =  𝜎22  is for ST and 𝜎𝑖𝑗 =  𝜎23  is for SS. The 

error is relative to the fine Qtet-964,865 model (Fig. 2b). As is evident, the quantitative 

comparisons reveal that linear tet elements introduce a large error in CPFE calculations, even 

with substantially increased mesh resolution. Interestingly the linear brick elements develop the 

smallest rate of deviation in the fields with mesh coarsening amongst the studied element types. 
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In contrast, the quadratic brick elements develop the greatest amount of deviation with mesh 

coarsening. The use of extra-coarse meshes leads to inaccuracy, as expected independent on the 

element type. While the figure quantifies errors as a function of the simulation method for the 

central grain only, similar trends are predicted for any other individual grain or a group of grains 

or the overall model. Importantly, predictions of grain averaged stresses as calculated here can be 

validated using high energy synchrotron x-rays. The methodology is being used to measure such 

grain averaged quantities.  

Table 4a. Nodes x CPUs per node/total CPUs/total CPU time [h]/time per CPU [h] for the simple tension simulations. 

Simulations were carried out on a workstation or multiple workstations: Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz with 32 

physical cores and 772 GB RAM per node using various numbers of CPUs.  

Mesh Linear Tet Quadratic Tet Linear Hex Quadratic Hex 

Fine ~ 4,300,000 

IPs 

1x30/30/101.5/

3.38 

3x30/90/129.2/

2.44 

1x16/16/73.9/

4.62 

3x24/72/239.7/3

.33 
Medium ~ 

2,140,000 IPs 

1x16/16/32/2 1x30/30/119.8/

4 

1x30/30/17.6/

0.59 

1x30/30/76.1/2.

54 
Coarse ~ 900,000 

IPs 

1x16/16/5.8/0.

36 

1x30/30/12/0.4 1x30/30/4.5/0.

15 

1x16/16/29.8/1.

86 
Ex-Coarse ~ 

200,000 IPs 

1x16/16/0.8/0.

05 

1x30/30/2.0/0.

07 

1x30/30/0.7/0.

02 

1x30/30/1.4/0.0

5 
 

Table 4a. Nodes x CPUs per node/total CPUs/total CPU time [h]/time per CPU [h] for the simple shear simulations. Simulations 

were carried out on a workstation or multiple workstations: Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz with 32 physical cores 

and 772 GB RAM per node using various numbers of CPUs.    

Mesh Linear Tet Quadratic Tet Linear Hex Quadratic Hex 

Fine ~ 4,300,000 IPs 2x30/60/57.3/1.

0 

2x16/32/78.6/2.

5 

1x30/30/50.0/

1.7 

2x16/32/256.6/4

.0 
Medium ~ 2,140,000 

IPs 

1x30/30/16.7/0.

6 

1x30/30/109.0/

3.6 

1x30/30/15.2/

0.51 

2x30/60/58.7/0.

98 
Coarse ~ 900,000 IPs 1x30/30/3.6/0.1

2 

1x30/30/11.2/0.

37 

1x30/30/3.8/0

.13 

1x30/30/22.0/0.

73 
Ex-Coarse ~ 200,000 

IPs 

1x30/30/0.7/0.0

2 

1x30/30/2.9/0.1

0 

1x30/30/0.7/0

.02 

1x30/30/1.4/0.0

5 
 

Table 5a. Approximate memory usage in GB per simple tension simulation.  

Mesh Linear Tet Quadratic Tet Linear Hex Quadratic Hex 

Fine ~ 4,300,000 

IPs 

552.9 2,508.9 266.2 1,684.9 

Medium ~ 

2,140,000 IPs 

185.3 613.7 212.4 385.6 

Coarse ~ 900,000 

IPs 

93.4 221.3 173.8 133.4 
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Ex-Coarse ~ 

200,000 IPs 

32.2 185.8 61.2 185.3 

 

Table 5b. Approximate memory usage in GB per simple shear simulation.  

Mesh  Linear Tet Quadratic Tet Linear Hex Quadratic Hex 

Fine ~ 4,300,000 

IPs 

993.6 968.9 432.2 870.1 

Medium ~ 

2,140,000 IPs 

305.4 613.7 212.4 687.4 

Coarse ~ 900,000 

IPs 

175.1 221.4 173.7 216.4 

Ex-Coarse ~ 

200,000 IPs 

173.7 185.3 61.2 185.3 
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Figure 3. Von Mises stress contours after simple tension to a displacement of U = 0.22. 
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Figure 4. Von Mises stress contours after simple shear to a displacement of 0.22. 
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a 
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Figure 5. Contours of selected mechanical fields for the central grain deformed in (a) ST and (b) SS. 

b 
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Figure 6. (a) Stress component - strain component curves for the central grain. The insert shows the location of the central grain. 

(b) Error plots defined using Eq. (15) after the displacement of U = 0.11 and U = 0.22. 

a 

b 
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4. Discussion  

This work presents results from 32 large-scale simulations with four element types at various 

mesh resolutions to understand discretization errors in polycrystalline CPFE models. To authors 

knowledge, this is the first study comparing quantitatively the solution accuracy and 

computational time as a function of element type and mesh resolution in CPFE simulations of 

polycrystalline grain structures. The starting model is a voxel-based polycrystalline grain 

structure (microstructural cell) created synthetically by a phase field grain growth simulation, 

which is then converted to interface conformal hexahedral and tetrahedral meshes. In doing so, 

procedures for interface-conformal mesh generation over complex shapes for tetrahedral and 

hexahedral elements are advanced. The procedures rely on software packages Patran and 

Cubit/Sculpt, respectively. Note that while interface conformal FE meshes are preferred, 

especially for predicting localized behavior such as damage formation and failure, it is very 

challenging to rapidly generate 3D conformal meshes of polycrystalline microstructures. The 

inherent difficulties in describing complex shapes with hexahedral elements as opposed to 

relatively flexible tetrahedral elements make the latest version of Cubit/Sculpt very successful 

mesh generation tool to obtain interface-conformal hexahedral meshes of polycrystalline 

microstructures. Also note that the time to generate hexahedral mesh is significantly longer and 

is semi-automatic, mainly due to additional operations (inclusion of elements and smoothing) to 

maintain good mesh quality, relative to automatic and rapid mesh generation of tetrahedral mesh 

starting from the surface mesh of constituent grains.  

Given the element type and the number of elements i.e. their degrees-of-freedom, the 

computational time involved in simulations varied. A parallel computing infrastructure is utilized 

to run the jobs on a single or multiple workstations working concurrently. CPFE simulations 
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with various finite element meshes show the trend that the computational time per CPU scales 

with the degrees of freedom for every element type. As expected, models with more elements 

require more time per CPU than smaller sized models. As the time per CPU scales with the 

number of degrees of freedom, linear elements are faster per CPU than the corresponding 

quadratic elements. Since brick elements show faster convergence rate than tetrahedral elements, 

even the linear brick elements approach at an equivalent solution accuracy at cheaper 

computational cost relative to the quadratic tetrahedral elements.  

The study of element type and mesh resolution is essential for attempting to predict the 

evolutions of local fields during plastic deformation, i.e. local stress-strain developments, 

especially while predicting phenomena such as void formations and propagation. Such studies 

are challenging in crystal plasticity modeling as these models are not only computationally 

intensive but also rely on explicit meshing of grain structure using a large number of elements of 

an appropriate type. Resolving every grain within a grain structure domain complicates mesh 

convergence study as the convergence is strongly influenced by the initial shape and size of 

grains, crystallography, global and local loadings as a consequence of applied boundary 

conditions and also the hardening law to a smaller extent. Fig. 7 shows locations of the peak 

stress localizations upon ST and SS simulations performed in the present work. As is evident, the 

‘hot spot’ is at a triple junction for the model deformed in ST and at a grain boundary for the 

model deformed in SS. The actual location is therefore dependent on the imposed boundary 

condition and also varies with the element type and mesh refinement. Specifically, while 

linear/quadratic hex and quadratic tet consistently predict the same locations of the hot spots in 

stress, the liner tet elements deviate and vary with mesh resolution. Additionally, quadratic hex 
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elements over predict the level of pressure and resulting stress triaxiality. As a result, these 

elements are not recommended for studying voiding in polycrystals.  

 

 

Figure 7. Locations of the mechanical extremes per model indicated by red dots after (a) ST and (b) SS. 

 

Simulation results in this work suggest that linear tetrahedral element is not appropriate for 

CPFE modeling of grain structures, although a number of studies utilized it in grain structure 

modeling, including the works of present authors [70, 72]. These elements are overly stiff 

requiring extremely fine meshes to arrive at accurate solutions [105]. Moreover, these elements 

are susceptible to volumetric locking in modeling of incompressible solids (pressure plots in 

Figs. 3 and 4). Mesh refinement to about 4.5 x 106 linear tetrahedral elements requires large 

RAM memory. Such refinement only reduced the error to about 10% (Fig. 6). Further refinement 

becomes impractical because of enormous CPU memory and # of cores requirements. Key 

advantages of tetrahedral elements are their geometric adaptability and suitability for rapid and 

automatic meshing algorithms. These elements are very convenient to discretize complex shapes. 

a b 
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However, it is possible to take these advantages only for quadratic tetrahedral elements, as will 

be discussed shortly.  

The discussion above has focused primarily on the performances of linear tetrahedral elements 

for modeling of grain structures. We now focus on the performances of the hexahedral elements. 

Quadratic hexahedral elements are not recommended for severe element distortions as a 

consequence of large plastic strains or very high strain gradients [105]. According to the Abaqus 

User Manual [105], second-order reduced-integration elements in Abaqus/Standard are likely to 

be more accurate than the corresponding fully-integrated elements. Considering that C3D20 has 

27 IPs, while the corresponding C3D20R reduced integration element has only 8 IPs, the 

simulations are faster by approximately a factor of three. However, these simulations are not 

performed in the present work because the linear brick elements and C3D20R yield similar 

results. For the first-order reduced integration (C3D8R) hexahedral element is not recommended 

primarily due to its propensity to the hourglass effect [105]. In contrast, while the fully integrated 

elements do not show the hourglass effect, they are susceptible to volumetric locking. As stated 

above, the volumetric locking can appear for fully integrated elements while modeling 

incompressible solids. Spurious pressure fields can arise at IPs, causing the element to behave as 

very stiffly while enforcing the volume conservation. Quadratic fully integrated elements are the 

most susceptible to lock at larger plastic strains. However, the reduced-integration of quadratic 

elements eliminates volumetric locking. In contrast to quadratic elements, linear hexahedral 

elements selectively use reduced integration and do not lock. Mesh refinement helps to reduce 

volumetric locking of quadratic elements. Pressure fields in Figs. 3 and 4 show a checkerboard 

pattern, especially for quadratic hexahedral elements. The checkerboard pattern is a sign of 

volumetric locking. As is evident, mesh refinement helps in reducing the pattern. Moreover, 
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quadratic hexahedral elements are the element type first to introduce error greater than 5% 

relative to the fine Qtet-964,865 mesh with coarsening the resolution for a given number of 

integration points. The error comes at the expense of losing some geometry features with 

coarsening hexahedral elements.  

Our results suggest that quadratic tetrahedral and linear hexahedral elements are recommended 

for CPFE modeling of grain structures. According to the pressure maps, linear hexahedral 

elements are least prone to volumetric locking. Also, hexahedral elements usually converged to a 

solution of equivalent accuracy at less computational cost compared to quadratic tetrahedral 

elements. Considering that shape of the grains is very complex and far from being rectangular for 

hexahedral elements, tetrahedral elements are far more flexible and desirable. Therefore, 

although structured hexahedral elements in 3D analyses are desirable, since they give the best 

results with the minimum computational cost, tetrahedral elements are recommended. Extra 

coarse tetrahedral elements still describe the geometry reasonably well while hexahedral 

elements fail to capture the geometry (Fig. 2b).  

Excluding linear tetrahedral elements, CPFE simulations show that the deviation between model 

predictions with about 200,000 elements performed using different element types would be 

within 5%. Further mesh refinements improve the accuracy at the expense of increasing the 

computational time and memory requirements. This strongly suggests that quadratic tetrahedral 

elements are the best compromise between accuracy and computational speed in CPFE 

simulation of polycrystals.  
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5. Conclusions  

Suitability of the four most commonly used element types along with varying mesh resolution in 

CPFE modeling of grain structures are investigated using large-scale simulations. A voxel-based 

polycrystalline grain structure is generated by a phase field grain growth simulation and 

converted to interface conformal hexahedral and tetrahedral element meshes of variable 

resolution. Procedures for such interface-conformal mesh generation over complex shapes 

relying on Patran for tetrahedral and Cubit/Sculpt for hexahedral elements are described. CPFE 

simulations of simple tension and simple shear deformation conditions are performed. Minor 

sensitivity of models to these boundary conditions is observed. The computational time per CPU 

was measured to scale with the degrees of freedom for every element type. As the time per CPU 

scales with the number of degrees of freedom, linear elements are faster per CPU than the 

corresponding quadratic elements. However, hexahedral elements exhibit a better convergence 

rate than quadratic tetrahedral elements and arrive at a solution of equivalent accuracy to 

quadratic tetrahedral elements at less computational cost. Simulation results suggest that linear 

tetrahedral element is not appropriate for CPFE modeling of grain structures as these elements 

are overly stiff. Mesh refinement only moderately improve such simulation results. Results also 

show that quadratic brick elements are not suitable for large plastic straining of complex 

geometries due to their propensity to volumetric locking. Similarly, mesh refinement only 

reduces the checkerboard pattern in pressure fields. The mesh resolution studies in capturing 

mechanical fields shows that brick elements are more sensitive than tetrahedral elements, which 

can be associated to geometric adaptability of tetrahedral elements. Geometry features can be 

lost with brick element coarsening. Moreover, tetrahedral elements are suitability for rapid and 

automatic meshing algorithms. In summary, quadratic tetrahedral and linear hexahedral elements 
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are more accurate for crystal plasticity finite element modeling than linear tetrahedral and 

quadratic hexahedral elements. Furthermore, tetrahedral elements are more desirable due to fast 

mesh generation and flexibility to describe complex grain structure geometries. It is anticipated 

that the results from this study provide useful guidance for future CPFE modeling of grain 

structures. These guidance should be applicable to other crystal plasticity models as constitutive 

models and hardening formulations have minor effects on mesh sensitivity. 
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Appendix A 

Table 6. Bunge-Euler angles (𝜙1, 𝛷, 𝜙2) in degrees and corresponding volume fraction (VF) of crystals used to initialize the 

model.  

# 𝜙1 Φ 𝜙2 VF # 𝜙1 Φ 𝜙2 VF 

1 285.4 78.7 30.5 0.005631 27 285.4 78.2 21.5 0.024535 

2 39.5 60.7 12.8 0.070512 28 351.2 62.8 30.5 0.003533 

3 338 86.1 21.5 0.155554 29 188.8 50.7 12.8 0.000113 

4 250.2 50.7 12.8 0.012342 30 127.3 86.1 21.5 0.038058 

5 144.9 86.1 21.5 0.001854 31 4.4 77.7 4.3 0.012009 

6 153.7 61.5 21.5 0.087928 32 22 64.8 40.1 0.00757 

7 180 78.7 30.5 0.061393 33 57.1 78.2 21.5 0.063121 

8 285.4 53.3 30.5 0.012954 34 22 51.7 21.5 0.024633 

9 188.8 86.1 21.5 0.000647 35 232.7 60.7 12.8 0.011798 

10 180 86 12.8 0.031774 36 285.4 50.3 4.3 0.003005 

11 294.1 60.7 12.8 0.000082 37 223.9 51.7 21.5 0.001046 

12 232.7 64.8 40.1 0.009366 38 118.5 72.3 40.1 0.041698 

13 65.9 86.2 30.5 0.004408 39 259 70.1 21.5 0.004197 

14 136.1 77.7 4.3 0.001502 40 48.3 86.5 40.1 0.001065 

15 162.4 53.3 30.5 0.000314 41 250.2 86.1 21.5 0.001816 

16 338 50.7 12.8 0.021943 42 101 77.9 12.8 0.000527 

17 294.1 50.3 4.3 0.036506 43 223.9 86.2 30.5 0.003741 

18 144.9 77.9 12.8 0.025753 44 30.7 62.8 30.5 0.002037 

19 92.2 79.5 40.1 0.000605 45 22 86 12.8 0.001655 

20 351.2 64.8 40.1 0.002333 46 109.8 50.7 12.8 0.001142 

21 144.9 78.2 21.5 0.000108 47 320.5 85.9 4.3 0.025865 

22 13.2 78.2 21.5 0.026761 48 30.7 86 12.8 0.010391 

23 48.3 62.8 30.5 0.006717 49 22 69.3 4.3 0.03423 

24 171.2 72.3 40.1 0.010872 50 329.3 78.2 21.5 0.04146 

25 241.5 60.7 12.8 0.000311 51 57.1 86.2 30.5 0.01531 

26 153.7 60.7 12.8 0.027493 52 136.1 86.5 40.1 0.009783 
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Figure 8. (a) Equivalent strain and (b) pressure contours after simple tension to a displacement of U = 0.22. 

 

b 



40 
 

 

a 



41 
 

Figure 9. (a) Equivalent strain and (b) pressure contours after simple shear to a displacement of 0.22. 
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Chapter 2: Mechanical response, twinning, and texture evolution of 
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Abstract 

This work adapts a recently developed multi-level constitutive model for polycrystalline metals 

that deform by a combination of elasticity, crystallographic slip, and deformation twinning to 

interpret the deformation behavior of alloy WE43 as a function of strain rate. The model involves 

a two-level homogenization scheme. First, to relate the grain level to the level of a 

 

2 Corresponding author at: Department of Mechanical Engineering, University of New Hampshire, 33 Academic 
Way, Kingsbury Hall, W119, Durham, NH 03824, USA. Tel.: +1 603 862 5179; fax: +1 603 862 1865. 
E-mail address: marko.knezevic@unh.edu (M. Knezevic).  

mailto:marko.knezevic@unh.edu


52 
 

polycrystalline aggregate, a Taylor-type model is used. Second, to relate the aggregate level 

response at each finite element (FE) integration point to the macro-level, an implicit FE approach 

is employed. The model features a dislocation-based hardening law governing the activation 

stress at the slip and twin system level, taking into account the effects of temperature and strain 

rate through thermally-activated recovery, dislocation debris formation, and slip-twin 

interactions. The twinning model employs a composite grain approach for multiple twin variants 

and considers double twinning. The alloy is tested in simple compression and tension at a quasi-

static deformation rate and in compression under high strain rates at room temperature. 

Microstructure evolution of the alloy is characterized using electron backscattered diffraction 

and neutron diffraction. Taking the measured initial texture as inputs, it is shown that the model 

successfully captures mechanical responses, twinning, and texture evolution using a single set of 

hardening parameters, which are associated with the thermally activated rate law for dislocation 

density across strain rates. The model internally adjusts relative amounts of active deformation 

modes based on evolution of slip and twin resistances during the imposed loadings to predict the 

deformation characteristics. We observe that WE43 exhibits much higher strain-hardening rates 

under high strain rate deformation than under quasi-static deformation. The observation is 

rationalized as primarily originating from the pronounced activation of twins and especially 

contraction and double twins during high strain rate deformation. These twins are effective in 

strain hardening of the alloy through the texture and barrier hardening effects.  

 

Keywords:  A. Microstructures; A. Twinning; B. Crystal plasticity; B. Anisotropic material; C. 

Finite elements; T-CPFE UMAT 
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6. Introduction 

Magnesium (Mg) alloys containing rare earth (RE) elements have been developed to increase 

ductility and strength while reducing the plastic anisotropy and tension vs. compression 

asymmetry in comparison to common Mg alloys such as AZ31 (Bhattacharyya et al., 2016; Cho 

et al., 2009; Hidalgo-Manrique et al., 2017; Jahedi et al., 2018a; Jahedi et al., 2018b; Jiang et al., 

2016). Asymmetry refers to the difference in the mechanical response between tension vs. 

compression, while anisotropy is more generic and refers to a property being directionally 

dependent, which implies different properties in different directions, as opposed to isotropy. The 

major underlying mechanisms responsible for these improvements are related to precipitates, 

which influence the ratio between the activation stress for basal, prismatic, and pyramidal slip 

modes. As a result, slip systems belonging to these slip modes can simultaneously activate. 

Moreover, reduced twinning activity reduces tension vs. compression asymmetry and propensity 

to strain localization. Finally, texture in these alloys is moderately strong causing small 

anisotropy in mechanical behavior (Al-Samman and Li, 2011; Bohlen et al., 2007; Hadorn et al., 

2012; Hantzsche et al., 2010; Imandoust et al., 2017; Sandlöbes et al., 2014; Stanford and 

Barnett, 2008). According to ASTM (2011; King, 2007), in the WE Mg alloy series W stands for 

Yttrium (Y) and E stands for rare earth (RE) elements such as Neodymium (Nd), which 

influences age hardening and strength at elevated temperatures (Avedesian and Baker, 1999; Li 

et al., 2007). The alloy WE43 is based on the Mg-Y-Nd system (Nie, 2012); and amongst the 

WE series, WE43 alloy shows high static and fatigue strength, creep resistance, corrosion 

resistance, and flame resistance (Castellani et al., 2011; Gavras et al., 2016; Ghorbanpour et al., 

2019a, b; Li et al., 2010; Mengucci et al., 2008; Nie and Muddle, 2000; Nie et al., 2001).  
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Various crystal plasticity-based models have been developed and used to model the constitutive 

response of metals and alloys. These models have proven to be successful especially for low 

symmetry crystal structure metals such as Mg alloys with hexagonal close-packed (HCP) 

structure which exhibit pronounced anisotropy and asymmetry in their mechanical response.  In 

crystal plasticity models, the homogenization relationships relating the deformation of the 

constituent crystal to that of the polycrystalline aggregate can be achieved using mean-field and 

full-field theories. In either case, activation of deformation models (i.e. slip and twinning modes) 

is governed by a hardening model, which describes their resistance to activation. The former 

class of models (Kalidindi, 1998; Knezevic et al., 2009; Knezevic et al., 2014a; Knezevic et al., 

2008; Knezevic and Landry, 2015; Lebensohn and Tomé, 1993; Taylor, 1938; Van Houtte, 1988; 

Wu et al., 2007; Zecevic and Knezevic, 2018; Zecevic et al., 2015; Zecevic et al., 2016c; Zecevic 

et al., 2018b, 2019; Zecevic et al., 2017b) have often been used due to their computational 

efficiency and ease of implementation. These are commonly referred to as Taylor-type and self-

consistent-type models. However, explicit grain-to-grain interactions are not considered by these 

models. The latter class of models (Abdolvand et al., 2015; Fernández et al., 2013; Jahedi et al., 

2015; Keshavarz and Ghosh, 2015; Lebensohn et al., 2012; Staroselsky and Anand, 2003) 

accounts for grain-to-grain interactions and, as a result, better resolves local mechanical fields 

arising from the explicit grain structure. These models include the crystal plasticity finite element 

(CPFE) models and Green’s function fast Fourier transform crystal plasticity models (Eghtesad 

et al., 2018; Lebensohn et al., 2012).  

Modeling deformation twinning in the plasticity models for Mg alloys is vital. Modeling discrete 

twins and the growing domains of reoriented crystal lattice orientation accommodating the 

plastic strain using spatially resolved models have been attempted only recently (Ardeljan et al., 
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2017; Ardeljan and Knezevic, 2018; Ardeljan et al., 2015; Cheng et al., 2018; Kumar et al., 

2015). However, these models have yet to be advanced to model the formation, propagation, and 

growth of twin domains in a practical way. In contrast, several micromechanical approaches 

have been developed to incorporate the reorientation and shear due to twinning in mean-field 

models: the predominant twin reorientation approach (Jain and Agnew, 2007; Tomé et al., 1991; 

Tomé et al., 2001; Van Houtte, 1978; Wang et al., 2010), total Lagrangian approach (Kalidindi, 

1998; Wu et al., 2007), and composite-grain (CG) approach (Knezevic et al., 2013a; Proust et al., 

2007; Tomé and Kaschner, 2005). Here, deformation twinning is considered as pseudo-slip 

(Kalidindi, 1998; Van Houtte, 1978) followed by reorientation and volume transfer from a parent 

grain containing a twin to the independent twin grain.  

In the present work, the full-field finite element and Taylor-type crystal plasticity models are 

combined (T-CPFE), where the first level of meso-scale homogenization is performed using the 

Taylor model, while the second level of macro-scale homogenization is performed using crystal 

plasticity finite elements. The second level of the homogenization is relaxing the intrinsic 

assumption of the Taylor model pertaining to the iso deformation gradient or iso velocity 

gradient applied over a polycrystal. Thus, every constituent grain experiences the same applied 

deformation. The applied deformation varies spatially over finite elements but is the same for all 

grains embedded per FE integration point. A polycrystalline material is split over a number of FE 

integration points interrogating a subset of grains belonging to the sub-polycrystal. The overall 

FE homogenization is over many Taylor-type models running at FE integration points. The 

added advantage of the T-CPFE model over the Taylor-type homogenization is that it can 

simulate geometrical changes. The T-CPFE model is similar to the FE-VPSC (visco-plastic self-

consistent) (Knezevic et al., 2014c; Knezevic et al., 2013b; Knezevic et al., 2013c; Zecevic et al., 
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2016b) and FE-EPSC (elasto-plastic self-consistent) (Zecevic et al., 2017a) formulations since 

both approaches embed a sub-polycrystal at every FE integration point. The latter models rely on 

the self-consistent (SC) homogenization of individual grains, while the T-CPFE model embeds 

the Taylor-type homogenization. In general, the SC approach is more accurate and versatile but 

is slower than T-CPFE because of the SC iterations. Therefore, typically the number of grains 

embedded at each FE integration point is smaller for FE-VPSC/FE-EPSC than in T-CPFE. The 

individual grains deform by crystallographic slip and deformation twinning. The CG formulation 

(Proust et al., 2007) within the total Lagrangian numerical scheme of the T-CPFE model is used 

for handling twinning, where multiple twin variants per grain are allowed. Every variant is a new 

grain undergoing the Taylor-type homogenization per FE integration point. A recently developed 

dislocation density (DD) hardening law is used for evolving the slip/twin resistances (Beyerlein 

and Tomé, 2008). The T-CPFE modeling approach integrating the sub-crystalline scale and the 

scale of the sample operating concurrently, has been successfully applied to AZ31 (Ardeljan et 

al., 2016a) and is adapted here to alloy WE43. An EPSC model for predicting the mechanical 

behavior of the alloy WE43 has been proposed in (Bhattacharyya et al., 2016); and while the 

model successfully captured strain hardening evolution of the material as a function of testing 

direction using a set of material parameters at a given strain rate, it did not consider secondary or 

double twinning. As a result, the origins of strain hardening across strain rates, which are in the 

core of the present paper, have not been described. 

Mechanical response of the alloy is measured in simple compression and tension under a quasi-

static deformation rate and in compression under high strain rates at room temperature. The 

testing results are presented here along with texture and twinning evolution of the alloy. These 

are characterized using electron backscattered diffraction (EBSD) and neutron diffraction. 
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Taking the measured initial texture and average grain size data as inputs, it is shown that the 

model successfully captures across strain rates the mechanical responses, twinning, and texture 

evolution of the alloy using a single set of hardening parameters associated with the DD 

hardening law. The complete set of material hardening parameters for the law for the WE43 

alloy is established. The model internally adjusts relative amounts of active deformation modes 

based on the evolution of slip and twin resistances during the imposed loadings to predict the 

deformation characteristics. The predictions show that the deformation is accommodated by a 

combination of multiple slip and twinning modes governing the flow stress and texture 

evolution. It is seen that WE43 exhibits much higher strain-hardening rates under high strain rate 

deformation then under quasi-static deformation. The observation is rationalized here to originate 

from the pronounced activation of twinning and especially contraction and double twinning 

during high strain rate deformation. These twins are effective in strain hardening of the alloy 

through the texture and barrier effects. 

7. Material and experiments 

Alloy WE43 used in the present study has been supplied by Magnesium Elektron North America 

(Madison, IL) in the form of a plate. The alloy had a nominal composition of 3.7-4.3 wt.% Y, 

2.4-4.4 wt.% RE (Nd), at least 0.4 wt.% Zr, and Mg (balance). The material was supplied in the 

T5 condition.  

7.1 Mechanical tests 

Cylinders for compression tests were cut employing the wire electric discharge machining 

(EDM) method to a diameter of 8 mm and a height of 10 mm. The compression tests were 

performed at room temperature using an Instron Model # 1350 machine having a load cell 
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capacity of 100 kN equipped with the DAX software and controller (Gribbin et al., 2016; 

Gribbin et al., 2019). The strain rate for all compression tests was 10-3 s-1 and the tests continued 

until a prescribed strain value was achieved or sample failure occurred. Tensile bars were 

machined per ASTM E8 (2015) as dog-bones having their gauge section of 25 mm in length and 

a 3×6 mm cross-section. Monotonic tensile tests were performed using an MTS biaxial servo-

hydraulic machine with Flextest software and controller. The capacity of the machine is 250 kN. 

During the tests, an MTS 623.12E-24 extensometer was used to measure sample elongation. The 

displacement data from the extensometer was used in the analysis. All the tensile tests were 

performed at room temperature and the nominal strain rate was 10-3 s-1. The tests were either 

interrupted or continued until the specimens broke. All tension and compression tests were 

repeated at least three times to ensure the accuracy and repeatability of the data. The variation in 

the data was less than 2%. The orientations of the tension specimens were RD and TD, while the 

orientations of the compression specimens were RD, TD, and ND with respect to the rolled plate 

frame. The high strain rate (HSR) compression testing was carried out using an in-house 

developed split-Hopkinson pressure bar setup. Inconel incident and transmitter bars of 12.7 mm 

in diameter and 1800 in mm length were used during testing. These Inconel alloy bars have 

Young’s modulus and density of 195 GPa and 8190 kg/m3, respectively. Specimens of 5 mm in 

diameter and 5 mm in length were tested to obtain material response in the strain rate range 1000 

and 2500 s-1.The strain pulses were recorded from the incident and the transmitter bars using 

strain gauges. True stresses were calculated at the front surface of the specimen that is in contact 

with the incident bar and the back surface of the specimen that is in contact with the transmitter 

bar to determine stress equilibrium in the specimen during testing (Xiang et al., 2018). The 

average value of strain rate in the HSR region is presented as the nominal strain rate for a given 
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test. These tests were also performed either to prescribed strain levels or until sample failure. The 

orientation of the HSR specimens was TD with respect to the rolled plate frame.  

7.2 Microstructural characterization 

Initial and deformed microstructures of the studied alloy are characterized by EBSD technique in 

a scanning electron microscope (SEM). Additionally, texture evolution was measured by neutron 

diffraction. Prior to the EBSD mapping, the samples were prepared using a Buehler EcoMet 3 

polishing machine. A series of SiC grinding papers with different grit size ranging from 120 to 

1200 were used to grind the specimens. After grinding an etchant comprising of 60 Vol. % 

ethanol, 20 Vol. % distilled water, 15 Vol.% acetic acid, and 5 Vol. % of nitric acid was applied 

for 5 seconds to reveal the microstructure. A Tescan Lyra (Ga) field emission SEM with the 

Pegasus system (Octane Plus SDD detector and Hikari High-Speed Camera) was used for the 

EBSD data collection at a voltage of 25 kV. Neutron diffraction was performed on the initial 

materials and pre-deformed samples using the High Pressure Preferred Orientation (HIPPO) 

neutron time-of-flight diffractometer at the Los Alamos Neutron Science Center at Los Alamos 

National Laboratory (LANL) (Vogel et al., 2004; Wenk et al., 2003). Unlike EBSD, neutron 

diffraction provides a bulk measurement of specimen texture.  

Deformation twinning was characterized by EBSD. Since many grains appear to be nearly 

consumed by twins at large strains, boundary length fraction and twin analysis software that 

assumes the parent to be larger than the twin are not appropriate. Twin area fractions were 

identified using the methodology described in (Jain and Agnew, 2007), which assumes that 

reorientation toward the loading direction is accommodated strictly by tensile twinning. In 

similar fashion to (Bhattacharyya et al., 2016), we have used the average area fraction obtained 

with a 30-40° misorientation cutoff around the loading direction. To verify the validity of this 
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methodology, we utilize the sign of the Schmid factor on the twinning plane as discussed in 

(Marshall et al., 2010) to identify the parent and twin grain fragments for type one tensile 

twinning. Agreement within a few percent is observed in all cases when the initial area fraction 

of grains aligned with the loading direction were subtracted from the deformed area fractions. 

The estimates are accurate to about 3% error tolerance.   

8. Summary of the modeling framework  

A multi-level T-CPFE model linking grain, polycrystalline aggregate, and macro-scale properties 

is adapted and utilized here to predict and interpret the deformation behavior of alloy WE43. The 

FE framework is at the highest length scale and the integration point constitutive response is a 

Taylor-type polycrystalline model wherein the response of individual grains is driven by slip and 

twinning. The overall model is a User MATerial (UMAT) subroutine in Abaqus. While the FE 

level satisfies compatibility and equilibrium, the polycrystalline Taylor model level fulfills only 

the compatibility between the constituent grains. Upon imposing boundary conditions over an FE 

mesh, a deformation gradient, 𝐅, is available at each FE integration point at previous, t, and 

current, t+Δt, time increments. Additionally, the Cauchy stress, 𝛔𝑡, is available for each grain 

along with the set of state variables for each grain, twin volume fraction for each active variant, 

and dislocation density for slip systems per grain at the previous increment, t. T-CPFE calculates 

stress in each grain and then the volume average Cauchy stresses, �̅�, and Jacobian for the FE 

solver as well as the updated state variables at trial t+Δt. Upon convergence, the current solution 

is accepted and the calculation advances. 

The average Cauchy stress over K constituent crystal orientations embedded at a given 

integration point is 
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�̅� = ∑ 𝜗𝑘𝛔𝑘
𝐾
𝑘=1 .                           (1) 

The total number of orientations consists of weighted (𝜗) parent grains and active twin variants. 

These orientations at a given FE integration point undergo a deformation gradient, F, available at 

that integration point.  

Like in any other crystal plasticity model, a set of potential slip and twinning systems are input 

into the model. For WE43, these are basal a {0001}〈1̅1̅20〉, prismatic a {1̅100}〈1̅1̅20〉, 

pyramidal a {1̅101}〈1̅1̅20〉, and pyramidal c+a {101̅1}〈112̅3̅〉 or type I and {1̅1̅22}〈112̅3〉 or 

type II slip systems and c-axis extension twin 1 {101̅2}〈1̅011〉 (TTW 1), c-axis extension twin 2 

{112̅1}〈1̅1̅26〉 (TTW 2), c-axis contraction twin {101̅1}〈101̅2̅〉 (CTW), and double twin 

{101̅1} − {101̅2} (DTW). The TTW 1 produces a shear strain of 0.1289, while reorienting the 

crystal lattice orientation by approximately 86o about the 〈112̅0〉 direction. The TTW 2 has a 

much larger shear of 0.6158 and reorients the crystal lattice orientation by approximately 34o 

about the 〈101̅0〉 direction. The CTW has a shear of 0.1377 with the reorientation of 

approximately 56o about the same 〈112̅0〉 direction (Yoo, 1981). In pure Mg and Mg alloys like 

AZ31, the TTW are fast growing and morphologically thick (Al-Samman and Gottstein, 2008; 

Barnett, 2007a). In contrast, the CTW are morphologically thin and much harder to observe (Al-

Samman and Gottstein, 2008; Barnett, 2007b; Knezevic et al., 2010). The morphology of CTW 

has been rationalized to be due to the formation of an extension twin within the contraction twin 

lamella shortly upon its formation hindering its growth. The sequence is called DTW. The DTW 

variants are classified into four types based on the misorientation angles of the common zone 

axis between the basal planes of the parent grain. Type 1 (e.g. (01̅11)[01̅12̅] − (01̅12)[011̅1]) 

has the angle of 37.5° and type 2 (e.g. (01̅11)[01̅12̅] − (011̅2)[01̅11]) has the angle of 30.1°. 
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The hardening law evolves slip and twin resistances and as a result, adjusts relative amounts of 

active deformation modes.  

In the description that follows, superscripts s and t are used to denote slip and twin systems, 

respectively, while superscripts α and β are used to denote slip and twin modes (families). In the 

crystal plasticity theory used in present work, an applied velocity gradient tensor, L, is first 

additively decomposed to its elastic and plastic parts, 𝐋𝑒 and 𝐋𝑝, respectively, and then the plastic 

part is further decomposed to account for both the slip and twinning kinematics  

𝐋 = 𝐋𝑒 + 𝐋𝑝 = 𝐋𝑒 + 𝐋𝑠𝑙 + 𝐋𝑡𝑤 = 𝐋𝑒 + ∑ �̇�𝑠𝐛0
𝑠⨂𝐧0

𝑠𝑁𝑠𝑙

𝑠 + ∑ 𝑓̇𝑡𝑆𝑡𝐛0
𝑡 ⨂𝐧0

𝑡𝑁𝑡𝑤

𝑡 .                    (2) 

In Eq. (2), 𝐛0
𝑠 , 𝐛0

𝑡 , 𝐧0
𝑠 , and 𝐧0

𝑡  are time independent unite vectors for the slip and twin Burgers 

directions and plane normals at the reference configuration, �̇�𝑠 is the shear rate, 𝑆𝑡 is the intrinsic 

twin shear strain, and 𝑓̇𝑡 =
�̇�𝑡

𝑆𝑡 is the twin volume fraction rate computed based on the pseudo slip 

model (Kalidindi, 1998; Van Houtte, 1978). The number of available slip and twin systems are 

denoted by 𝑁𝑠𝑙  and 𝑁𝑡𝑤, respectively.  

In contrast to the additive decomposition of applied L, the decomposition of the applied 

deformation gradient, F, is multiplicative to its elastic and plastic parts 

𝐅 = 𝐅𝑒𝐅𝑝.                                                                                                        (3) 

Next, the rate of change of the plastic part is 

�̇�𝑝 = 𝐋𝑝𝐅𝑝,                          (4) 

which after the integration from t to t+Δt is 

𝐅𝑝(𝜏) = 𝑒𝑥𝑝(𝐋𝑝∆𝑡)𝐅𝑝(𝑡).               (5) 



63 
 

Completing the theory requires defining a stress-strain relationship, which in the present model is 

as follows 

𝐓𝑒 = 𝐂𝐄𝑒 ,  𝐓𝑒 = 𝐅𝑒−1
{(𝑑𝑒𝑡𝐅𝑒)𝛔}𝐅𝑒−𝑇

,  𝐄𝑒 =
1

2
{𝐅𝑒𝑇

𝐅𝑒 − 𝐈}.                     (6) 

In Eq. (6), 𝐂 is the elastic stiffness, 𝐓𝑒 is the second Piola-Kirchhoff stress, and 𝐄𝑒 is the 

Lagrangian strain. To evaluate the stress, 𝐅𝑒 is calculated using 𝐅𝑒 = 𝐅𝐅𝑝−1
= 𝐅𝐅𝑝−1

(𝑡){𝐈 −

∆𝑡𝐋𝑝}.  

The shear strain rates for slip and twinning, �̇�𝑠 and �̇�𝑡, are governed by the power-law 

relationship (Asaro and Needleman, 1985; Hutchinson, 1976; Kalidindi, 1998): 

γ̇
s
=γ̇

0
(

|τs|

τc
s(�̇�,𝑇)

)

1

m
sign(τs) .                              (7) 

In Eq. (7), 𝜏𝑠 is the resolved shear stress for slip calculated using 𝜏𝑠 = 𝐓𝑒 ∙ 𝐦0
𝑠 = 𝐓𝑒 ∙ 𝐛0

𝑠⨂𝐧0
𝑠  , 

𝜏𝑐
𝑠 is the slip systems resistance, 𝐦0

𝑠  is the Schmid tensor, �̇�0 is the reference slip rate, and 𝑚 is 

the rate sensitivity (m = 0.02). The reference shear rate is set equal to the norm of the applied 

velocity gradient, �̇�0 = 𝜀̇ = |𝐋| to realize the applied strain rate independence. Thus, the power-

law exponent ensures proper selection of slip and twin systems but does not introduce any 

extraneous strain rate sensitivity, which is recognized as a potential issue when simulating high 

strain rate deformation using power-law visco-plasticity (Knezevic et al., 2016; Zecevic et al., 

2016a). Note that the origin of the strain rate-sensitivity in the present model is solely in the 

evolution of the activation stresses which are a result of microstructure evolution, as will be 

described shortly. Similar to slip, expressions exist for twinning like the Schmid tensors for a 

twin variant is 𝐦0
𝑡 = 𝐛0

𝑡 ⨂𝐧0
𝑡  and the driving stress is 𝜏𝑡 = 𝐓𝑒 ∙ 𝐦0

𝑡 .   
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The resistance to slip and twinning evolves with plastic strain, temperature, and strain rate as 

microstructural features such as dislocation density evolve. Sensitivity to temperature will be 

studied in future works. To account for these, we utilize the dislocation density-based hardening 

law originally developed in (Beyerlein and Tomé, 2008) and later advanced in (Ardeljan et al., 

2016a; Knezevic et al., 2015). In this law, the overall resistance to slip includes  

τc
s(𝜀̇, 𝑇) = τ0

𝛼 + τHP
s + τfor

s (𝜀̇, 𝑇) + τsub
𝛼 (𝜀̇, 𝑇),             (8) 

where τ0
s  is an initial value of the friction stress for the undeformed material, τHP

s  is the first 

evolving contribution to the slip resistance which is the barrier term due to twinning since the 

grain size effects are embedded into τ0
s , τfor

s  is evolving with the forest dislocation density, and 

τsub
𝛼  is evolving with the substructure (debris) dislocation density.  

The second term is derived from the Hall-Petch relationship as 

 𝜏𝐻𝑃
𝑠 = 𝜇𝛼𝐻𝑖

𝛼
√

𝑏𝛼

𝑑𝑚𝑓𝑝
𝑠  ,                                                        (9) 

where 𝑏𝛼 is the Burgers vector magnitude per slip mode α, 𝜇𝛼 is the shear modulus, and 𝐻𝑖
𝛼 are 

the Hall-Petch-like coefficients for grains containing lamellas of TTW 1 and 2 (i=1), CTW (i=2), 

and DTW (i=3). Finally, 𝑑𝑚𝑓𝑝
𝑠  is the mean-free-path between adjacent twins per grain and is 

calculated using (Beyerlein and Tomé, 2008; Proust et al., 2007)  

𝑑𝑚𝑓𝑝
𝑠 =

(1−𝑓𝑝𝑡𝑠)𝑑𝑐

sin (𝜃)
.                           (10) 

In Eq. (10), 𝑓𝑝𝑡𝑠 is the volume fraction of predominant twin system (PTS), 𝜃 is the angle made 

up of the slip and twin system planes, and dc is the twin spacing defined as the ratio between the 
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grain size, 𝑑𝑔, and the number of lamellae. While multiple twin variants can form per grain, we 

still rely on the PTS concept for estimating 𝑑𝑚𝑓𝑝
𝑠 . 

The terms τfor
s (𝜀̇, 𝑇) and τsub

𝛼 (𝜀̇, 𝑇) are governed by the corresponding dislocation densities 

𝜌for
s (𝜀̇, 𝑇) and 𝜌𝑠𝑢𝑏(𝜀̇, 𝑇) (Madec et al., 2002; Mecking and Kocks, 1981) 

𝜏𝑓𝑜𝑟
𝑠 = 𝑏𝛼𝜇𝛼√χ𝑠𝑠′

𝜌𝑓𝑜𝑟
𝑠′

, 𝜏𝑠𝑢𝑏
𝛼 = 𝑘𝑠𝑢𝑏𝜇𝛼𝑏𝛼√𝜌𝑠𝑢𝑏𝑙𝑜𝑔 (

1

𝑏𝛼√𝜌𝑠𝑢𝑏
).                                         (11) 

In Eq. (11), χ𝑠𝑠′
 is a dislocation interaction matrix with the diagonal terms (s=s’) set to a typical 

value of 0.81, the off-diagonal terms set to zero (Mecking and Kocks, 1981), and 𝑘𝑠𝑢𝑏 = 0.086 

(Madec et al., 2002).  

The forest dislocation density is governed by the rate of generation and removal by annihilation 

(Essmann and Mughrabi, 1979; Mecking and Kocks, 1981): 

𝜕𝜌𝑓𝑜𝑟
𝑠

𝜕𝛾𝑠′ =
𝜕𝜌𝑔𝑒𝑛,𝑓𝑜𝑟

𝑠

𝜕𝛾𝑠′ −
𝜕𝜌𝑟𝑒𝑚,𝑓𝑜𝑟

𝑠

𝜕𝛾𝑠′ = 𝑘1
𝛼√𝜌𝑓𝑜𝑟

𝑠 − 𝑘2
𝑠(𝜀̇, 𝑇)𝜌𝑓𝑜𝑟

𝑠 ,     ∆𝜌𝑓𝑜𝑟
𝑠 =

𝜕𝜌𝑓𝑜𝑟
𝑠

𝜕𝛾𝑠′ |∆𝛾𝑠|,     (12) 

where 𝑘1
𝛼 and 𝑘2

𝛼(𝜀̇, 𝑇) are coefficients for dislocation storage and dynamic recovery, 

respectively. The latter is derived following the work in (Beyerlein and Tomé, 2008) 

𝑘1
𝛼

𝑘2
𝑠(�̇�,𝑇)

=
1

√(χ𝑠′𝑠)
−1

(
𝜏𝑠𝑎𝑡

𝛼

𝑏𝛼𝜇𝛼)
2
 , 𝜏𝑠𝑎𝑡

𝛼 =
𝐷𝛼(𝑏𝛼)3𝑔𝛼𝜇𝛼

(𝐷𝛼(𝑏𝛼)3−𝑘𝑇𝑙𝑛(
�̇�

�̇�0
))

,          (13) 

where 𝑘, 𝜀0̇, 𝑔𝛼, and 𝐷𝛼 are Boltzmann’s constant, the reference value of strain rate (107 s-1), the 

activation enthalpy, and the drag stress. This strain rate and temperature sensitive Kocks-

Mecking type hardening model intrinsically suppresses dynamic recovery at higher strain rates 

increasing the rate of strain hardening. Finally, debris dislocation density is incremented using  
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∆𝜌𝑠𝑢𝑏 = ∑ 𝑞𝛼𝑏𝛼√𝜌𝑠𝑢𝑏

𝜕𝜌𝑟𝑒𝑚,𝑓𝑜𝑟
𝑠

𝜕𝛾𝑠′𝑠 |∆𝛾𝑠′
|,                                                                 (14) 

where 𝑞𝛼 is a coefficient defining the amount of debris from the recovered dislocation 

population.  

The resistance to twin has the following form  

τc
t (𝜀̇, 𝑇) = τ0

𝛽
+ τ0,HP

𝛽
+ τslip

t (𝜀̇, 𝑇).                                                               (15) 

The first term is the friction term 

τ0

𝛽
= τprop

𝛽
+ (τ𝑐𝑟𝑖𝑡

𝛽
− τprop

𝛽
)𝑒𝑥𝑝 (− ∑

𝜌𝑓𝑜𝑟
𝑠

𝜌𝑠𝑎𝑡
𝑠 ),                           (16) 

which incorporates the nucleation and propagation stresses, τ𝑐𝑟𝑖𝑡
𝛽

 and τprop
𝛽

, weighted by the 

probability term, 𝜌𝑠𝑎𝑡
𝑠 = (

𝑘1
𝛼

𝑘2
𝑠 )

2

, to favor τ𝑐𝑟𝑖𝑡
𝛽

 initially and τprop
𝛽

 subsequently during deformation 

(Beyerlein and Tomé, 2008). The second term is the Hall-Petch-like term 

𝜏0,𝐻𝑃
𝛽

=
𝐻0

𝛽

√𝑑𝑚𝑓𝑝
,               (17) 

and the last term is the hardening due to the slip-twin interactions 

 𝜏𝑠𝑙𝑖𝑝
𝑡 = 𝜇𝛽 ∑ 𝐶𝛼𝛽(𝜀̇)𝑏𝛽𝑏𝛼𝜌𝑓𝑜𝑟

𝛼
𝛼 .                                             (18)  

The interaction matrix 𝐶𝛽𝛼(𝜀̇) is sensitive to strain rate meaning that the strength of the slip-twin 

interactions varies with strain rates. Twins form more profusely and are often morphologically 

thinner under higher strain rate deformation conditions (Song and Gray, 1995). These 

morphological features in conjunction with the increased number of dislocation sources under 

higher strain rate deformation influences the slip-twin interactions. The lattice reorientation due 
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to twinning is handled using the CG model (Proust et al., 2007). The original model was 

advanced to consider multiple twin variants per grain and to consider secondary and double 

twins. The variants nucleate when their fraction 𝑓𝑡 achieves a critical value of a distribution 

centered at 2 % and grow by volume fraction transferring from the parent grain to the variants. 

Upon nucleation, the variants inherit the slip/twin resistances and dislocation densities from the 

parent grain. The sum of volume fractions of the parent and variants originating from the same 

parent remains constant but the number of grains per FE integration points increases for the 

number of twin variants created at that integration point.  

Crystal lattice orientation of the twinned domains is harder than the parent grain relative to the 

loading direction thereby inducing hardening (Asgari et al., 1997; Knezevic and Beyerlein, 2018; 

Knezevic et al., 2012). Hardening due to reorientation can be significant if the pyramidal slip 

model that activates in the twinned domain is much harder than the other deformation modes like 

in AZ31 (Clausen et al., 2008; Jain and Agnew, 2007; Lentz et al., 2015; Lou et al., 2007; Proust 

et al., 2009; Risse et al., 2017). Next, twins subdivide a parent grain inducing the Hall-Petch-like 

hardening (Asgari et al., 1997; Bouvier et al., 2012; Kaschner et al., 2007; Proust et al., 2007). 

For extension twins, this type of hardening is small because they grow quickly and dislocations 

can readily be transmitted (Molodov et al., 2017). However, contraction twins are known to 

induce a significant Hall-Petch-like hardening (Knezevic et al., 2010). Finally, the Basinski-type 

hardening could arise through the transmutations of dislocations from the parent to the twin 

(Basinski et al., 1997). For this mechanism of hardening, a certain level of dislocation density in 

grains is necessary. Because twins develop early in plastic deformation of Mg, the Basinski-type 

hardening is not significant; especially at lower levels of plastic strain (El Kadiri and Oppedal, 

2010).  
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9. Results 

In this section, data sets for WE43 used to calibrate and validate the T-CPFE model are 

presented first followed by the modeling results. The data and modeling results are then used to 

elucidate the role of various slip and twinning systems and their interactions in deformation of 

WE43 as a function of strain rate. 

9.1 Experimental 

The measured tensile and compressive true stress-true strain response under a quasi-static strain 

rate and true stress-true strain response under high strain rates of WE43 are shown in Fig. 1. 

Multiple samples were deformed to fracture to verify repeatability of the results. The flow stress 

curves measured under high strain rate deformation were similar for the tested range of rates. 

The level of variation of strain rate per dynamic test is provided in the appendix A. It can be seen 

that WE43 shows predominantly decreasing strain hardening rates in quasi-static tension and 

compression, which is unusual for Mg alloys like AZ31. Only a small inflection portion of the 

work hardening rate is present for the compressive curves, which is a consequence of more 

twinning activity in compression then in tension. While initial yield stress is seen as 

approximately insensitive to the strain rate, the hardening rate, after small plastic strain, is 

greater at higher strain rates. The material exhibits small anisotropy and asymmetry in its 

response. These are attributed to the deformation modes accommodating the imposed 

deformation.  

The map in Fig. 2 shows the initial (undeformed) microstructure revealing nearly equiaxed grain 

structure with an approximate mean grain size of 𝑑𝑔 = 25 𝜇𝑚. Initial texture is moderately 

strong with the crystallographic c-axis aligned with the normal direction (ND) and tilted more 
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towards the rolling direction (RD) than towards the transverse direction (TD). Maps of deformed 

material in compression under quasi-static and high strain rates are shown in Figs. 3 and 4, 

respectively. Appendix A presents maps of the material deformed in simple tension showing that 

the extension twinning TTW 1 primarily activates during tension but much less than in 

compression. Additionally, a minor content of CTW and DTW can be seen. Change in the color 

as a function of strain indicated crystal reorientation during deformation. TTW 1 domains are red 

in the maps. Twins are highlighted in the maps by the twin vs. matrix boundary relationship 

within 5 degrees of the reflection about the twinning plane normal. The boundaries are identified 

in the magnified ‘blank’ maps by different colors. TTW 1 appears to be the favored twin in 

WE43, like in many Mg alloys such as AZ31. These twins grow fast with plastic deformation 

encompassing entire parent grains. However, TTW 2 as another c-axis extension twin is also 

present, which is unusual for alloys of Mg (Jahedi et al., 2017). Nevertheless, it has been 

observed in some highly alloyed alloys of Mg (Eckelmeyer and Hertzberg, 1970; Stanford, 2008; 

Stanford et al., 2015). While no substantial activity of CTW and DTW is found under in-plane 

quasi-static deformation in compression, these twins are active under high strain rate 

deformation. Appendix A compares image quality maps of samples deformed to fracture (~0.18 

strain) under quasi-static compression and 2250 s-1 in TD. A large fraction of the dark bands in 

the IQ map are believed to be contraction/double twins. As is evident, there is much less of the 

double twin lamellae in the material deformed under quasi-static compression then high strain 

rate deformation along the TD axis. The twin analysis suggests that double twinning is much 

more rate-sensitive than extension twinning. The volume fractions of the contraction and double 

twins is approximately 1 – 2 % in the samples deformed under the quasi-static deformation and 

approximately 5% for the samples deformed under high strain deformation, as estimated using 
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the EBSD analysis. Appendix A also shows maps for the material deformed in compression 

along ND and tension along TD. These maps also reveal the occurrence of extension twins in a 

larger amount than contraction and double twins; even though the later twins are expected to 

activate considering the texture of the material in a larger amount during contraction along ND, 

whether in ND compression or in-plane tension. Thus, the activity of contraction and double 

twins is more pronounced under high strain rate deformation than under any quasi-static 

deformation. The origin of the higher hardening rate in the high strain rate relative to the quasi-

static deformation is in the difference in deformation twinning activity, twinning modes, and 

slip-twin interactions. EBSD maps show that more deformation is accommodated by twinning 

under high strain rate then quasi-static compression. Quantitative analysis of twinning based on 

multiple maps is performed here and the results will be presented later. Figure 5 correlates the 

axis angle disorientation with grain boundary axis-angle textures for all grain boundaries after 

compression along TD at quasi-static and high strain rates. Figure 5 highlights the important shift 

in the grain boundaries fractions at high and low strain rates. The microstructure after quasi-

static compression in TD contains a large number of extension twin boundaries with a small 

fraction of contraction and double twins after a high amount of plastic strain. In contrast, the 

microstructure after high strain rate deformation contains a much larger fraction of contraction 

and especially double twin boundaries after the same amount of plastic strain. The data is based 

on evaluating multiple large EBSD scans. Texture of deformed material will be presented later 

along with the predictions of T-CPFE. The effect of the deformation mechanisms and, in 

particular, twinning on the mechanical response and texture evolution of WE43 will be 

interpreted using the model.  
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Fig. 1. Measured true stress-true strain response in simple tension, simple compression, and split-Hopkinson pressure bar 

(SHPB) compression on samples of WE43 along the directions and strain rates indicated in the plots. The quasi-static curves are 

repeated two times to facilitate the comparisons. 
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Fig. 2. EBSD inverse pole figure map and neutron diffraction stereographic pole figures showing initial microstructure and 

texture in the as-received sample of WE43. The sample direction perpendicular to the map is TD. The colors in the maps 

represent the orientation of the TD sample axis with respect to the local crystal lattice frame according to the unit triangle. 

 

 

  

TD 
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Fig. 3. EBSD inverse pole figure maps showing microstructure in the pre-compressed samples along TD under 0.001 s-1 strain 

rate at room temperature to true strain levels of (a) 0.06, (b) 0.1, and (c) fracture. The compression direction is perpendicular to 

the maps. The colors in the maps (a), (b), and (c) represent the orientation of the compression axis with respect to the local 

crystal lattice frame according to the IPF triangle. The corresponding blank maps (a’), (b’), and (c’) highlight twin boundaries 

for the four twinning modes identified in the maps with a different color as specified in the legend based on the expected twin-

parent relationships (a reflection about the twinning plane normal). 

 

 

 

(a’) (b’) 

(c’) 
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Fig. 4. EBSD inverse pole figure maps showing microstructure in the pre-compressed samples along TD under high strain rates 

indicated in the figure at room temperature to true strain levels of (a) 0.06, (b) 0.1, and (c) fracture. The compression direction is 

perpendicular to the maps. The colors in the maps (a), (b), and (c) represent the orientation of the compression axis with respect 

to the local crystal lattice frame according to the IPF triangle. The corresponding blank maps (a’), (b’), and (c’) highlight twin 

boundaries for the four twinning modes identified in the maps with a different color as specified in the legend based on the 

expected twin-parent relationships (a reflection about the twinning plane normal). 

 

(a’) (b’) 

(c’) 
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Fig. 5. Axis-angle disorientation (a, b) and correlated grain boundary axis-angle textures (c, d) between identified grains for 

compression along TD at strain rates of (a, c) 0.001 𝑠−1 and (b, d) 2250 𝑠−1 at the same true strain level of approximately 0.18. 

TTW 1 = red, CTW = yellow, type 1 DTW = green, and type 2 DTW=blue. 

9.2 Modeling 

The simple tension and compression of polycrystalline WE43 are simulated as a function of 

strain rate using the T-CPFE model. In particular, the evolution of texture and twinning along 

with the underlying predictions of active deformation mechanisms are predicted by the model. 

The prediction of relative activity of slip and twinning systems contributing to the plasticity of 

each grain during deformation is a benefit of the model. The latter predictions are governed by 

the evolution of the slip and twin resistance of the modes. The resistances are determined by the 

hardening law, which is driven by a reliable set of hardening parameters. The set of parameters 

pertaining to the hardening law within T-CPFE for WE43 will be presented shortly. These are 

(d) (c) 

(a) (b) 
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established to capture the mechanical data as a function of strain rate, as presented in the 

previous section. The relative activity of deformation modes governs the evolution of texture and 

flow stress. 

The model is initialized with the texture measured using neutron diffraction (Fig. 2), which is 

represented using 3,072 weighted crystal orientations. The texture represented using these 

orientations will be referred to as initial simulated texture. These were assigned to integration 

points of a finite element model used to simulate simple tension and compression tests (Fig. 1). 

The FE model is a cubic cell consisting of 64 eight node, full integration, three-dimensional 

continuum elements (C3D8). The cell is used for establishing the hardening parameters (i.e. the 

model calibration) and model verification. Every FE integration point contains 6 weighted 

crystal orientations (8 integration points per element * 64 elements * 6 orientations = 3,072) and 

every grain is allowed to develop multiple twin variants. Thus, the number of grains rapidly 

increases at each FE material point with deformation. As already explained, the response at each 

material point is obtained using the Taylor-type homogenization model. The latter is interrogated 

using the imposed strain i.e. strain rate based on FE model boundary conditions, which are 

consistent with the experimental tests. These were imposed as displacements along the loading 

axis with the stress free conditions on the sides (Jahedi et al., 2015). The FE model relaxes the 

Taylor-model iso-strain rate constraint and provides the overall response. The multi-level model 

is used to interpret the deformation behavior of WE43 by identifying the underlying slip/twin 

mechanisms responsible for its hardening behavior over a range of strain rates. The experimental 

data in terms of flow stress, texture, and twin volume fractions is also presented in this paper. 

Three experimental flow curves are used for model calibration. These are the tensile and 

compressive RD curves under the quasi-static deformation and the compressive TD curve at a 
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strain rate of 2250 s-1. The tensile and compressive TD curves under quasi-static deformation and 

the compressive TD curve at a strain rate of 1160 s-1 are used for model verification and 

modeling results for these curves can be regarded as predictions. The goal is to reproduce the 

experimental data in terms of flow curves, texture evolution, and twin volume fractions with a 

single set of hardening material constants.  

Figure 6 compares the measured and calculated flow stress responses of WE43 for seven tests 

and presents one prediction test (ND under 1160 s-1). The only change to the FE model from test 

to test is the prescribed loading direction and strain rate. As is evident, the model successfully 

reproduces the effect of strain rate on the hardening behavior of WE43 using the single set of 

hardening parameters. The established hardening parameters are given in Tables 1 and 2 for slip 

and twinning, respectively. On the basis of density functional theory (DFT) calculations (Kumar 

et al., 2017) and our earlier work (Zecevic et al., 2018a), we assume that the initial slip resistance 

values for pyramidal II and I has a ratio of 1.07. The parameters are demonstrated to be reliable 

by reproducing a number of flow curves constraining the model. Thus, the same initial texture 

and material parameters are used in every simulation. In particular, the high hardening rate under 

the high strain rate deformation is well captured, which is a consequence of slip/twin activity. 

The activities of underlying deformation mechanisms associated with each test are predicted by 

the model and are also shown in the figure. The decrease in hardening rates with plastic strain 

exhibited by the flow curves suggests the slip dominated deformation. However, deformation 

twins activate and the comparison between measured and predicted activity is shown in the 

figure. Some anisotropy and tension vs. compression asymmetry in the mechanical response 

develop, which is attributed to twinning and texture evolution. More twinning activates during 
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high strain rate deformation and, in particular, much more CTW and DTW activate during high 

strain rate deformation.  
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Fig. 6. Comparison of measured and calculated true stress-true strain responses in simple tension and compression for samples 

of WE43 alloy as a function of strain rate along the directions as indicated in the figure along with predicted relative activities of 

each deformation mode contributing to plasticity in both the parent grains and the twinned domains. Plotted is also the parent 

and twinned material volume fraction. The activity plots for compression along ND are given for the simulation under quasi-

static strain rate. 

Figures 7 - 9 show side by side comparison between measured and predicted texture evolution in 

RD, TD, and ND respectively. These predictions further validate the model. As is evident, the 

model calculations of texture during tension and compression are in good agreement with the 

neutron and EBSD measurements of texture for the studied range of strain rates. These 

predictions also confirm that the twinning activity is predicted well because texture evolution 

and twinning are intrinsically coupled. The prefered texture components are qualitatively 

captured in both tension and compression. The change in texture during compression is more 

prominently observed in basal poles where the re-alignment can be seen. Grains before 

compression oriented with their c-axis parallel with ND and tilted towards RD reorient such that 

their c-axis aligns with the compression direction with a pronounced tilt in TD for the RD 
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compression. Interestingly, the pole figures depict gradual reorientation of texture, which is a 

consequence of the cooperative action of slip and twinning, as opposed to a sudden change in 

texture due to profuse twinning like in AZ31. The activity of basal slip and extension twinning 

are known to be bringing the c-axis parallel to the compression direction (Ardeljan et al., 2016b; 

Carpenter et al., 2015). The comparison between texture evolution in compression under quasi-

static and high strain rate deformation indicated faster evolution of the latter then the former. 

Texture during the ND compression is not evolving substantially since most of the grains were 

initially oriented with their c-axis parallel or slightly tilted with respect to the compression 

direction. Pyramidal slip is here more active than in compression along RD and TD. Activity of 

pyramidal slip in combination with basal and prismatic slip involved more at the early stage of 

deformation is concentrating crystallographic c-axis around the ND direction. Twinning is also 

active during quasi-static compression along ND but not as much as during the compression 

along in-plane directions. As a result, the basal fiber texture strengthens, which is evident from 

the pole figures in Fig. 9. 
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Fig. 7. Stereographic pole figures showing a comparison of the measured and predicted texture evolution of WE43 deformed in 

simple tension and compression at room temperature along RD to strain levels indicated in the figure under 𝜀̇ = 10−3𝑠−1 strain 

rate. 
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Fig. 8. Stereographic pole figures showing comparison of the measured and predicted texture evolution of WE43 deformed in 

simple tension and compression at room temperature along TD to strain levels and strain rates indicated in the figure. If strain 

rate is not indicated, it is 𝜀̇ = 10−3𝑠−1.   
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Fig. 9. Stereographic pole figures showing comparison of the measured and predicted texture evolution of WE43 deformed in 

simple compression at room temperature along ND to strain levels indicated in the figure under 𝜀̇ = 10−3𝑠−1 strain rate.  
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Table 1. Hardening law material parameters for the evolution of slip resistance. The Burgers vectors for basal, prismatic, and 

pyramidal slip modes are 3.21x10-10 m, 3.21x10-10 m, and 6.12x10-10 m, respectively. The shear modulus is 16,500 MPa (Meyers 

and Chawla, 1998). 

α – slip mode 
Basal slip 

{0001}〈1̅1̅20〉 

Prismatic slip 

{1̅100}〈1̅1̅20〉 

Pyramidal slip 

{101̅1}〈112̅3̅〉 

Pyramidal slip 

{1̅1̅22}〈112̅3〉 

𝜏0
𝜶 [MPa] 31 97 215 230 

𝑘1
𝛼 [m

-1
] 7.0E7 3.0E8 1.00E8 

g
α
 0.004 0.003 0.004 

D
α 

[MPa] 245 250 285 

q
α 

 122 200 280 

𝐻1
𝜶 

 0.1 0.03 0.05 

𝐻2
𝜶 

 1.0 0.6 0.5 

𝐻3
𝜶 

 1.0 0.6 0.5 

 

Table 2. Hardening law material parameters for the evolution of twin resistance. The Burgers vectors are 1.38x10-10 m, 1.38x10-

10 m, and 9.24x10-11 m for extension 1, extension 2, and contraction twinning modes, respectively.  

β – twin mode 
Extension twin I 

{101̅2}⟨1011̅̅̅̅ ⟩ 

Extension twin II 

{112̅1}⟨1126̅̅̅̅ ⟩ 

Contraction twin 

{101̅1}⟨1012̅̅̅̅ ⟩ 

𝜏𝑐𝑟𝑖𝑡
𝛽

 [MPa] 111 143 125 

𝜏𝑝𝑟𝑜𝑝
𝛽

 [MPa] 96 131 100 

𝐻0
𝜷 

[MPa√μm] 
30 40 60 

C𝛼𝛽 , 𝛼 = 1 1.7𝐸4 − 1.9𝐸3 ln (𝜀̇) 1.4𝐸4 − 920 ln (𝜀̇) 4.0𝐸3 − 470 ln (𝜀̇) 

C𝛼𝛽 , 𝛼 = 2 2.8𝐸4 − 2.5𝐸3 ln (𝜀̇) 1.4𝐸4 − 890 ln (𝜀̇) 5.3𝐸3 − 680 ln (𝜀̇) 

C𝛼𝛽 , 𝛼 = 3 7.2𝐸4 − 1.0𝐸3 ln (𝜀̇) 4.2𝐸4 − 2.1𝐸3 ln (𝜀̇) 5.3𝐸3 − 680 ln (𝜀̇) 

C𝛼𝛽 , 𝛼 = 4 7.2𝐸4 − 1.0𝐸3 ln (𝜀̇) 4.2𝐸4 − 2.1𝐸3 ln (𝜀̇) 5.3𝐸3 − 680 ln (𝜀̇) 
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As a final form of validation of the T-CPFE model for WE43, we compare predicted and 

experimentally measured geometry of deformed cylinders in Fig. 10. The cylinders for 

comparing geometrical changes were compressed to a strain of 0.16 along RD, TD, and ND. 

Initial diameter was 10 mm for the cylinders deformed along RD and TD and 8 mm for the 

cylinder deformed along ND, while the initial height was 10 mm for all. The symbols in Fig. 10 

overlaid onto the photographs of the deformed cross sections denote the external nodal 

coordinates of the deformed FE models. The ratios between major and minor axis were 1.03, 

1.05, and 1.02 for the cylinders compressed along RD, TD, and ND, respectively. The case study 

demonstrates that the T-CPFE model is able to capture the geometric changes originating from 

the texture-induced anisotropic material flow of the alloy. 

 

 

Fig. 10. (a) A 1/8 of a cylindrical finite element model for the simple compression simulations consisted of 660 C3D8 elements. 

Every integration point initially embodies 80 crystal orientations totaling to 422,400. Every orientation is allowed to develop 

multiple twin variants and, therefore, the number of orientations at each integration point increases with strain very quickly. (b) 

Top view of the compression samples after 0.16 strain level compressed along the three directions indicated in the images. The 

external nodal coordinates of the deformed FE models are superimposed on the experimentally deformed samples of WE43.  

 

10. Discussion 

In this work, a plate of alloy WE43 was tested in tension and compression and characterized as a 

function of strain rate. The material was found to exhibit a small level of anisotropy due to 

(a) (b) 
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texture and a small level of tension vs. compression asymmetry. Hardening rates were observed 

to be a strong function of strain rate. The behavior was modeled by the recently developed T-

CPFE model. Good predictions of the flow stress response, texture, and twin volume fractions by 

the model is an indication that activities of deformation modes are correct. For a given 

deformation mode, α, the activity is calculated using 

Relative activity𝛼 =
∑ �̇�𝑠

𝛼

∑ �̇�𝑠𝑁𝑠𝑙
𝑠 + ∑ �̇�𝑡𝑁𝑡𝑤

𝑡

,                      (19) 

where the sum is over potential slip and twin systems. The value is calculated per grain, averaged 

over the cluster of grains embedded at every material point, and then finally averaged over all 

material points of the FE model. The activity plots pertain to the activity in the parent and the 

twinned domains. As is evident, the deformation in both domains is accommodated by slip and 

twinning. The model internally adjusts the relative amounts of active deformation modes based 

on the evolution of slip and twin resistances during the imposed loadings to predict the 

deformation characteristics.  

The initial slip resistance of the deformation modes in WE43 embeds the strengthening 

contributions from lattice resistance, grain boundary barrier effect (i.e. the grain size Hall-Petch-

like effect), solid solution, and precipitates shearing (Bhattacharyya et al., 2018). The hardening 

model used in the present work starts from the values of the calibrated initial slip/twin 

resistances without an explicit consideration of these strengthening effects. The grain boundary 

barrier effect could not be calibrated in the present work due to the need for flow stress data as a 

function of grain size. This mechanism, understood in terms of dislocation pile-ups at the grain 

boundary, is thus embedded in the initial resistances. Initial slip resistances can depend on strain 

rate and temperature (Ardeljan et al., 2016a; Knezevic et al., 2014b; Knezevic et al., 2013d). The 
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work presented for WE43 did not find any appreciable rate dependence, while its temperature 

dependence will be studied in future works. The ratio of the initial resistances at room 

temperature (i.e. no effect of evolution of dislocation densities, dislocation-dislocation, and 

dislocation-twin/grain boundaries interactions) for the basal, prismatic, pyramidal slip models 

and TTW 1, TTW 2, and CTW twinning modes are 1 : 3.1 : 6.9 : 3.6 : 4.6 : 4 (Tables 1 and 2). 

Comparing these ratios to basal, prismatic, pyramidal slip models and TTW mode for AZ31 of 1 

: 4.1 : 14 : 1.2 (Ardeljan et al., 2016a) reveals that the ratios for WE43 are reduced and that the 

twinning is harder to activate in WE43 than in AZ31, which is known to deform by twinning 

profusely.  

The slip/twin resistance values explicitly evolve as a function of the evolving microstructure (i.e. 

dislocation densities and barrier effects due to twinning). The hardening law used in this work 

intrinsically accounts for the effect of dynamic recovery being a function of strain rate on the rate 

of strain hardening. However, the effect is insufficient to model the hardening behavior of alloy 

WE43 as a function of strain rate. Thus, other microstructural features influence the hardening 

behavior of the ally, as elaborated next. To this end, deformation twinning is observed and 

quantified for the alloy as a function of strain rate. The Hall-Petch-like terms due to twin 

lamellae associated with particular deformation modes are considered by the model. These 

values are thus only for grains containing twins. The values are established for the first time here 

to predict the flow curves. The values associated with the CTW and DTW twins are found to be 

higher than for the TTW twins. This trend agrees with the finding that the contraction twins 

cause high barrier effects and hardening since these twins effectively cut the mean free path of 

mobile dislocations (Ardeljan et al., 2016a; Knezevic et al., 2010). In contrast, extension twins 

are known to cause a very small barrier effect because these twins grow quickly encompassing 
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grains and transmit dislocations (Molodov et al., 2017). Additionally, the Basinski effect cannot 

be significant due to the relatively small fraction of twins in WE43 compared to AZ31. TTW 1 

plays a role in the texture evolution, especially under compression. The effect is larger in the TD 

than in the RD samples because more grains with their c-axis perpendicular to the loading 

direction exist in the TD than in the RD samples. As is evident from the samples deformed to a 

strain of 0.06 in compression, texture evolves slightly faster in the RD sample than in the TD 

sample because of a higher activity of basal slip in the RD than in the TD samples. However, the 

basal pole is more pronounced in the TD samples due to a slightly larger fraction of TTW 1 and 

pyramidal slip. While basal slip and TTW 1 explain the texture reorientation in compression, the 

cooperative action of prismatic and basal slip with small twinning activity does not cause 

substantial texture evolution in tension. 

The initial texture is well oriented for the in-plane deformation by basal and prismatic slip. As is 

evident from the activity plots in Fig. 6, the most active slip mode initially is basal slip. The 

activity of prismatic slip increases rapidly with straining to cooperate with basal slip. In some 

cases, especially in tension, the activity of prismatic slip is higher than that of basal slip. The 

activity of twinning in tension is smaller than in compression. Such relative activities are the 

origin of the developed tension vs. compression asymmetry. Pyramidal slip activates within 

extension twin domains and is responsible for hardening in part because the pyramidal slip is 

harder than other slip modes. However, the activation of pyramidal slip within these twins causes 

moderate overall hardening due to a low fraction of TTW twins and pyramidal slip is not 

significantly harder in WE43 like in AZ31 due to solutes and precipitates, which harden more 

soft slip modes like basal slip and TTW. Moreover, the substantial activity of easy basal slip 

within twinned domains also suggests that the texture hardening due to twinning is moderate. 
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Thus, the contribution to hardening coming from texture (i.e. rotation of grains from softer to 

harder orientations) does not entirely explain the hardening behavior under high strain rates. 

Nevertheless, more activity of extension twinning under high strain rate deformation causes 

more hardening in such deformation conditions than in quasi-static conditions. Moreover, the 

CTW and DTW twins activate much more under high strain rate than quasi-static deformation. 

The barrier effect induced by boundaries of these twins is also hardening the alloy under high 

strain rate deformation. Thus, it is postulated here that the higher hardening rates under high 

strain rate deformation also arise from the reduction of the slip length of mobile dislocations.  

11. Conclusions 

In this paper, a multi-level crystal plasticity model, T-CPFE, is adapted to interpret the 

deformation behavior of the rare earth-containing Mg alloy, WE43, deforming by a combination 

of elasticity, slip, and twinning as a function of strain rate. Activation of slip and twinning 

deformation systems at the grain level is based on a dislocation-based hardening law. The model 

is initialized using the measured initial texture of the alloy and the evolution of texture during 

deformation due to multiple slip and twinning modes carrying out the plastic deformation is 

accounted for. Crystal lattice reorientation due to twinning is incorporated using the composite 

grain twinning model. The grain level response is homogenized using the Taylor-type crystal 

plasticity theory at the polycrystal meso-scale level at every FE material point and then using the 

FE approach over FE mesh at the polycrystal macro-scale level. 

It is observed that the alloy shows monotonically falling strain hardening in tension and 

compression along both RD and TD testing direction. Anisotropy in strain hardening in tension 

vs. compression is small under quasi-static deformation and, thus, the tension vs. compression 

asymmetry is not pronounced. However, strain hardening rates are much higher under high strain 
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rate than quasi-static deformation conditions. The model is adjusted and validated on a 

comprehensive set of data collected for the alloy in tension and compression over a range of 

strain rates up to 2250 s-1. Good agreement between the calculated and measured material 

response in terms of flow stress, strain hardening, anisotropy, and asymmetry is achieved as a 

function of strain rate using a single set of hardening parameters. Moreover, texture evolution 

and twin volume fractions are well predicted. The mechanical behavior and evolution of 

microstructure are governed by the relative amounts of active crystallographic deformation 

mechanisms. The basal slip and TTW 1 are strengthened by precipitates much more than 

prismatic and pyramidal slip modes in the alloy WE43 reducing the relative strength ratio in 

comparison to that in AZ31. The origin of small anisotropy and tension vs. compression 

asymmetry exhibited by the alloy during quasi-static deformation was found to be in less TTW 1 

and more of the prismatic slip active during tension as opposed to more TTW 1 and more of the 

basal slip activity during compression. The relative activity of twinning and especially 

contraction and double twinning modes are found to explain the higher strain hardening rates 

under high strain rate deformation than under the quasi-static conditions. In this case, while 

texture hardening is moderate, the barrier effect contribution to hardening is significant. In 

closing, it is worth indicating that since the T-CPFE model operates within FE framework, it can 

be used to simulate geometrical changes during plastic deformation of WE43 as a function of 

strain rate. While geometrical changes during simple compression are presented here, more 

complicated simulations like Taylor impact tests will be studied in the future. Such simulations 

will test whether the model can extrapolate good predictive characteristics to even higher strain 

rate regimes.  
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Appendix A 

 

Fig. A1. Strain rate vs. strain raw data showing the level of variation of strain rate per dynamic test. 

Figure A2 shows the image quality (IQ) maps of samples deformed to fracture (~0.18 strain) 

under quasi-static compression and 2250 s-1 in TD. A large fraction of the dark bands in the IQ 

map are believed to be contraction/double twins. For some of these bands, it was possible to 

confirm that the misorientation across the boundary was the expected misorientation for the 

double twin. Such observations were also made in other works (Al-Samman and Gottstein, 2008; 

Barnett, 2007b; Knezevic et al., 2010). It was also seen that these twins do not alter texture 

because the volume fraction occupied by these twins is very small, and therefore much of the 

plastic strain is most likely accommodated by the pyramidal slip. The confidence index on the 

orientation measurements inside these thin bands was low because the deformation structure 

inside these double twins is complex influencing indexable patterns. As is evident, there is less 
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of the double twin lamellae in (a) vs (b). The twin analysis suggests that double twinning is much 

more rate-sensitive than extension twinning. Figures A3 and A4 show twinning in compression 

along ND and tension along TD, respectively. As is evident, there is less twinning during 

material contraction along ND with more activity of contraction twins than along in-plane 

compression under quasi-static conditions.  

 

Fig. A2. Image quality maps showing density of twin type features in compression to fracture (~0.18 strain) along TD at (a) 0.001 

s−1, and (b) 2250 s−1 strain rates. The highlighted boundaries are type 1 DTW = green and type 2 DTW=blue. 
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Fig. A3. An EBSD inverse pole figure map and corresponding IQ and blank maps showing microstructure in the pre-strained 

sample in simple compression along ND under 0.001 s-1 strain rate at room temperature to a true strain level of 0.15. The 

compression direction is perpendicular to the map. The colors in the map represent the orientation of the compression axis with 

respect to the local crystal lattice frame according to the IPF triangle.  
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Fig. A4. EBSD inverse pole figure maps showing microstructure in a pre-strained sample that was loaded in simple tension 

along TD (top) and RD (bottom) to a true strain of 0.05. The tension experiments were performed at a strain rate of 0.001 s-1 and 

at room temperature. The tensile direction is perpendicular to the maps. The colors in the maps represent the orientation of the 

tensile axis with respect to the local crystal lattice frame according to the IPF triangle. The corresponding blank maps highlight 

twin boundaries with colors as in Fig. A3.  
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Chapter 3: A crystal plasticity finite element model embedding strain-

rate sensitivities inherent to deformation mechanisms: Application to 

alloy AZ31 

 

This chapter was submitted to the International Journal of Plasticity on October 4th 2020 and is 

currently under review.  

 

My contribution to this work was to work with Dan Savage to implement the K-Mod 

improvements to the CPFE code along with modernizing the code and making it thread safe. 

After the code was modified, I preformed the refitting of the code for AZ31 Mg Alloy and 

accompanying analysis. As part of this refitting I created several automation scripts to run any 

number of simulations simultaneously and extract the data and create figures. I created all the 

figures and tables The text was written in a standard student-mentor relationship.  
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Abstract  

The fundamental power-law relationship representing the flow rule in crystal visco-plasticity 

ensures uniqueness in the selection of slip systems accommodating imposed plastic strain-rates. 

The power-law relationship also introduces an artificially high strain-rate sensitivity in crystal 

plasticity simulations, unless a high value of the power-law exponent is used. However, the use 

of high values for the exponent is limited by numerical tractability. This paper presents a 

numerical method implemented in a crystal plasticity finite element (CPFE) model for 

embedding any value of the power-law exponent reflecting the true material strain-rate 

sensitivity. Importantly, the method does not increase computation time involved in the 

simulations. The enhanced CPFE model is used to interpret and predict a complex strain-rate 
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sensitive response and microstructural evolution of AZ31 Mg alloy. Measured values of strain-

rate sensitivity for slip and twinning modes are used in the simulations. Calculations show that 

the model successfully captures the phenomena pertaining to the effect of increasing the strain-

rate on the mechanical response including flow stress and evolution of texture and twinning for a 

broad range of strain-rates ranging from 10−3 s−1 to 103 s−1 and loading orientations in tension and 

compression. It is shown that such predictions are a consequence of not only relative amounts of 

slip and twinning activities driven by a set of accurately characterized hardening law parameters 

but also values of the strain-rate sensitivities inherent to individual deformation mechanisms. 

Besides, the model validates the measured strain-rate dependency of deformation mechanisms 

while accurately reproducing the mechanical data. Hence, the model can also be used to either 

infer or verify strain-rate sensitivity per deformation mechanism by reproducing experimental 

data.  

 

Keywords: A. Microstructures; B. Elastic-viscoplastic material; B. Rate-dependent material; B. 

Crystal plasticity; C. Finite elements; T-CPFE UMAT   
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1. Introduction 

The overall constitutive behavior of polycrystals stems from the collective deformation behavior 

of constituent crystals/grains having local crystal orientation, size, and shape (Kocks et al., 

1998).  The relationship between the local deformation behavior at the grain-level and that of the 

polycrystalline aggregate is established using homogenization schemes. To this end, the mean-

field (e.g. the Taylor-type or self-consistent (SC)-type (Lebensohn and Tomé, 1993; Wu et al., 

2007a)) and the full-field (e.g. the crystal plasticity finite element (CPFE)-type or Green’s 

function fast Fourier transform (FFT)-type (Kalidindi et al., 1992; Lebensohn et al., 2012)) 

theories are used. The mean-field models are more computationally efficient, while the full-field 

models are more accurate because they account for local grain-to-grain interactions. An 

important advantage of the mean-field models is their ability to efficiently handle the crystal 

lattice reorientation associated with deformation twinning. Several approaches have been 

developed in the literature for the modeling of twinning within the mean-field models like the 

predominant twin reorientation model (Tomé et al., 1991; Van Houtte, 1978), total Lagrangian 

model (Fast et al., 2008; Kalidindi, 1998; Wu et al., 2007a; Wu et al., 2007b), and composite-

grain (CG) model (Proust et al., 2007). In contrast, modeling twin lamellae as discrete domains 

in spatially resolved full-field models has been attempted only recently (Ardeljan and Knezevic, 

2018; Ardeljan et al., 2015b; Kumar et al., 2015). However, such models have been primarily 

used for understanding of the mechanical fields associated with twin lamellae formation rather 

than for modeling of large plastic deformation of polycrystals (Knezevic et al., 2015).  

In the CPFE-type models, a material point can embed a single crystal (Ardeljan et al., 2014; 

Ardeljan et al., 2015a; Diard et al., 2005; Fernández et al., 2013; Staroselsky and Anand, 2003) 

or a polycrystal whose response is obtained by a homogenization scheme. Formulations for the 
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latter approach generally embed either SC models (Segurado et al., 2012; Zecevic et al., 2017) or 

Taylor models (Ardeljan et al., 2016) at FE integration points. Accordingly, these multi-level 

models combine the two theories i.e. the FE full-field mechanics technique at a higher level and 

a mean-field technique at a lower level into a single approach, which takes advantage of both the 

computational speed of the mean field theories and the accuracy afforded by relaxing 

homogenization assumptions. In the present work, we adopt the modeling approach 

incorporating the Taylor-type model at each FE integration point developed in (Ardeljan et al., 

2016) and later used in (Feather et al., 2019). The combined multi-level model is referred to as 

T-CPFE. Importantly, the modeling approach relaxes the iso-strain constraint assumption of the 

Taylor-type model formulation imposed over the entire polycrystal. Since the polycrystal is 

distributed over finite elements (i.e. FE integration points), the FE solver interrogates every sub-

polycrystal as a separate Taylor-type model at every integration point with an imposed 

deformation gradient. As the deformation gradient varies spatially based on boundary conditions 

imposed over the FE mesh, the iso-strain constraint intrinsic to Taylor-type models is relaxed. 

While the iso-strain constraint assumptions is imposed over the sub-polycrystal embedded at an 

FE integration point, it is relaxed at the level of the entire polycrystal spanning over the entire FE 

mesh. The T-CPFE model at the grain-level incorporates the advanced CG twinning model while 

retaining the original Lagrangian numerical scheme. The twinning model allows multiple twin 

variants to form per grain. Finally, the model incorporates a dislocation density-based (DD) 

hardening law for the evolution of slip and twin resistances.  

In this paper, the T-CPFE model is advanced to make deformation mechanism-level strain-rate 

sensitivities computationally feasible, thereby enabling the rate sensitivity behavior of alloy 

AZ31 to be modeled over a wide range of strain-rates. Since the alloy has a hexagonal closed 
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packed (HCP) crystal structure and activation stresses vary between deformation modes, its 

deformation behavior is highly anisotropic (Akhtar, 1973; Partridge, 1967; Yoo, 1981). The 

plasticity in the alloy is carried out by a combination of crystallographic slip (basal, prismatic, 

and pyramidal slip modes) and deformation twinning (extension and contraction twinning 

modes). Activation stresses for these modes depends on strain-rate and temperature (Akhtar, 

1975; Akhtar and Teghtsoonian, 1969) and highly varies across the modes inducing strong 

plastic anisotropy with texture (Ishikawa et al., 2005; Khan et al., 2011; Watanabe and Ishikawa, 

2009). Moreover, activity of deformation modes varies with loading paths. As a consequence of 

such variation, a sheet of AZ31 exhibits strong strain-rate sensitivity during in-plane tension and 

through-thickness compression, while approximately no strain-rate sensitivity during initial 

straining in-plane compression. The underlying reason is slip dominated deformation in the 

former cases and extension twin-dominated deformation in the latter case (Khan et al., 2011; 

Kurukuri et al., 2014). At higher strain levels, the strain-rate sensitivity for in-plane compression 

increases due to activation of the multiple slip modes. Such observations reveal that basic 

deformation mechanisms exhibit different strain-rate sensitivities.  

Measurements for alloy AZ31 show that basal slip and twinning modes are approximately 

independent of strain-rate across a broad range of temperatures with strain-rate sensitivity 

coefficients of 𝑚𝛼=1 = 1 × 10−6 for the basal slip mode and 𝑚𝛽 = 1 × 10−6 for the twinning 

modes (Korla and Chokshi, 2010; Watanabe and Ishikawa, 2009). In contrast, the strain-rate 

sensitivity coefficients for the prismatic and pyramidal slip modes were estimated to be 𝑚𝛼=2 =

2.35 × 10−2 and 𝑚𝛼=3 = 7.42 × 10−3, respectively (Ulacia et al., 2010; Watanabe and 

Ishikawa, 2009). Despite the fact that these individual values per mode are established, a single 

coefficient of strain-rate sensitivity for all modes is commonly used in modeling the strain-rate 



114 
 

dependent behaviors of Mg alloys using crystal plasticity. Therefore, current models disregard 

the distinction of strain-rate sensitivity among different deformation mechanisms. The model in 

the work of (Wang et al., 2018) utilized a variable strain-rate sensitivity over deformation modes 

and successfully predicted strain-rate sensitive response of AZ31 over a range of imposed strain-

rates; however, the experimentally measured values per deformation mode were still not 

numerically achieved, limiting the range of imposed strain-rates that the model captured. The 

development of crystal plasticity models that work for a wide range of imposed strain-rates is 

very challenging for metals and alloys such as Mg, which have several deformation modes. Low 

values of strain-rate sensitivity coefficient increase the stiffness of nonlinearity in the governing 

equations leading to computational failure.  

In this paper, numerical robustness of the T-CPFE model is enhanced to consider measured 

values of strain-rate sensitivity per deformation mode. The developments here are motivated 

primarily from the fact that many metals exhibit low strain-rate sensitivity and often as function 

of deformation mode, the case with Mg alloys (Chapuis and Liu, 2019). The motivation also 

comes from an observation made in (Savage et al., 2017) that void growth-rates in voided cell 

computations introduce a strain-rate effect in the observed pressure dependence of the material. 

Such effects should be removed when studying the pressure dependence and comparing to 

analytical criterion. As such, we seek to implement a robust numerical scheme in the T-CPFE 

model to eliminate the artificial scaling effect on stress with imposed strain-rate. The 

implementation relies on the visco-plastic power-law flow-rule, which relates the shearing-rate 

of a deformation system to the stress resolved on the system plane and in the glide direction 

(Hutchinson, 1976). The exponent n of the power-law relationship is the deformation system-

level equivalent of the inverse of the strain-rate sensitivity coefficient m, which represents the 
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dependence of the activation stress on strain-rate for fixed 𝜏𝑐
𝑠. The strain-rate sensitivity of 

material response m is 1/n with n defined as the slope of the ln-ln flow stress-strain-rate curve 

(Follansbee and Kocks, 1988; Hosford, 2010), 𝑛 =
∂ln �̇�

𝜕 ln 𝜎
|

𝜀
. The value of n is a deformation 

mechanism property, which can be measured experimentally from flow stress curves recorded at 

different strain-rates for a static i.e. fixed/constant microstructural state. Note that if 

microstructure evolves then the strain-rate sensitive flow stress is a consequence of a 

combination of the exponent, n, and evolving 𝜏𝑐
𝑠(𝜀̇).  

Grains deforming plastically accommodate strain using a subset of available slip/twin systems. 

As multiple slip and twinning systems are involved, a sound criterion for activating these 

systems must be adopted. This can be achieved through the visco-plastic power-law formulism, 

which introduces strain-rate sensitivity into the deformation physics. In addition to representing 

the inverse of strain-rate sensitivity, sufficiently high value of the visco-plastic power-law 

exponent n ensures uniqueness in the solution to active slip/twin systems accommodating 

imposed strains. The distribution of shearing among the systems is collectively referred to as 

slip/twin activity. Predicting such activity is fundamental to predicting the flow strength and 

reorientations of the crystals. Due to numerical issues, the exponent n used e.g. in visco-plastic 

SC model is typically 20, which corresponds to m = 0.05. The value of n = 20 ensures 

uniqueness in selected deformation systems but much higher values than n = 20 are needed to 

accurately model the actual material strain-rate sensitivity at a constant resistance to slip/twin 𝜏𝑐
𝑠 

i.e. constant/static microstructure.  

It is important to recognize that the strain-rate sensitivity embedded in the exponent for constant 

𝜏𝑐
𝑠 in conjunction with the strain-rate sensitive evolution of slip resistances, 𝜏𝑐

𝑠, describe strain-
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rate sensitive material behavior. The later contribution is described by the thermodynamic theory 

of slip, which states that dislocation glide is thermally activated in the strain-rate ranging 

approximately from 10-5 s-1 to 105 s-1 (Kocks et al., 1975; Mecking and Kocks, 1981). Such 

strain-rate sensitive dislocation glide occurring in every plastically deforming grain in a 

polycrystal causes the macroscopic flow stress of the polycrystal to depend on strain-rate and 

temperature (Follansbee, 1986). Crystal plasticity modeling aims to relate the strain-rate 

sensitive glide of dislocations to the deformation of a grain or set of grains as well as to represent 

the constant structure strain-rate sensitivity under an imposed strain-rate and temperature 

conditions. Low values of n like 20 – 100 introduce an inaccurate decoupling between the strain-

rate sensitive response of constant structure and strain-rate sensitive evolution of 𝜏𝑐
𝑠 i.e. structure 

evolution. These issues are widely recognized (Kok et al., 2002; Wang et al., 2018; Zecevic et 

al., 2016) and this work offers a viable solution within T-CPFE.  

In this article, a computationally efficient numerical procedure allowing for any value of the 

exponent governing material strain-rate sensitivity m is introduced into T-CPFE following the 

work involving a SC model presented in (Knezevic et al., 2016) on polycrystalline Cu, which 

deforms by a single slip mode. The numerical method is termed the k-modification (k-mod) 

method. Until this original work, the use of these measured values of strain-rate sensitivity 

coefficients in crystal plasticity models was limited by numerical tractability i.e. the models were 

not able to take these measured values of strain-rate sensitivity per deformation mechanism. 

Taking advantage of these numerical improvements and advances made in the present work, 

measured values of strain-rate sensitivity per deformation mechanisms are employed in T-CPFE 

to investigate the strain-rate dependent behaviors of alloy AZ31 at room temperature. It is shown 

that the strain-rate dependent behavior of the alloy from 10-3 s-1 to 103 s-1 can be accurately 
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described by an accurate representation of strain-rate sensitivity associated with operative 

deformation mechanisms. The model accurately predicts flow stress and microstructure 

evolution for a broad range of strain-rates as a result of not only differing relative amounts of slip 

and twinning activity driven by a set of accurately characterized hardening law parameters but 

also deformation mechanism-level strain-rate sensitivities. Accordingly, the evolution of texture, 

anisotropy, asymmetry, and hardening behavior can be modeled across a wide range of applied 

strain-rates.  

2. Modeling framework  

The numerical scheme of the finite deformation crystal plasticity finite element (CPFE) model 

originally presented in (Kalidindi et al., 1992) is briefly summarized. In particular, the salient 

parts are outlined so that the proposed extension of CPFE and its implications to the numerical 

procedure have context. With this goal in mind, the kinematics and constitutive choices are 

focused on, while dislocation density-based hardening for slip and twinning (Ardeljan et al., 

2016) is provided in appendix A. The particular version extended here is the T-CPFE (Ardeljan 

et al., 2016), which is a multi-level model linking the macro FE level at the highest scale and the 

Taylor-type polycrystalline model constitutive response at an integration point wherein the 

lowest level response of individual grains driven by slip/twinning is homogenized. The T-CPFE 

is implemented in finite element software ABAQUS as a user material subroutine (UMAT). The 

implicit finite element solver iteratively provides a best guess at time,   (t+Δt), of the 

deformation gradient, 𝐅, for each gauss integration point in the finite elements based on the 

boundary conditions of the FE model. A set of state variables for each grain such as dislocation 

density for slip systems and twin volume fraction for each twin variant per grain is available 

from the previous increment, t. The UMAT updates the state variables, returns the volume 
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average Cauchy stress, �̅�, and returns the Jacobian (i.e. the mapping between change in Cauchy 

stress components with respect to each component of the logarithmic strain) at the integration 

point. If the principles of virtual work are satisfied (boundary conditions and stress equilibrium), 

the solver moves on to the next time increment, otherwise the state variables are reset to the last 

converged state, and the updated Jacobian is used to create a new guess for the deformation 

gradient. Note that the Jacobian changes rate of convergence and whether convergence is 

achieved, but does not affect the solution. The following notation is utilized: tensor quantities are 

bold; tensor components and scalars are italic and not bold; indices s, α, t, and β denote slip 

systems, slip modes, twin systems, and twin modes, respectively; ∙ is a dot product; and ⊗ is a 

tensor product.  

2.1 Overview of CPFEM 

Since each FE integration point may be a polycrystal due either to twinning or including multiple 

grains (i.e. a Taylor polycrystalline aggregate), the Cauchy stress is taken as a volume average of 

crystal stresses at the integration point  

1

grainsN

k k

k

v
=

= = σ σ σ

,   (1) 

where the sum of grain volume weights, v , is unity and  denote the volume average.  

The weighted grains embedded at an FE integration point undergo the same applied deformation 

gradient, F, which is the intrinsic assumption of the Taylor model. The multiplicative 

decomposition of F leads to its plastic and elastic portions as 

𝐅 = 𝐅𝑒𝐅𝑝.                                                                                                        (2) 
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In this decomposition, the intermediate configuration is plastically deformed by 𝐅𝑝 and is stress-free 

meaning that the crystal lattice remains aligned with that in the undeformed configuration. The lattice 

stretch and rotation is accounted by 𝐅𝑒. The rate of change of 𝐅𝑝 is 

�̇�𝑝 = 𝐋𝑝𝐅𝑝,                          (3) 

which after the integration from the time at the beginning of the strain increment, t, to the end of 

the increment,  = t+Δt, is  

𝐅𝑝(𝜏) = 𝑒𝑥𝑝(𝐋𝑝∆𝑡)𝐅𝑝(𝑡).               (4) 

The grain stress-strain relationship is  

𝐓 = 𝐂𝐄𝑒 , with 𝐓 = 𝐅𝑒−1
𝛕𝐅𝑒−𝑇

= 𝐅𝑒−1
{(𝑑𝑒𝑡𝐅𝑒)𝛔}𝐅𝑒−𝑇

 and  𝐄𝑒 =
1

2
{𝐅𝑒𝑇

𝐅𝑒 − 𝐈},        (5) 

where, 𝐂 is the fourth-order elasticity tensor, 𝐓 is the second Piola-Kirchhoff stress, which is the 

pull-back from current configuration of the contravariant Kirchoff stress τ  (also known as the 

weight Cauchy stress) , and 𝐄𝑒 is the Lagrangian strain. The elasticity stiffness tensor per grain is 

calculated based on the single-crystal elastic constants for Mg:  C11 = 59,500 MPa, C12 = 26,100 

MPa, C13 = 21,800 MPa, C33 = 65,600 MPa, C44 = 16,300 MPa (Slutsky and Garland, 1957). In 

order to calculate the stress, 𝐅𝑒 must be known from 𝐅𝑒 = 𝐅𝐅𝑝−1
= 𝐅𝐅𝑝−1

(𝑡){𝐈 − ∆𝑡𝐋𝑝}. In 

order to evaluate 𝐋𝑝, the applied velocity gradient tensor, L, corresponding to F, is additively 

decomposed to its elastic part, 𝐋𝑒, and plastic part, 𝐋𝑝. The plastic part accounts for plasticity due 

to slip and twinning. These kinematics equations are 

𝐋 = 𝐋𝑒 + 𝐋𝑝 = 𝐋𝑒 + 𝐋𝑠𝑙 + 𝐋𝑡𝑤 = 𝐋𝑒 + ∑ �̇�𝑠𝐒0
𝑠𝑁𝑠𝑙

𝑠 + ∑ 𝑓̇𝑡𝑆𝑡𝐒0
𝑡𝑁𝑡𝑤

𝑡 ,                            (6) 

where 𝐒0
𝑠 = 𝐛0

𝑠⨂𝐧0
𝑠  and 𝐒0

𝑡 = 𝐛0
𝑡 ⨂𝐧0

𝑡  are reference Schmid tensors for slip and twinning 

systems s and t, respectively, �̇�𝑠 is the rate of shearing, 𝑆𝑡 is the twin system shear strain, and 
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𝑓̇𝑡 =
�̇�𝑡

𝑆𝑡 is the rate of twin volume fraction evolution, which is the pseudo-slip model (Kalidindi, 

1998; Van Houtte, 1978). The Schmid tensors are based on the geometry of slip/twin system 

vectors, 𝐛0
𝑠  and 𝐛0

𝑡  are Burgers vectors and 𝐧0
𝑠 , and 𝐧0

𝑡  are plane normal vectors. These vectors 

are time independent i.e. are in the reference configuration, 0. 𝑁𝑠𝑙  and 𝑁𝑡𝑤 are total number of 

slip and twin systems.  

The standard power-law relationship of crystal visco-plasticity can be used to calculate the shear 

strain-rates for slip and twinning, �̇�𝑠 and �̇�𝑡, (Asaro and Needleman, 1985; Hutchinson, 1976; 

Kalidindi, 1998). Since the equation is equivalent for slip and twinning, for slip systems s, it is 

γ̇
s
=γ̇

0
(

|τs|

τc
s(�̇�,𝑇)

)

1

m
sign(τs),                              (7) 

where the resolved shear stress is calculated using 𝜏𝑠 = 𝐓 ∙ 𝐒0
𝑠, 𝜏𝑐

𝑠 is the slip systems resistance, 

�̇�0 is the reference shearing rate used to scale the applied strain-rate (�̇�0 = 0.001 s−1), and 𝑚 is 

the strain-rate sensitivity. The power-law exponent, 
1

m
= 𝑛, must be sufficiently high to ensure 

proper selection of slip/twin systems and, at the same time, should not introduce any extraneous 

constant structure (i.e. constant 𝜏𝑐
𝑠) strain-rate sensitivity. The latter is recognized as a significant 

issue when attempting to simulate high strain-rate deformation using crystal visco-plasticity 

models (Knezevic et al., 2016; Zecevic et al., 2016). The strain-rate sensitivity introduced by the 

power-law relation reduces as n increases. The strain-rate sensitivity embedded in the exponent 

should not be confused with the strain-rate sensitive evolution of slip resistances, 𝜏c
s, as 

described by the thermodynamics of slip (Follansbee and Kocks, 1988; Kocks et al., 1975). The 

evolution of slip/twin resistances, 𝜏𝑐
𝑠, originates from the evolving structure. The aim of the 

present work is both to relate the strain-rate sensitive glide of dislocations to the deformation of a 
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grain or set of grains (see the hardening law appendix A) and to represent the constant structure 

strain-rate sensitivity under an imposed strain-rate, as detail below.  

2.2 Computationally efficient representation of strain-rate sensitivity per slip/twin mode using 

the k-modification (k-mod) method 

The power-law visco-plasticity theory has proven effective in determining the single crystal yield 

surfaces of materials with many potential slip/twin systems. However, the power exponent also 

controls the strain-rate sensitivity of the response such that for n→ , the shear-rates and stress 

become rate insensitive; however, increasing n  above 100 is not computationally attractive since 

the simultaneous equations in 𝑻 and 𝜏𝑐
𝑠 becomes too stiff to solve numerically or take a 

prohibitive number of iterations (Knezevic et al., 2016). Conversely, if n  is too small (n < 20), 

the selection of active slip systems is affected. 

The symmetric part of 𝐋𝑝 is the plastic rate of stretching tensor 

𝐃𝑝 =
1

2
(𝐋𝑝 + 𝐋𝑝𝑇

),  (8) 

which is deviatoric, and an equivalent strain-rate to it is 
2

3

p p = D D . The same rate of 

stretching is applied to every crystal, c, in a Taylor polycrystal, i.e. 

c c= =D D D
,   (9) 

with  

, ,,c cp s c s

s

= D P
,   (10) 
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where ( )( ),

0

, ,

0 0

1

2

T
s c s c s c= + SP S  is the symmetric part of the Schmid tensor for crystal c. The 

superscript c will be omitted from writing in the crystal equations that follow. In case the applied 

rate of stretching is scaled by  , Eq. (10) and Eq. (7) lead to 
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0 1
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For constant 𝜏𝑐
𝑠, the equation on the right governs a strain-rate sensitive response that scales 

inversely with n. Evidently, the stress is scaled as 
1

n Τ , and raising n  has the effect of removing 

the strain-rate sensitivity, i.e. 
1

1lim n

n


→
= . Fig. 1 shows the effect of the power-law exponent of n 

= 20 (strain-rate sensitivity of m = 0.05) on stress-strain response of the alloy AZ31 in simple 

tension as a function of imposed strain-rate,   (i.e. the scaling of the applied rate of stretching 

like pD ). The reference shearing rate was constant, �̇�0 = 0.001 s−1. The same value of n is 

used for every deformation mode, α and β. As is evident, the standard power-law equation of the 

visco-plasticity theory requires a correction to remove the superfluous strain-rate sensitivity that 

is introduced with inaccurately low values of n (i.e. high values of m).  
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Figure 1. Effect of the power-law exponent of n = 20 on the alloy AZ31 response in simple tension as a function of imposed strain-

rate as indicated in the legend. The same value of n is used for every deformation mode α and twin mode β.  

The complexity for finding the solution of crystal stress given an imposed deformation scales 

with increasing value of the power-law exponent n. The value of n representative for strain-rate 

sensitive behavior of many metals is difficult to achieve numerically. Commonly used Newton-

Raphson (NR) solution procedures converge for n in the range up to n = 50. Modified NR 

solution procedures are required to reach to about n = 100. As mentioned, for most metallic 

materials, such as stainless steel and Cu, the value of n needs to be significantly greater in order 

to capture their strain-rate sensitive response (Chen and Gray, 1996; Follansbee and Kocks, 

1988; Hosford, 2010; Knezevic et al., 2013a; Knezevic et al., 2016). Modified NR procedures 

often encounter convergence problems for n > 100. As a result of n > 100, the non-linear 

equations turn out to be extremely stiff and prohibitively challenging to solve for stress. A way 

to achieve values of n representative of the strain-rate sensitivity of actual metallic materials 

numerically is adding an additional solution procedure loop to incrementally increase n. To this 

end, an obtained solution for a given n is used as a guess to calculate the next solution 
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corresponding to a higher n. Such a solution procedure is computationally prohibitive and 

unpractical.  

Another approach consists of eliminating the strain-rate sensitive response by embedding the 

norm of an applied rate of stretching, p
D , into the reference shear rate, �̇�0. The approach makes 

the model strain-rate insensitive. A change in the magnitude but not sense of the applied rate of 

stretching, pD , will not change stress provided that 𝜏𝑐
𝑠 is constant with strain-rate because 

0

p = D . The typical value of n used in this approach is n = 20, which ensures the proper 

selection of slip/twin systems and is efficient. The approach was used in many prior studies 

(Feather et al., 2019; Knezevic et al., 2013d; Kok et al., 2002). However, in addition to not 

capturing strain-rate sensitive response of materials, this approach has another major issue when 

attempting to implement it into FEM (Knezevic et al., 2013b; Knezevic et al., 2013c; Segurado 

et al., 2012; Zecevic et al.; Zecevic et al., 2015). Since the stress is no longer a function of p
D  

but a function of four components of the normalized rate of stretching 
p

p

D

D
, the solution for 

stress has dependent components. The Cauchy stress required by Abaqus will only have five (not 

six) independent components.  

A solution to this problem allowing any value for the strain-rate sensitivity while being 

computationally efficient is a so-called the k-mod method (Knezevic et al., 2016), which is 

summarized in the remainder of this section. The method is implemented in the T-CPFE model 

per deformation mode to model the strain-rate sensitive behavior of alloy AZ31.  

The key component of the k-mod method is an appropriate modification of the applied rate of 

stretching at every FE integration point before evaluating the constitutive function for stress at 
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the grain level. Specifically in place of any applied rate of plastic stretching denoted now by 

,p app
D , we use a modified rate of stretching, p

D , to solve for stress 

1,
, 1

,

p app
p p app k

p app

+=
D

D D
D

.        (12) 

As k increases, the norm of p
D  approaches unity. The inverse relationship is 

, , 1

k
k

p app p p app p pk+= =D D D D D . Thus, the norm of p
D  is the (k + 1)th root of ,p app

D . Note that 

powers and norms do not apply to the units but only to the values. Because 𝐃𝑒 is small for a 

plasticized grain, whether we modify the plastic 𝐃𝑝,𝑎𝑝𝑝 or the total 𝐃𝑎𝑝𝑝 in Eq. (12), results are 

not appreciably different. Since evaluating 𝐃𝑝,𝑎𝑝𝑝 requires an additional loop for the implicit 

integration, we elect to use 𝐃𝑎𝑝𝑝 in order to avoid the computational cost associated with the 

third loop. The rate of deformation tensor 𝐃𝑎𝑝𝑝 is provided as an Abaqus UMAT variable. As a 

result, the k-mod method introduces the following scaling to the stress while governing the 

amount of strain-rate sensitivity  
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The equation states that if the applied rate of stretching is arbitrarily altered to appD , the k-mod 

method modifies the rate of stretching from p
D  to 

1

1 pk + D . As a consequence, the grain stresses, 

Τ  i.e. σ  scales according to ( )
1

1k n


+
  and, as a result, the homogenized macroscopic stress scales 
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according to ( )
1

1k n


+
σ . Note that, the scaling in Eqs. (11) and (13) has the same form, but in the 

former case the scaling is only by n (
1

n Τ ), while in the latter case by a combination of n and k (

( )
1

1k n


+
 ). It should also be noted that the increase in k affects the scaling of the stretching and 

stress tensors but does not affect the relative contribution of active slip/twin systems. Selection 

of slip/twin systems and the strain-rate direction are defined only by n.  

Grain stress solutions are different with n or with a combination of n and k as seen from Eqs. 

(11) and (13), respectively. To appreciate this scaling of the stress, consider the same scaling of 

the applied strain-rate (i.e. the rate of stretching pD ) as in Fig. 1, while keeping the constant 

value for the reference shearing rate, �̇�0 = 0.001 s−1. In the k-mod approach, any value of a 

strain-rate sensitivity as the material property can be realized by a combination of n and k. It is 

convenient to set n = 20 because it ensures proper selection of slip/twin systems and is 

computationally efficient, while only vary k. The scaling is demonstrated by rerunning the 

simulations from Fig. 1 after setting 19k =  and keeping 20n =  (i.e. (k + 1)n = 400). The curves 

from Fig. 1 converge to a strain-rate sensitive response of m = 0.0025 in Fig. 2. The sensitivity of 

0.0025 is typical for Cu (Follansbee, 1986) and many steels (Poulin et al., 2019). It should be 

noted that the exponent of 400 can also be achieved either by n = 400 and k = 0 or another 

combination of n and k like n = 50 and k = 7. These would produce the same results but would 

not be as efficient as the combination of n = 20 and k = 19 because the computational time to 

solve for the stress given the rate of stretching increases with n to 50 or to 400 but remains the 

same with increase in k. Changing the value of k does not influence the time to solving the 

power-law with a given value of n. Importantly, different combinations of n and k can be used 

per slip/twin mode governing their individual strain-rate sensitivities.  
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Figure 2. Effect of the power-law exponent of n = 20 and k = 19 on the alloy response in simple tension as a function of imposed 

strain-rate as indicated in the legend. The k-mod formulation of n(k + 1) = 400 acheves approximatelly a strain-rate insensitive 

response, which corresponds to the imposed strain-rate of 1.0. The same values of n and k are used for every deformation mode, α 

and β.  

 

As the k-mod method alters the rate of plastic stretching accommodated by grains from ,p app
D  to 

p
D , to ensure that the grains actually accommodate the applied rate of stretching, ,p app

D , the 

calculated shearing rates scale using  
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such that the shearing rates are normalized in CPFE as  
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Finally, as the Jacobian matrix plays a central role in the rate of convergence of the equilibrium 

governing equation in the FE framework (Bathe, 1996), a modification to the analytical CPFE 



128 
 

Jacobian matrix due to the k-mod implementation is implemented. The overall Jacobian matrix is 

defined as a derivative of the Cauchy stress tensor with respect to the logarithmic strain tensor 

provided by ABAQUS. The matrix revises the deformation field at each FE integration point in 

order to iteratively satisfy the principle of virtual work using the Newton-type implicit FE 

iterations (Anand, 2004; Delannay et al., 2003). To accommodate the k-mod, the modification 

pertains to the relationship between 
mod

s

k −
and T  i.e. mod

s

k

MT

 −


 as follows 

m 1od

k
a

s s

k

M

pp k

MT T

 − +
 

=
 

D             (16) 

where 
s

MT




 is computed as in the original model. If the plastic 𝐃𝑝,𝑎𝑝𝑝 were modified in Eq. 

(13) instead of the total 𝐃𝑎𝑝𝑝, an analytical form for the derivative 
𝜕𝐃𝑝,𝑎𝑝𝑝

𝜕𝐓
 would be involved in 

Eq. (16) and would introduce a matrix inversion operation, which is computationally expensive. 

We have determined that the use of 𝐃𝑎𝑝𝑝 has a negligible impact on accuracy, even in 

applications with rapid fluctuations of applied strain-rates such as in Taylor cylinder impact 

simulations.  

In closing this section, we mention that while modifying the T-CPFE model for the inclusion of 

the k-mod method, we enabled the uses of threaded parallelization in the code, while still 

maintaining the option to uses MPI parallelization. Threaded parallelization is a shared memory 

parallelization method where all parallel workers or ‘threads’ have access to all the variables all 

of the time. As opposed to MPI parallelization where each parallel worker or ‘process’ has its 

own copy of all the variables that only it has access to. This does not have inherent performance 

improvements but in an application such as CPFE where there are several arrays that are of size 
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(# elements, # integration points, # of crystals per integration) this reduces the number of 

duplicates of these potentially very large arrays which is required for each MPI process. To 

quantify the benefit of this change a 64 element model with 6 grains embedded at each 

integration point was run with each version of the code, with 16 CPUs each. The memory usage 

of this simulation was 6.68 GB for the old MPI only version of the model, and 0.70 GB for the 

threaded parallelization version. This is about a 90% decrease in memory requirements, enabling 

the use of larger element count models. A computer workstations of Intel(R) Xeon(R) Gold 6130 

CPU @ 2.10 GHz with 32 physical cores and 772 GB RAM was used to perform the simulations 

in this work.  

3. Experimental data  

Experimental data utilized in the present work are taken from (Kurukuri et al., 2014) for a rolled 

sheet of alloy AZ31B (3.0% Al, 1.1% Zn, 0.49% Mn) in the annealed condition (O-temper) with 

equiaxed grains and a 12 µm average diameter. Pole figures showing the initial texture in the 

sheet are shown in Fig. 3. The sheet exhibits a typical, strong basal texture with the majority of 

grains in the sheet being oriented with their crystallographic c-axes along the sheet normal 

direction (ND). There is more spreading/tilting in the rolling direction (RD) compared to the 

transverse direction (TD). The sense of loading (tension, compression) and orientation of loading 

(RD, TD, ND) relative to the initial crystallographic texture govern the activity of deformation 

mechanisms accommodating the plasticity.  

In the work of (Kurukuri et al., 2014), the alloy was tested under strain-rates ranging from 

10−3 s−1 to 103 s−1 at room temperature. To characterize the effect of sheet orientation and strain-

rate on flow stress anisotropy and tension/compression asymmetry, the strain-rate sensitive flow 

stress was measured in tension along the RD, 45°, and TD and in compression along the RD, 
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45°, TD, and ND. Fig. 4a shows that the in-plane (RD) flow stress in compression is 

approximately strain-rate insensitive for the early portion of deformation. As the compressive 

deformation proceeds, the material starts to exhibit increasingly strain-rate sensitive behavior. 

The material is much stronger in compression along ND relative to the in-plane compressive 

loading. The ND compressive response exhibits some strain-rate sensitivity in terms of the initial 

yield strength. However, the rate of strain hardening increases for higher strain-rate loading. 

Under loading in tension, the alloy exhibits strong strain-rate sensitivity, which is approximately 

constant throughout the deformation. The alloy exhibits pronounced tension/compression 

asymmetry that increases with strain-rate.  

The strain-rate sensitivity under tension and compression along three in-plane orientations (RD, 

45°, and TD) is further illustrates in Fig. 4b, in which true stress vs. strain-rate from 10−3 s−1 to 

103 s−1 is plotted for the strain levels of 0.02 and 0.08. The figure first shows that the material 

exhibits mild in-plane anisotropy with the TD direction being the strongest. The RD is the least 

strong. Looking at the texture (Fig. 3), such behavior is expected since there is slightly more 

grains tilted with their c-axis towards RD than TD. The data further shows that there is a clear 

increase in strength with the strain-rate in all the three tested directions in tension. Interestingly, 

the trend lines for tension along the three direction show similar slope at both strain levels. The 

figure also reveals that the degree of tension/compression asymmetry increases with strain-rate, 

primarily at low strain levels. This is because the in-plane compressive response is 

approximately strain-rate insensitive at low strains (0.02). The low slope of the trend lines clearly 

indicates this. At higher strains (0.08), the compressive strain-rate sensitivity is strong. The trend 

lines indicate comparable or even higher slope than that in tension. Rapid hardening in 

compression makes the compressive strength exceed the tensile strength with plastic strain.  
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The complex behavior of the alloy with strain and strain-rate is attempted to be interpreted here 

using the enhanced T-CPFE model, which incorporates the true values of strain-rate sensitivity 

of individual deformation mechanisms that activate as a function of texture, loading sense. The 

measured values of strain-rate dependency of individual deformation mechanisms will be 

validated, while predicting the comprehensive mechanical data.  

 

Figure 3. Pole figures showing the initial measured texture of the alloy. Measured texture using electron backscattered 

diffraction (EBSD) over a large area is compacted to 3,072 crystal orientations for simulations. Pole figures of the initial texture 

used in the simulations are indistinguishable from the measured ones depicted in the figure and are not shown.  

 

 

Figure 4. (a) True stress-plastic strain response of annealed alloy AZ31B-O Mg sheet in compression and tension along the rolling 

direction (RD) and in compression along the normal direction (ND) at room temperature as a function of strain-rate. (b) True 

stress versus strain-rate (logarithmic scale) trend lines at two strain levels (0.02 and 0.08) for the sheet deformed in simple 

compression and tension along the three in-plane direction (RD, 45°, and TD). The symbols are measuring points. The data is 

taken from (Kurukuri et al., 2014).  

 

a b 
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4. Results 

Simulations were performed using a simple cubical cell consisted of 64 continuum three-

dimensional eight-nodal (C3D8) elements. Simple tension/compression boundary conditions 

were prescribed by specifying displacements along the loading direction while ensuring the 

stress-free conditions on the lateral faces (Jahedi et al., 2015). The imposed strain-rate in each 

simulation was consistent with the experiment and the only change from test to test is the strain-

rate and prescribed loading direction. The initial texture was represented using 3,072 equally 

weighted crystal orientations to initialize the model. A Taylor sub-polycrystal consisted of 6 

grains was embedded at each integration point via a random assignment. Every orientation is 

allowed to develop multiple twin variants and, therefore, the number of orientations at each 

integration point can increase with plastic strain very quickly. Four stress-strain curves were used 

in fitting of the model parameters for AZ31 while calculating the stress-strain response. Two 

remaining curves as well as the evolution of texture and twinning can be regarded as predictions. 

In the simulations, basal a {0001}〈1̅1̅20〉, prismatic a {1̅100}〈1̅1̅20〉, and pyramidal c+a 

{101̅1}〈1̅1̅23〉 or type I and {1̅1̅22}〈1̅1̅23̅〉 or type II slip modes and c-axis extension 

{101̅2}〈1̅011〉 (TTW) and c-axis contraction {101̅1}〈101̅2̅〉 (CTW) twin modes were made 

available. In addition, secondary twinning facilitating a common double twinning sequence 

{101̅1} − {101̅2} (DTW) was allowed to operate. The TTW accommodates a shearing strain of 

0.1289, while reorienting the crystal orientation of the twinned domain for about 86o about the 

〈112̅0〉 direction. The CTW produces a shear of 0.1377, while reorienting the crystal orientation 

of the twinned domain for about 56o about the 〈112̅0〉 direction (Yoo, 1981). While the TTW are 

fast growing and thick (Al-Samman and Gottstein, 2008; Barnett, 2007a), the CTW are thin (Al-

Samman and Gottstein, 2008; Barnett, 2007b; Knezevic et al., 2010). The morphology of the 
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latter twins is due to the creation of an TTW within the primary CTW lamella hindering its 

growth. The hardening law parameters are adjusted so that the slip/twin resistances evolve to 

provide the appropriate ratios of active deformation modes for predictions of stress-strain, 

texture, and twinning.  

Fig. 5 compares measured and simulated true stress–true strain responses for the alloy in 

compression and tension along the RD and in compression along the ND at room temperature 

under two strain-rates (10−3 s−1 and 103 s−1). The figure illustrates that the model successfully 

captures the phenomena pertaining to the effect of increase in the strain-rate on mechanical 

response using a single set of hardening parameters (Table 1). The hardening parameters were 

adjusted for the selected T-CPFE homogenization scheme, the CG twinning model, and the 

selected hardening law to reproduce the experimental data. Despite the relaxed Taylor 

assumptions afforded by the T-CPFE model, the Talor-type homogenization over 6 single 

crystals and their twins can still suffer from over or under activation of deformation mechanisms 

due to the geometric constraint. This effect primarily results in the case of this AZ31 alloy in a 

lower basal slip resistance and larger ratio between basal and other between slip modes when 

compared to other homogenization methods which better approximate the matrix constraint 

(Barnett, 2003; Tomé, 1999). The simulations are based on the measured values of strain-rate 

sensitivity per deformation mode (Table 2). In particular, approximately strain-rate independent 

response is predicted for the in-plane compression to strains less than ~0.04, whereas the 

increasing strain-rate sensitivity is predicted for strains greater than ~0.04. The higher strength in 

compression along ND relative to the in-plane compression and, in particular, the increase in the 

rate of strain hardening with strain-rate for the ND compression are predicted well. The strong 

and approximately constant strain-rate sensitivity with plastic strain is predicted well under 
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loading in tension. As a consequence of the different strain-rate sensitivity exhibited by the 

material in tension vs compression, the pronounced tension/compression asymmetry increases 

with strain-rate, which is also predicted well by the model.  

Fig. 6 shows the predicted relative activities of deformation mechanisms accommodating plastic 

deformation of the alloy under the deformation conditions corresponding to Fig. 5. The activity 

plots include the activity in the parent and the twinned domains. The model adjusts deformation 

mechanisms accommodating the plastic strain based on the evolution of slip/twin resistances in 

order to predict the deformation behavior of the alloy. The typical sigmoidal upwards shape of 

the curves recorded under compression in RD is indication of profuse twinning in the first stages 

of deformation. Deformation by profuse extension twinning is followed by rapid strain-

hardening owing to the subsequent activation of non-basal slip systems. The origin of such 

hardening is in the crystal lattice reorientation in the twinned domains. The twinned domains are 

harder than the parent orientation with respect to the loading direction (Asgari et al., 1997; 

Knezevic and Beyerlein, 2018; Knezevic et al., 2012). Hard pyramidal slip systems activate in 

the twinned domains (Clausen et al., 2008; Jain and Agnew, 2007; Lentz et al., 2015; Lou et al., 

2007; Proust et al., 2009b; Risse et al., 2017). In addition, twins subdivide parent grains giving 

rise to the barrier Hall-Petch-like hardening effect (Asgari et al., 1997; Bouvier et al., 2012; 

Kaschner et al., 2007; Proust et al., 2007). The mechanism of barrier hardening is understood in 

terms of dislocations accumulating in the vicinity of the grain/twin interfaces. The alloy AZ31 is 

known to exhibit a variation in the Hall-Petch slope (Barnett et al., 2004; Yuan et al., 2011). This 

is an indication that the barrier effect should be associated with deformation systems, as is done 

in the present work. The values are fit for grains containing twins to reproduce the macroscopic 

true stress-true strain curves, while the grain size effect in embedded in the initial resistances. To 
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this end, extension twins cause small barrier as reflected by small values of 𝐻1
𝛼 because they 

grow quickly and dislocations can easily be transmitted (Molodov et al., 2017). As a result, the 

initial plateau in the stress-strain response arises. In contrast, contraction twins create a large 

barrier effect hardening (Knezevic et al., 2010), as reflected by large values of 𝐻2
𝛼. These 

contraction twins are very thin as they often develop extension twins, which is a commonly 

observed double twinning sequence (DTW). This trend of the CTW and DTW having higher 

barrier term values that the TTW is in agreement with experimental observations that the 

CTW/DTW effectively restrict the mean free path of pyramidal dislocations (Ardeljan et al., 

2016; Knezevic et al., 2010). Some hardening due to twinning could arise from the so called 

Basinski-mechanism, which has to do with the transmutations of stored dislocations from the 

parent grain to the twinned domain (Basinski et al., 1997). However, this mechanism is small in 

Mg alloys since twins develop early in the deformation when the level of dislocation density in 

grains is low (El Kadiri and Oppedal, 2010; Knezevic et al., 2010). The in-plane tensile response 

is a consequence of prismatic slip primarily, while the ND compression response is a 

consequence or pyramidal slip and contraction twinning. The decreasing hardening rates 

recorded in tension and ND compression indicate the slip dominated deformation. As already 

elaborated, the CTW causes significant barrier effect hardening to pyramidal slip.  

TTW plays a significant role in texture evolution during in-plane compression. Fig. 7 and Fig. 8 

show predicted twin volume fractions and texture evolution, respectively. These results are 

consistent with many measurements from the literature like (Chun and Davies, 2011; Knezevic et 

al., 2010; Proust et al., 2009a). TTW and basal slip explain the texture formation in compression. 

The activity of prismatic and pyramidal slip increases with plastic strain to cooperate with the 

basal slip activity. These slip modes activate within extension twin domains and are responsible 
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for hardening because the pyramidal slip is hard in particular. The cooperative action of 

prismatic and basal slip explain the texture formation in tension and pyramidal and basal slip 

explain the texture formation in ND compression. The activity of twinning in ND compression 

and in plane tension is small. In general, the activities at 10−3 s−1 and 103 s−1 are similar but as 

such are still in the origin of the strain-rate sensitive deformation behavior of the alloy. The 

major difference is that there is a little more twinning at 103 s−1 than at 10-3 s−1. Therefore, there 

is more hardening due to twinning under such deformation conditions. In particular, the higher 

hardening rates under high strain-rate deformation arise from the reduction of the slip length of 

mobile dislocations due to more activity of CTW/DTW.  
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Figure 5. Comparison of measured and simulated true stress–true strain responses of the alloy in compression and tension along 

the rolling direction (RD) and in compression along the normal direction (ND) at room temperature under two strain-rates. The 

simulations are based on the measured values of strain-rate sensitivity per deformation mode.  

  

Compression, RD, 0.001 

Tension, RD, 0.001 s-1 

Compression, ND, 0.001 

Compression, RD, 1000 

Tension, RD, 1000 s-1 

Compression, ND, 1000 
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Table 1a. Fitting parameters for the evolution of slip resistance per slip mode. 

Parameter Basal, 𝛼 = 1 Prismatic, 𝛼 = 2 Pyramidal, 𝛼 = 3 

𝜏0
𝛼 [MPa] 1.9 58 72 

𝑘1
𝛼 [m−1] 6E+6 1.8E+6 1.8E+8 

𝑔𝛼 1.4E-4 1.2E-4 6.2E-3 

𝐷𝛼  [MPa] 100 150 225 

𝑞𝛼 130 250 720 

𝐻1
𝛼 0.007 0.014 0.13 

𝐻2
𝛼 0.1 0.20 3.53 

𝐻3
𝛼 0.13 0.20 2.12 

 

Table 1b. Fitting parameters for the evolution of twin resistance per twin mode.  

Parameter Extension, 𝛽 = 1 Contraction, 𝛽 = 2 

𝜏𝑐𝑟𝑖𝑡
𝛽

 [MPa] 15 90 

𝜏𝑝𝑟𝑜𝑝
𝛽

 [MPa] 7 20 

𝐻0
𝛽

[MPa]√m 0.09 0.13 

𝐶𝛼𝛽 , 𝛼 = 1 600 200 

𝐶𝛼𝛽 , 𝛼 = 2 600 300 

𝐶𝛼𝛽 , 𝛼 = 3 600 600 

 

Table 2a. Measured values of strain-rate sensitivity per slip mode, 𝑚𝛼, achieved in the model by a combination of 𝑛𝛼 and 𝑘𝛼 .   

Parameter Basal, 𝛼 = 1 Prismatic, 𝛼 = 2 Pyramidal, 𝛼 = 3 

𝑛𝛼 20 20 20 

𝑘𝛼 49999 1.28 5.74 

𝑛𝛼  (𝑘𝛼 + 1) 1000000 42.6 134.8 

𝑚𝛼 0.000001 0.0235 0.00742 
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Table 2b. Measured values of strain-rate sensitivity per twin mode, 𝑚𝛽, achieved in the model by a combination of 𝑛𝛽 and 𝑘𝛽.   

Parameter Extension, 𝛽 = 1 Contraction, 𝛽 = 2 

𝑛𝛽 20 20 

𝑘𝛽 49999 49999 

𝑛𝛽  (𝑘𝛽 + 1) 1000000 1000000 

𝑚𝛽 0.000001 0.000001 

 

 

Figure 6. Predicted activities of deformation mechanisms accommodating plastic deformation of the alloy in the deformation 

conditions indicated in the figure. The plots include activities in both the parent grains and the twinned domains. 

 

Compression, RD, 0.001 s-1 

Tension, RD, 0.001 s-1 

Compression, ND, 0.001 s-1 

Compression, RD, 1000 s-1 

Tension, RD, 1000 s-1 

Compression, ND, 1000 s-1 
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Figure 7. Predicted twin volume fraction evolution during the deformation conditions indicated in the figure. 

 

Compression, RD, 0.001 s-1 

Tension, RD, 0.001 s-1 

Compression, ND, 0.001 s-1 

Compression, RD, 1000 s-1 

Tension, RD, 1000 s-1 

Compression, ND, 1000 s-1 
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Figure 8. Pole figures showing predicted texture in the alloy after deformation under the conditions indicated in the figure to a 

strain of 0.08.  

 

Fig. 9 shows predicted true stress versus strain-rate trend lines at two strain levels (0.02 and 

0.08) superimposed over the trend lines from Fig. 3b. The model successfully predicts the trend 

that TD is the strongest and RD is the weakest direction. Moreover, the model predicts that the 

in-plane compressive response is strain-rate insensitive (the low slope) at the lower strain level 

(0.02) for all three tested direction, since basal slip and extension twinning-dominated the 

plasticity. The model also predicts that the compressive strain-rate sensitivity increases at the 

higher strain level (0.08) due to the activation of pyramidal and prismatic slip systems. The 

model predicts the increase in strength with the strain-rate in all the three tested directions in 

tension. Such behavior is attributed to the strain-rate dependency of deformation mechanisms 

Compression, RD, 0.001 s-1 

Tension, RD, 0.001 s-1 

Compression, ND, 0.001 s-1 

Compression, RD, 1000 s-1 

Tension, RD, 1000 s-1 

Compression, ND, 1000 s-1 
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other than extension twinning and basal slip. Interestingly, the trend lines for tension along the 

three direction show similar slope at both strain levels. This is because there is no shift in 

deformation mechanisms during tensile deformation. Finally, it is not surprising that the model 

successfully predicts the increase in the degree of tension/compression asymmetry with increase 

in the strain-rate. These good predictions result from proper modeling of deformation 

mechanisms strain-rate sensitivity and the strain-rate sensitive evolution of slip/twin resistances.  

 

Figure 9. Predicted true stress versus strain-rate trend lines at two strain levels (0.02 and 0.08) superimposed over the trend 

lines from Fig. 3b for the sheet deformed in simple compression and tension along the three in-plane direction (RD, 45°, and 

TD). The symbols are predicted points.  

 

5. Discussions  

Strain-rate sensitivity is an essential material property governing the strain-rate dependent flow 

stress response and formability as a function of imposed strain-rate. Understanding and 

predicting such material behavior is of significant interest e.g. to support designs for crash or 

Exp. Sim. 
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impact. Mg alloys exhibit complex strain-rate sensitive behavior owing to underlying 

deformation mechanisms. This paper is a contribution towards predicting the true visco-plastic 

properties of polycrystalline alloy AZ31 using T-CPFE, a multi-level constitutive model linking 

the grain-level to polycrystalline aggregate-level to FE macro-level material response. 

The numerical method incorporated at the deformation mechanism-level facilitates the use of 

strain-rate sensitivity exponents corresponding to any value of strain-rate sensitivity. As a result, 

the true values of strain-rate sensitivity of deformation mechanisms were utilized in the T-CPFE 

simulations of AZ31. The use of accurate values of the constant structure strain-rate sensitivities 

allowed for accurate characterization of the strain-rate sensitive evolution of slip resistances, 𝜏𝑐
𝑠, 

which are governed by the thermally activated hardening law.  

To demonstrate the utility of the developed T-CPFE model, a comprehensive dataset of alloy 

AZ31 collected over a wide range of strain-rates from 10-3 s-1 to 103 s-1 is used. Over this range, a 

comparison between measured and predicted flow stress corresponding to a fixed microstructural 

states at 0.02 and 0.08 strains under tension and compression is performed. The plots consisted 

of comparing macroscopic stress versus strain-rate. In terms of the model, this could be thought 

of holding distributions of slip/twin resistances corresponding to the two microstructural states 

constant, while applying strain-rates. As shown, the model achieves good agreement because the 

appropriate values of the power-law exponents per slip/twin mode were used.  

Slip/twin resistances evolve with straining and are dependent on strain-rate. The hardening law 

for slip and twinning is calibrated using the flow stress and structure evolution data. The in-plane 

(RD) flow stress in compression is accurately predicted as approximately strain-rate insensitive 

for the early portion of deformation as a result of the deformation dominated by basal slip and 

extension twinning. These predictions verify measurements that these two deformation 
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mechanisms are strain-rate insensitive. As twins reorient texture in the material, pyramidal and 

prismatic slip mechanisms increasingly activate. As a result of strain-rate sensitivity of these slip 

mechanisms, the overall material exhibits increasingly strain-rate sensitive response. Under 

loading in tension, the alloy exhibits strong strain-rate sensitivity. Such behavior is a 

consequence of tensile deformation being accommodated primarily by slip and, in particular, 

prismatic slip. The increase in tension/compression asymmetry with strain-rate is also predicted 

well since it is a consequence of accurate modeling of strain-rate sensitivities intrinsic to the 

deformation mechanisms accommodating tension vs compression. The strain-rate sensitivity of 

the ND compression results primarily from pyramidal slip. As the compressive response in RD 

and ND are successfully predicted at strain-rates of 10-3 s−1 and 103 s-1, the model also captures 

the evolution of anisotropy with strain-rate. More importantly, the increase in the rate of strain 

hardening with strain-rate is accurately predicted to be governed primarily by the evolution of 

slip/twin resistance. Note that the response in ND compression under 103 s-1 strain-rate is 

stronger than under 10-3 s-1 not only because of strain-rate sensitivity of pyramidal slip system 

but also because of the rapid rate of hardening. Contraction twins induce this hardening, which is 

modeled using the barrier effect. The thin contraction twins are known to cause such hardening 

since they cut the path of the pyramidal dislocations (Knezevic et al., 2010).  

In closing, we show that the model can be used to infer strain-rate sensitivity per deformation 

mode by accurate fitting of the experimental data. The fits are slightly improved by refining the 

strain-rate sensitivities associated with the slip modes and, in particular, by making the 

pyramidal slip a bit more strain-rate sensitive than in measurements.  
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Figure 10. Comparison of measured and simulated true stress–true strain responses for the alloy corresponding to Fig. 5 with 

simulations performed using adjusted values of strain-rate sensitivity per deformation mode. 

Table 3. Adjusted values of strain-rate sensitivity per slip mode, 𝑚𝛼.  

Parameter Basal, 𝛼 = 1 Prismatic, 𝛼 = 2 Pyramidal, 𝛼 = 3 

𝑛𝛼 20 20 20 

𝑘𝛼 49999 1 3 

𝑛𝛼 (𝑘𝛼 + 1) 1000000 40 80 

𝑚𝛼 0.000001 0.025 0.0125 

 

 

Compression, RD, 0.001 s-1 

Tension, RD, 0.001 s-1 

Compression, ND, 0.001 s-1 

Compression, RD, 1000 s-1 

Tension, RD, 1000 s-1 

Compression, ND, 1000 s-1 
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6. Conclusions 

A numerical method enabling the use of true strain-rate sensitivity exponents for polycrystalline 

materials is implemented within a CPFE model. Importantly, the method does not increase 

computation time involved in simulations. The method facilitates separation of a strain-rate 

sensitivity embedded in the evolution of slip/twin resistances due to microstructural evolution 

and the constant structure strain-rate sensitivity driven by the exponent. The development 

presented in this paper marks the first time T-CPFE model implementation able to represent 

thermally activated dislocation glide per slip mode and twinning in a quantitative agreement with 

a wide range of strain-rate experimental conditions, without superfluous strain-rate effects 

entering numerically via the power-law exponent. The enhanced CPFE model is multi-level in 

nature, in which the grain-level to polycrystalline aggregate-level to FE macro-level modeling 

components, operate concurrently. In the model, resistances to slip/twin evolve as a function of 

strain-rate using a dislocation density-based hardening law. To demonstrate the utility of the 

enhanced CPFE, simulations are performed for alloy AZ31, which exhibits a variable strain-rate 

sensitivity of deformation mechanisms from relatively low, m = 10-6 or equivalently the high 

exponent value of 106, to relatively high, m = 0.025 or equivalently the exponent value of 40. 

These simulations are the crystal visco-plasticity modeling of alloy AZ31 with the measured 

values of deformation mechanism strain-rate sensitivities governing the macro-level flow stress 

response to facilitate the quantitative verification over a wide range of experimental conditions. 

The model accurately predicts flow stress and evolution of texture and twinning for a broad 

range of strain-rates ranging from 10−3 s−1 to 103 s−1 and loading orientations in tension and 

compression as a result of not only differing relative amounts of slip and twinning activity driven 

by a single set of accurately characterized hardening law parameters but also deformation 
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mechanism-level strain-rate sensitivities. Calculations show that the model successfully captures 

the phenomena pertaining to the effect of increase in the strain-rate on the mechanical response 

including: (i) initially strain-rate independent followed by increasingly strain-rate dependent 

response with plastic strain for the in-plane compression, (ii) increasing rate of strain hardening 

with strain-rate for the through-thickness compression, (iii) constant strain-rate sensitivity under 

in-plane tension, and (iv) increasing tension/compression asymmetry with strain-rate. As the T-

CPFE model successfully reproduces the mechanical data, it also validates the measured strain-

rate dependency of deformation mechanisms. Hence, the model can also be used to verify or 

infer strain-rate sensitivity per deformation mechanism by reproducing experimental data.   
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Appendix A 

This appendix summarizes equations pertaining to a strain-rate and temperature sensitive 

hardening law used in the present work for the evolution of resistances to slip/twin. The law is 

from (Ardeljan et al., 2016). Only the strain-rate effects are varied here and the temperature 𝑇 is 

taken to be 295 K. The law evolves resistance to slip using  

τc
s(𝜀̇, 𝑇) = τ0

𝛼 + τHP
s + τfor

s (𝜀̇, 𝑇) + τsub
𝛼 (𝜀̇, 𝑇),           (A1) 

where τ0
𝛼 is the friction stress per slip mode α, τHP

s  is the barrier (Hall-Petch (HP)-like) term 

evolving per slip system s due to twin lamellae since the grain size barrier effects is already 

embedded in τ0
𝛼, τfor

s  is a contribution to the evolution of slip resistance due to buildup of the 

forest dislocation density, and τsub
𝛼  is another evolving term due to the substructure/debris 

dislocation density.  

The barrier term is  

 𝜏𝐻𝑃
𝑠 = 𝜇𝛼𝐻𝑖

𝛼
√

𝑏𝛼

𝑑𝑚𝑓𝑝
𝑠  ,                                                      (A2) 

where 𝑏𝛼 is magnitude of the Burgers vector per mode α (3.21x10-10 m for basal, 3.21x10-10 m 

for prismatic, and 6.12x10-10 m for pyramidal), 𝜇𝛼 is the shear modulus (16,000 MPa for AZ31 

(Watanabe et al., 2004)), 𝐻𝑖
𝛼 are the fitting HP parameters per slip mode for systems in grains 

having lamellae of either TTW (i=1), or CTW (i=2), or DTW (i=3), and 𝑑𝑚𝑓𝑝
𝑠  is the mean-free-

path for dislocations. The path is estimates as a distance between adjacent twin lamellae per 

grain using (Proust et al., 2007)  

𝑑𝑚𝑓𝑝
𝑠 =

(1−𝑓𝑝𝑡𝑠)𝑑𝑐

sin (𝜃)
,                           (A3) 
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where 𝑓𝑝𝑡𝑠 is the predominant twinning system (PTS) volume fraction, 𝜃 is the angle spanning 

between the given slip system and twin system planes, and dc is the spacing estimated as the ratio 

between the average grain size, 𝑑𝑔 = 12 𝜇𝑚 for the studied AZ31, and the observed number of 

lamellae per grain (taken as 3). The model allows formation of multiple twin variants per grain, 

however, the PTS variant is used to estimate 𝑑𝑚𝑓𝑝
𝑠 . 

The terms governed by the evolution of dislocation density populations, 𝜌for
s (𝜀̇, 𝑇) and 

𝜌𝑠𝑢𝑏(𝜀̇, 𝑇), are (Madec et al., 2002) 

𝜏𝑓𝑜𝑟
𝑠 = 𝑏𝛼𝜇𝛼√χ𝑠𝑠′

𝜌𝑓𝑜𝑟
𝑠′

, 𝜏𝑠𝑢𝑏
𝛼 = 0.086𝜇𝛼𝑏𝛼√𝜌𝑠𝑢𝑏𝑙𝑜𝑔 (

1

𝑏𝛼√𝜌𝑠𝑢𝑏
),                                      (A4) 

in which χ𝑠𝑠′
 is a matrix of dislocation interactions with the diagonal terms (s=s’) set to 0.81 and 

the off-diagonal terms to zero (Lavrentev, 1980; Mecking and Kocks, 1981).  

 

The first dislocation population evolves using (Essmann and Mughrabi, 1979; Mecking and 

Kocks, 1981) 

𝜕𝜌𝑓𝑜𝑟
𝑠

𝜕𝛾𝑠′ =
𝜕𝜌𝑔𝑒𝑛,𝑓𝑜𝑟

𝑠

𝜕𝛾𝑠′ −
𝜕𝜌𝑟𝑒𝑚,𝑓𝑜𝑟

𝑠

𝜕𝛾𝑠′ = 𝑘1
𝛼√𝜌𝑓𝑜𝑟

𝑠 − 𝑘2
𝑠(𝜀̇, 𝑇)𝜌𝑓𝑜𝑟

𝑠 ,     ∆𝜌𝑓𝑜𝑟
𝑠 =

𝜕𝜌𝑓𝑜𝑟
𝑠

𝜕𝛾𝑠′ |∆𝛾𝑠|,     (A5) 

where 𝑘1
𝛼 is a fitting parameter for dislocation storage and 𝑘2

𝛼(𝜀̇, 𝑇) is a dynamic recovery 

parameter calculated based on the following law (Beyerlein and Tomé, 2008) 

𝑘1
𝛼

𝑘2
𝑠(�̇�,𝑇)

=
1

√(χ𝑠′𝑠)
−1

(
𝜏𝑠𝑎𝑡

𝛼

𝑏𝛼𝜇𝛼)
2
 , 𝜏𝑠𝑎𝑡

𝛼 =
𝐷𝛼(𝑏𝛼)3𝑔𝛼𝜇𝛼

(𝐷𝛼(𝑏𝛼)3−𝑘𝑇𝑙𝑛(
�̇�

�̇�0
))

.          (A6) 



150 
 

Here, 𝑘, is the Boltzmann’s constant, 𝜀0̇ is a value of the reference value of strain-rate (107 s-1), , 

𝑔𝛼 is the activation enthalpy, and 𝐷𝛼 is the drag stress. The second dislocation population 

increments using  

∆𝜌𝑠𝑢𝑏 = ∑ 𝑞𝛼𝑏𝛼√𝜌𝑠𝑢𝑏

𝜕𝜌𝑟𝑒𝑚,𝑓𝑜𝑟
𝑠

𝜕𝛾𝑠′𝑠 |∆𝛾𝑠′
|,                                                                 (A7) 

In which 𝑞𝛼 is a fitting parameter for the amount of debris forming from the recovered 

dislocations.  

The law evolves the resistance to twin using   

τc
t (𝜀̇, 𝑇) = τ0

𝛽
+ τHP

𝑡 + τslip

𝛽 (𝜀̇, 𝑇).                                                               (A8) 

The friction term is 

τ0

𝛽
= τprop

𝛽
+ (τ𝑐𝑟𝑖𝑡

𝛽
− τprop

𝛽
)𝑒𝑥𝑝 (− ∑

𝜌𝑓𝑜𝑟
𝑠

𝜌𝑠𝑎𝑡
𝑠𝑠 ),                           (A9) 

with the nucleation stress τ𝑐𝑟𝑖𝑡
𝛽

 and propagation stress τprop
𝛽

. The latter term is weighted by the 

probability term, 𝜌𝑠𝑎𝑡
𝑠 = (

𝑘1
𝛼

𝑘2
𝑠 )

2

, which favors τ𝑝𝑟𝑜𝑝
𝛽

 over τ𝑐𝑟𝑖𝑡
𝛽

 with strain (Beyerlein and Tomé, 

2008). The HP barrier term is 

𝜏𝐻𝑃
𝑡 =

𝐻0
𝛽

√𝑑𝑚𝑓𝑝
𝑡

.             (A10) 

Finally, the hardening term due to the slip and twin interactions is  

 𝜏𝑠𝑙𝑖𝑝
𝛽

= 𝜇𝛽 ∑ 𝐶𝛼𝛽𝑏𝛽𝑏𝛼𝜌𝑓𝑜𝑟
𝑠

𝑠 .                                           (A11)  
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Here, 𝐶𝛽𝛼 is the interaction matrix and magnitudes of the Burgers vectors are 1.38x10-10 m for 

extension and 9.24x10-11 m for contraction twin modes. The crystal lattice reorientation 

associated with twinning is modeled using the composite grain (CG) model from (Proust et al., 

2007) with the change that present model considers multiple twin variants as well as double 

twins per grain. Twin variants nucleate in grains when their fraction 𝑓𝑡 reach a critical value, 

which is taken from a distribution centered at 5% for extension and 1% for contraction and 

double twins. Twin variants inherit parameters such as dislocation densities and slip/twin 

resistances from the parent grain upon nucleation. As a result of twin nucleation, the number of 

grains embedded at that FE integration points increases for the number of created twin variants. 

Growth/thickening of twins is facilitated by transfer of volume fraction from the parent grain to 

the variant with the shear strain accommodation. 
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Conclusions and Future Work 

This work presented the use of a Taylor Type Crystal Plasticity Model (CPFE) for investigating 

the mechanical behavior and microstructural evolution of hexagonal metals under quasi-static 

and high strain rate deformation. In this work it was found that the dramatic hardening of the 

magnesium alloy, WE43 under high rate deformation was due to the activation of compression 

twins and double twinning. This behavior and the corresponding microstructural evolution was 

found to be accurately predicted by the CPFE code developed under this work. Work under this 

thesis also found that explicit grain simulations using crystal plasticity models benefit from the 

use of quadratic tetrahedral elements or linear hexahedral elements. In a study comparing the 

accuracy of these elements along with linear tetrahedral and quadratic hexahedral elements found 

those to be most accurate, with the quadratic Tet being best suited due to the ease at which it can 

be used to mesh these complex geometries. The final work reported in this thesis presents a 

numerical method to allows realistic rate sensitivity power-law exponents to be used while still 

being computationally efficient. The method developed is referred to as the k-Mod method, 

which scales the stress in the power-law equation to enable it to be computationally feasible to 

use large exponents. This improvement was demonstrated by accurately predicting the response 

of rolled AZ31 Mg using measured rate sensitivity exponents. While making this addition to the 

CPFE code, general improvements were made to modernize the code, improve the user inputs 

and make the code thread safe. Most important of these is the thread safe addition, this enable the 

use of threaded parallelization, which due to its fundamental difference in variable storage leads 

to up to a 90% reduction in memory use with little to no performance impact. This dramatic 

memory improvement will facilitate the use of much larger CPFE simulations. 
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The work presented here will be continued and improved upon through future work. The effects 

of voids and damage are currently under investigation by Iftekhar Riyad, Nemanja Kljestan, and 

Daniel Savage. This study uses cells of voided microstructures with variable fractions and 

distributions of voids to investigate the effects on yielding of AZ31 and WE43 Mg alloys and 

pure Ti. A full-field dilatational visco-plastic Fast Fourier Transform (VPFFT) model and the 

latest CPFE model are used to generate gauge surfaces for comparison. 

Another study expanding on the work presented is in the process by Shubhrodev Bhowmik, 

where confined layer slip (CLS) has been embedded into the dislocation density hardening law 

used by CPFE. This CLS addition is being used to investigate the mechanical behavior of 

explicitly modeled Al-TiN and Cu-TiN nano-composites.  

A final study that is underway is an expansion of the element study presented. Jacob Weiss is 

undertaking this investigation and will be looking into reduced integration and hybrid 

formulation elements and their accuracy when used with CPFE for explicit grain simulations. 
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