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ABSTRACT 

We are now living in age where algorithms, and the data that feed them, govern a wide 

variety of decisions in our lives: not just search engines and personalized Netflix suggestions, but 

educational evaluations, stock market trades and political campaigns, the urban planning, and 

even how social services like welfare and public safety are managed. Heterogeneous lists like 

this have become the norm in any critical examination of algorithms, giving the impression of a 

ubiquitous relevance of algorithms. But algorithms can make mistakes that directly affect 

individuals and often contain both implicit and explicit biases. The technical complexity of 

algorithms, the scale at which they operate, and their proprietary nature makes them difficult to 

scrutinize, creating challenges to fully comprehend of how they exercise their power and 

influence over society. When used to make legal decisions, questions must be asked as to how 

automated decision-making systems affect the right to due process afforded to citizens. 

 The goal of this research project is to augment this discussion by focusing on algorithmic 

transparency, due process rights, and what can be done to help protect said rights when 

automated decision-making systems are used. Therefore, the research question that guides this 

paper is as follows: In what ways do algorithms in legal processes negatively impact an 

individual’s right to due process and how might the ability to audit legal algorithms help protect 

due process rights? 

To answer this question this research project will present recommendations for research 

methods, adapted from Communication scholar, Christian Sandvig’s proposed research methods 

(2014) that can be utilized to audit algorithms so as to provide greater transparency to those on 

the receiving end of algorithmic judgements within the legal process. 
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Introduction 

We are now living in age where algorithms, and the data that feed them, govern a wide 

variety of decisions in our lives: not just search engines and personalized Netflix suggestions, but 

“educational evaluations, the operation of markets and political campaigns, the design of urban 

public spaces, and even how social services like welfare and public safety are managed” 

(Diakopoulos, 2015. p. 398). Heterogeneous lists like this one by Diakopoulos (2015) have 

become the norm in any critical examination of algorithms, giving the impression of a ubiquitous 

“relevance of algorithms” (Gillespie, 2014). But algorithms can make mistakes that directly 

affect individuals and often contain both implicit and explicit biases. The technical complexity of 

algorithms, the scale at which they operate, and their proprietary nature makes them difficult to 

scrutinize, creating challenges to fully comprehend of how they exercise their power and 

influence over society.  

More specifically, the use of algorithmic systems in society has continued to grow 

steadily over the last decade, with their use expanding beyond the everyday digital media 

platform or search engine and into various federal and corporate institutions that govern the lives 

of individuals. By making their way into the governing bodies of society, algorithms must be 

critically examined within different frameworks in order to unravel the complex web of 

consequences they might have on the individuals they are tasked with governing. When used to 

make legal decisions, questions must be asked as to how automated decision-making systems 

affect the right to due process afforded to citizens. Due process is the legal requirement that the 

government must respect all legal rights a person is owed, such as a “fair and open procedure, 

appropriate to the decision being made and its statutory, institutional, and social context, with an 

opportunity for those affected by the decision to put forward their views and evidence fully and 
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have them considered by the decision-maker” (Hildebrandt, 2016. p. 100). While due process is 

used in criminal law, procedural fairness is equitable to due process, but for administrative law. 

This MRP will use due process to refer both due process and procedural fairness for ease of 

understanding as they are very similar terms.  

While discussions surrounding the topic of algorithms and the algorithmic have been 

incredibly varied, spanning over multiple research disciplines, such as computer science, 

communications, and critical legal studies, the question remains: in what ways do algorithms in 

legal processes negatively impact an individual’s right to due process and how might the ability 

to audit legal algorithms help protect due process rights? In order to address this gap in existing 

literature, this MRP will be presented in four chapters that focus on algorithmic transparency and 

how it relates to an individual’s due process rights.  

Chapter 1 will look at the extant literature surrounding the ways algorithms exercise 

power, their politics and biases embedded within them. By examining the ways in which people 

experience algorithms in everyday life and the ways in which these algorithms have the potential 

to shape individuals’ experiences, the perceived neutrality of algorithms is brought into question. 

This chapter will use explore the non-neutrality of algorithms as value laden artifacts to 

demonstrate their potential for biased decision making. 

Chapter 2 will explore the problem of their black box nature, and the effects this has on 

an individual’s legal right to due process.  The concept of the black box is essentially a catch-all 

term for the things that cannot be fully understood; this term has become often used when 

referring to the inner workings of algorithms. The inability to fully understand the process by 

which an algorithm makes it decisions is antithetical to the right to due process. By discussing 
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Citron’s (2008) technological due process framework, the implications of transparency and 

fairness within algorithmic legal process will be unpacked.  

Chapter 3 will discuss two separate legal processes in which algorithms are used to make 

legal decisions and how those processes affect an individual’s right to due process. Firstly, the 

use of decision-making algorithms in the field of immigration law will be examined to 

demonstrate the effect of algorithmic decision-making systems have on administrative legal 

processes. Secondly, the use of algorithms to make risk assessments in bail hearings will be 

discussed to show that while the algorithms and procedures may differ, much of the same 

algorithmic challenges arise in criminal law as they do in administrative law.  

Finally, Chapter 4 will present recommendations for research methods, adapted from 

Communication scholar, Christian Sandvig et al’s proposed research methods (2014) that can be 

utalized to audit algorithms so as to provide greater transparency to those on the receiving end of 

algorithmic judgements within the legal process. Of the 5 proposed audit types Sandvig et al 

proposes Code Audit (Algorithm Transparency) and a Scraping Audit are the two that will be 

explored. It will be argued that by providing procedures for auditing algorithms, an individual’s 

due process rights may be preserved even in the event of an algorithmic decision-maker. 

Chapter 1 

Algorithmic Power in Society 

The term algorithm has come to be understood differently depending on the perspective 

from which they are encountered. Technical specialists, social scientists, and the broader public 

each use the term in different ways (Gillespie, 2016. p. 19). Bucher (2018) refers to this when 

she states that algorithms are multiple “in the sense that the term algorithm refers to more than 



ASYMETRICAL GOVERNACE   4 

 

one kind of thing” (p. 19). Gillespie (2016) mentions that for the makers of algorithms, that is the 

computer scientists who code them, “the term refers specifically to the logical series of steps for 

organizing and acting on a body of data to quickly achieve a desired outcome” (p. 19). Whereas 

the general public sees them as absurdly complex digital objects. Succinctly, “an algorithm is a 

recipe composed in programmable steps; most of the “values” that concern us lie elsewhere in 

the technical systems and the work that produces them (Gillespie, 2016. p. 19). However, while 

this may work for a definition of algorithm in the form of a noun, algorithm is often used as a 

verb by social scientists when they refer to something as algorithmic. Gillespie (2016) points out 

that what makes something algorithmic “is that it is produced by or related to an information 

system committed (both functionally and ideologically) to the computational generation of 

knowledge or decisions” (p. 25). 

Much of the recent discourse around algorithms in the social science has focused on two 

key themes: i) algorithms as powerful political actors whose operations bear consequences in a 

multiplicity of domains and ii) the difficulty of explaining or knowing precisely how algorithms 

exercise their power and influence (Ziewitz, 2016). Due to the power and consequences imbued 

in algorithms it has been argued that due to the ubiquity of algorithmic computing devices in 

everyday life there is a crucial need to better understand the human-machine dynamic that 

algorithms have within society (Gillespie, 2014; Kitchin, 2016; Willson 2016). Algorithms 

facilitate an ever-growing list of tasks in the world, many of them simultaneously: they 

effortlessly search information, categorize and group individuals, profile people digitally, and 

have a hand in managing just about any aspect of present-day life (Cheney-Lippold, 2011).  

The sheer pervasiveness of computerized systems, or “algorithm machines” as Gillespie 

(2014) refers to them, has left society with a newfound, yet uninformed, reliance on these 
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systems. These algorithmic machines are entrusted with everything, from the mundane practices 

of everyday life such as searching the web (Willson, 2016, Bucher, 2018), to dealings of large 

corporations like financial institutions(Pasquale, 2015), to determining if an individual should 

make bail (Angwin, 2016). Wilson (2016) sees the ubiquity of algorithms in the present day as a 

“synergistic melding of human and machine” (Willson, 2016. p. 143). There is a plethora of 

documented examples by scholars in fields such as computer science, communications, and 

critical legal studies that research the synergistic melding of human and machine at all levels of 

society; individuals, corporations and governments are all attempting to delegate as many tasks 

as possible to these algorithmic machines in order to maximize time and money (Eubanks, 2018; 

Karppi, 2015).  

At the individual level there is an algorithmic interplay with peoples’ social lives, as Beer 

(2009) states, algorithms “have the capacity to shape social and cultural formations and impact 

directly on individual lives” (p. 994). The consequence of this Beer (2009) continues “is that we 

are now faced with a new set of rules to live by” (p. 994). There is no better example of this 

algorithmic social shaping and its consequences on the individual’s everyday experience than 

social media giant Facebook. On Facebook the very notion of how relationships are formed, 

structured, and sustained is changing; the very concept of friendship is developing new meaning 

alongside that of society’s traditional understanding of friendship and all of its nuanced practices. 

Rather than having a traditional understanding of what friendship means, users of social media 

are having to understand the societal norms and expectations of digital friendship, how these 

digital friendships interplay with our traditional understanding of friendship, and what is the 

proper balance between two (Bucher, 2012). For Bucher, Facebook’s algorithms have created 

friendships that involve numerous human and non-human actors, relationships that rely on the 
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dynamics between a person and software, and are not always completely voluntary (Bucher, 

2012).  

At the corporate level algorithms are being used to collect as much personal information 

as possible, from every device imaginable, in order to categorize consumers into neat and orderly 

groups so that advertisers can better target their audiences (Srnicek, 2016). These categories, 

based on individuals’ web history, online shopping habits, and other online activities make up 

what Cheney-Lippold (2011) terms our “algorithmic identity” (p. 165). Advertisers use these 

new algorithmic identities to guide, influence, and persuade our online habits; these algorithmic 

identities in turn end up informing our understanding of the physical world (Cheney-Lippold, 

2011). Algorithms possess the ability to sort through and categorize information autonomously 

and rapidly in ways that humans simply could not keep up with.  

Srnicek (2016) has covered the shift businesses and industries are making in order to 

incorporate the earnings and savings potential of algorithms. Entirely new digital industries are 

quickly coming to dominate the top grossing corporations in the world built on algorithmic 

software; whether it be new digital platforms like Facebook and Amazon or older industries like 

advertising or news distribution, all are adapting to an algorithmic and data driven “platform 

capitalism” (Srnicek, 2016). The industrial adoption of algorithmic processes is directly tied to 

their success as their “businesses, and their products depends heavily on the synthesis of data and 

perceptions into reputation” (Pasquale, 2015. p. 14).   

Lastly, at the governmental level, algorithms have been combined with surveillance 

tactics and used to gather data on citizens. Whether it is the use of location data (Murphy, 2017), 

internet browser history (Cheney-Lippold, 2011) or any of the numerous other ways that 

individuals create mineable metadata, the government can and likely will collect as much of it as 
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possible (MacAskill, E., & Dance, G. 2013). The instantaneous nature in which algorithms 

process data behind the scenes is largely seen as a positive rationale for their use in a variety of 

industries and administrative settings. The speed at which algorithms calculate, configure, and 

sort information far exceeds the capacity of human cognitive capabilities, thus allowing for cost 

saving measures by employing the use of algorithms instead of paying human labourers (Srnicek, 

2016. p. 49).  

The seemingly inherent financial benefit of using algorithms has made them 

exceptionally enticing to both the Canadian and American administrative branches of 

government that are responsible for social services like healthcare, welfare and food-stamps, 

child protective services (Eubanks, 2018), and immigration (Molnar & Gill, 2018) due to the 

sheer volume of cases these types of services deal with. Over the course of the twentieth 

centaury these administrative branches of government were expanding in size while also 

“wield[ing] ever-increasing power, implementing comprehensive regulatory programs and 

distributing benefits to tens of millions of people” (Citron, 2008. p. 1251).  

Virginia Eubanks (2018) examines the ways in which the introduction and use of 

computational systems such as decision-making systems and ranking algorithms are used within 

various social services in the US and how these systems have a detrimental effect on those whom 

they purport to help. Eubanks examined three different social services, healthcare/food 

stamps/cash benefits in Indiana, housing for the homeless in Los Angeles, and child welfare in 

Pittsburgh. In each case Eubanks began with interviews of people whose lived experience has 

been directly affected by the services to be explored. In the case of Pittsburgh child protective 

services, Eubanks explains how the algorithmic system used to help predict if a child is at risk of 

neglect only collects partial data, “missing key factors that influence abuse and neglect” (p.146). 
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When an algorithm is missing data points on key factors, it is “guaranteed to produce thousands 

of false negatives and positives” since “a model’s predictive ability is compromised when 

outcome variables are subjective” (Eubanks, 2018. p. 146). However, the non-neutrality of 

algorithms is not something that can be easily removed.  

The Non-Neutrality of Algorithms 

While algorithms may be ubiquitous, they are by no means neutral or objective 

bystanders. Technology “in itself is neither good nor bad, but it is never neutral” (Hildebrandt, 

2009, p. 451). The non–neutrality thesis of technology claims that every technology “invites 

certain behaviours and inhibits others, or even enforces certain behaviours while prohibiting 

others” (2009, p. 451). This means that before we can make moral assessments of a specific 

technology, or even entire technological systems, the normative implications of a technology 

must first be investigated. Winner (1980) famously argued for the non-neutrality of technology 

by using the example of a Long Island low sitting highway overpass. The overpass was situated 

low enough that busses were unable to pass under the bridged highway, the road that passed 

under the overpass was the only method of travel to a specific location of the city, effectively 

cutting off that part of the city to bus patrons (Winner, 1980). Winner points out that those who 

rely on bus transportation are often poor or racialized individuals, thus the overpass becomes a 

technological barrier that allows for the discrimination of certain groups of people, non-white 

folks. The overpass effectively made a part of the city for white people only without creating any 

new discriminatory law, but rather using a piece of physical infrastructure to indirectly 

discriminate against whole populations of people. While Winner’s example is contested by some, 

the main point that objects have politics still stands (Joerges, 1999). 
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The non-neutrality thesis applies to all technologies, meaning the algorithms that 

populate our digital world are not neutral tools, but value laden objects capable of both 

producing culture and shaping our perceptions of it (Nobel 2018). The values entangled within 

the coded architecture of automated systems has been well documented, from online search 

results (Baker and Potts, 2013; Nobel, 2012, 2018; Diakopoulos, 2013) and personalized online 

recommendations (Datta et al, 2015; Van-Dijck, 2013), to human recognition software (Carty, 

2011; Introna, 2004; Tatman, 2016) and social services (Eubanks, 2018). According to Kitchin 

(2016) in order to better understand the possible effects and consequences of automated systems 

they must be framed within the wider context of their socio-technical assemblage. This is to say, 

that examining the coded language that makes up an algorithm’s internal logic might not ever 

fully explain the consequences they have on peoples lives. The interaction between the 

technology and the people must be considered in tandem, as an assemblage of many individual 

factors. 

Sofia Noble has researched the non-neutrality of algorithmic media, with a focus on 

search engine racial biases, as well as the potential harms these big-data biases may have on 

individual and group identities. She dissects the discriminatory biases that are coded into the 

systems themselves as these encoded prejudices perpetuate and amplify negative social 

stereotypes. Noble’s work makes evident the ways racial biases are socially constructed by or 

within technology by demonstrating how black women are often portrayed in search results as 

pornographic objects, yet the search results themselves are suggested to be both neutral and 

representative of society by the engineers who coded the system (Noble, 2018, pp. 17-19). The 

engineers claim that the systems are not biased and that the results are reflections of what is most 

popular in society (Noble, 2018, p. 60), ignoring the implicit and explicit biases that may be held 
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by coders of the system that may find their way into the algorithmic architecture of a search 

engine. The biases that are baked into the search engines control how representations of identity 

are understood in society, for example a search for unprofessional hair styles returned images of 

hair styles commonly found on women of colour, whereas a search for professional hair cut 

returned images of white women (Noble, 2018, p. 83).  Kitchin (2016) aligns with Noble’s claim 

that algorithms can inform our understanding of society they state that algorithms “shape how we 

understand the world and they do work in and make the world through their execution as 

software, with profound consequences” (p. 18).  

Given the rapidly growing importance of algorithmic ranking systems and other 

aggregators of information like Google, Pasquale (2006) argues that algorithms reflect “actual 

human judgment” (p. 117) and should not be seen as devoid of human values. Automated 

systems are claimed to process all individuals in the same way, thus averting discrimination. But 

this understanding is misleading according to Citron & Pasquale (2014), “because human beings 

program predictive algorithms, their biases and values are embedded into the software’s 

instructions, known as the source code and predictive algorithms” (p. 4). Friedman and 

Nissenbaum (1996) developed a framework for understanding bias within a computer system; 

the framework described three primary types of biases: i) Pre-existing bias, ii) technical bias, and 

iii) emergent bias. Each of these three forms of bias manifest in different ways. 

First, pre-existing biases are coded into the system either consciously or unconsciously. 

An example of this would be Winner‘s (1980, p. 23) over-pass or the discriminatory pricing used 

by the Princeton Review (Angwin et al., 2015) to over-charge Asian American’s on standardized 

tests, selling them at almost twice the cost of what non-Asian Americans. Second, technical bias 

occurs out of the technical limitations or operational restrictions a system may have. This type of 
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bias occurs when algorithms do not place the same value on specific groups or individuals when 

it has no reason not to. For example, Facebook’s discriminatory housing ads (Benner et at, 2019) 

where advertisers were actively given the option to target ads based on religion, therefore 

allowing for discriminating against specific groups. And thirdly, emergent bias refers to biases 

that are created by the users of an algorithmic system after it has been released to the public or 

user base. This could be found in almost any case where machine learning algorithms are used to 

understand the patterns of users, as the users can begin to manipulate the algorithm once they 

understand how it generates its data. Microsoft’s AI chat bot Tay is a perfect example of 

emergent bias. Tay was a AI chat bot meant to converse with people on twitter in real time to 

gain valuable information on how the algorithm powering Tay processed human language. What 

Microsoft did not consider was that people would quickly begin to feed Tay racist and 

problematic language and since Tay would create its responses using previous conversation data 

it began regurgitating the inflammatory and offensive language fed to it (Vincent, 2016).  Each 

of these types of biases can be either implicit or explicit, depending on the intentions behind their 

implementation into the systems. 

In general, the scholarly communication and media literature that address algorithms 

agrees that they are cultural artifacts that work with and in society They act as tools that in some 

instances may be beneficial, but in others, detrimental to particular groups.1 Essentially, the lines 

of code that are the underlying instructions for an algorithm’s functioning are in fact its own 

culture-shaping artifact, meaning it is separate from the interface in which it operates, for 

 
1 While not explicitly discussed in this MRP the topic of bias facial recognition algorithms, particularly in relation to 

black people, is a good example algorithmic bias and its impacts on different groups. Often the data sets used to 

program facial recognition software includes a majority of white skin tones as opposed to an even mix of light and 

dark skin tones. This causes the software to have a much higher error rate when used on black people (Introna, 

2004). 
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example Facebook, Google or the computer itself (Cheney-Lippold, 2011). The algorithm is 

merely an infrastructural component of the overall system in which it is incorporated. With the 

understanding that algorithms both produce culture and have agency within it, the literature 

seems to echo Kitchin’s (2016) claim that algorithms ought to be examined within the wider 

context of their socio-technical assemblage if they are effects are to be fully understood. 

Chapter 2 

The Algorithmic Black Box  

While there is a growing scholarly consensus around the agency and power algorithms 

possess, the ability to analyze the inner workings and logics that inform an algorithm’s inputs 

and outputs comes with its own unique challenges. One barrier faced by those who study the 

societal implications of algorithms is their proprietary nature (Pasquale, 2015. p. 4). Platforms 

such as Facebook’s, Google’s, or even the ones that police use in their attempts at predictive 

policing (Ferguson, 2017), are all proprietary and are the property of the corporations that are 

responsible for either the coding or the licensing of the algorithm (Pasquale, 2015. p. 4). This 

means that the coded lines of text that powers an algorithm are the intellectual property (IP) of 

the company that produces it, in the same way the patented design of a Dyson Vacuum cleaner 

are protected under IP laws.  Many scholars refer to algorithms of this nature as “black boxes,” 

since we only see the input information that is fed into the algorithm and the resulting data form 

its output. There is, then, little clarity of the inner workings of these algorithms or how their 

results came to be (Cheney-Lippold, 2011; Diakopoulos, 2014; Kitchin 2016).  

The concept of the black box is a catch-all term for things that cannot be fully identified, 

referring to an opaque technical device where only the inputs and outputs can be understood and 
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the process itself is unknowable. The use of the black box metaphor is not something that is only 

ascribed to algorithms and has often been used to describe everything from the brain to markets 

to nation states (Bucher, 2018, p. 42). However, for the purposes of this research the black box 

will specifically be used to conceptualize the problem of the algorithmic unknown. This is not an 

unknown in the sense that one lacks knowledge or information, but rather something “that if 

given the right resources, might be knowable in principle” (Bucher, 2018, p. 43). This type of 

unknown is often referred to as a “knowable known unknown” (Bucher, 2018, p. 43). 

While the traditional understanding of a black box sees both input and outputs as 

knowable, in some instances of algorithmic black boxes, only the outputs are able to be known 

by the user and the inputs are unbeknownst (Diakopoulos, 2014). Google’s auto complete is 

representative of when both the input and the output can be known; a user is able to input their 

search query (input) and see the search results that the search algorithm suggests (output). In the 

case of an algorithms input being unknowable, an example of this would be the algorithmic 

assessment of students work by the Turnitin system (Introna et al, 2016). The input data taken 

from a student’s work after they have submitted to the system is unknown to the student, they are 

at most only able to see the plagiarism score that the program assigns them, never the criteria that 

led to the formulation of the score (Introna et al, 2016). If the code that makes up the logic and 

procedural functioning of the algorithm are exposed the system can be gamed by individuals, not 

to mention the code could be replicated diminishing any value the original may have had. 

Pasquale (2015) refers to the black box and proprietary nature of algorithms as a “one-way 

mirror” of knowledge (p. 9).  

The asymmetry of knowledge that algorithms create is only one part of the overall issue 

of transparency; once access has been granted to peer inside the black box of the algorithm 
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individuals scrutinizing them must be able to understand what they are seeing. Perel & Elkin-

Koren (2017) state that “Algorithms are non-transparent by nature; their decision-making criteria 

are concealed behind a veil of code that we cannot easily read and comprehend (p. 181).” 

Grimmelmann (2005) explains, via the example of IBM’s chess playing computer Deep Blue, 

that it may even be impossible to fully understand how algorithmic systems come to the 

decisions they do because the sheer volume of information they are able to process greatly 

exceeds human capacity. For Deep Blue to decide to make a move it processes thousands upon 

thousands of other potential moves in order to conclude why the one it made was the most 

optimal (Grimmelmann, 2005). Those who designed the software may not be aware of the biases 

embedded in the systems or have the knowledge to understand them, whereas those who may be 

more adept at studying biases in computer systems may not be as well versed in deciphering the 

densely written code (Bucher, 2018). 

Additionally, algorithms are often dynamic in their ability to adapt and evolve depending 

on the data they are fed and the patterns they identify from it (Ziewitz, 2016). Wilson (2017) 

states that algorithms’ “multiplicity and complexity, their embeddedness in many online 

processes, and the mundane nature of much of what they do,” as well as their “requirement for 

technical knowledge or literacy that many people lack when dealing with often complex 

mathematical and technical systems” (p. 10) create barriers for understanding how they function 

within a given technical system. The challenge of deciphering an algorithms code further makes 

them unpredictable to users, researchers, and even those who work on the code itself. Bucher 

(2018) argues something similar, while also emphasizing the non-static, always-changing 

manner in which algorithms are deployed. Bucher uses the example of Netflix A/B testing to 

demonstrate how Netflix can have multiple of the same algorithms running at that same time so 
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that it can determine which version best suits the task at hand (Bucher, 2018. p. 48). A/B testing 

is a method used by internet platforms to test which iteration of an algorithm suits their desired 

need best by testing them along side each other. For example, Netflix, in an effort to improve 

their recommendation algorithm will have two sets of users using two different algorithms and 

then measure variables like “time spent watching vs. time spent searching” and see which 

version of the algorithm achieved better results. 

The black box problem surrounding algorithms is not changing any time soon, which has 

led Beer (2017) to claim that in order to address “the social power of algorithms, we would, of 

course, point to the need to continue to look inside the black box” (p.10) or “black box society” 

as Pasquale (2015) refers to it. Beer (2017) argues that we need to look inside the algorithmic 

systems in order to understand their technicalities, as well as potential for social ordering. 

However, this code analysis must also be accompanied by studies of how those algorithms 

operate in practice (Beer, 2017. p. 11). Examining how algorithms mesh into the fabric of 

organisations and institutions Bucher (2018) echo’s Beer’s thoughts and calls for “unknowing of 

algorithms” (p. 46). To unknow an algorithm stems from our desire to know what an algorithm 

is. That is, what are the specific lines of code that allows an algorithm to function, what informs 

the algorithm’s decision making? To unknow an algorithm according to Bucher does not imply 

“black boxing the black box even further” but rather means “seeing differently, looking 

elsewhere, or not even looking at all” (2018, p. 46). Unknowing is akin to taking what is familiar 

and making it less familiar; in this case algorithms can mean different things to different 

disciplines. For example, an algorithm to a computer scientist might be understood as a unbiased 

mathematical formula for processing complex equations, where as a communications researcher 

may view algorithms as digital recommendation systems that perpetuate the biases of those who 
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wrote the code. In an effort to understand their multiplicity it is important to consider alternate 

perspectives. This is not asking for computer scientists, social scientists, or legal technology 

scholars to dismiss their knowledge, but instead to asks them to take a step back and consider the 

varied interpretations of what it means to know an algorithm.   

Black Boxes and Due Process Rights 

When algorithms are used in legal processes and governmental institutions questions 

must be asked as to how automated systems affect the right to due process afforded to citizens. 

Legal scholars such as Danielle Keats Citron (2008) argue that the new dynamic brought upon 

by the inclusion of algorithms in legal processes requires a new understanding of due process, 

one Citron terms “technological due process” – “procedures ensuring that predictive algorithms 

live up to some standard of review and revision to ensure their fairness and accuracy” (Citron, K. 

& Pasquale, F., 2014). Technological due process has two primary goals: firstly, protecting 

individual rights by assuring adequate notice of decisions are given to defendants, and secondly, 

by making sure fair hearings are had by educating hearing officers to correct any machine 

bias.(Citron, 2008)While the term “automated decision-making systems” is used by Citron and 

many other scholars cited in this MRP to account for how algorithms are operationalized in a 

judiciary setting it is important to note that this term is often used interchangeably with other 

technical definitions. Automated decision-making systems process information in the form of 

input data using an algorithm (or algorithms) to generate an output of some kind and are 

therefore often used synonymously with the terms like algorithmic prediction, predictive 

analytics, and automated prediction (Molnar & Gill, 2018). For example, algorithms used in 

legal processes that determine if a defendant should be released on bail might process input data 

like number of prior offences, types of prior offences, length of time between offences, as well as 
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basic information such as age, family background, or where a person lives. These data points, 

along with countless others, are processed by an algorithm which then outputs a risk assessment 

score that is meant to assist a judge in making unbiased decisions on whether or not a defendant 

makes bail.  

Citron’s (2008) technological due process framework is used to partially replace aspects 

of adversarial justice that automation renders ineffectual, such as opportunities to be heard and 

meaningful notice. Citron recognizes the non-neutral nature of algorithms and the harmful 

discriminatory biases that can be encoded within them. Similarly, Pasquale (2015) argues that 

“values and prerogatives that the encoded rules enact are hidden within black boxes”; this is 

concerning, because “authority is increasingly expressed algorithmically” (p. 8). This means that 

the laws and procedures that govern society are increasingly being concealed within algorithms 

making it difficult to challenge their judgements or check for potential discriminatory practices. 

Understanding the non-neutrality of algorithms Citron’ (2008) technological due process 

framework attempts to both recognize the potential benefits that algorithms bring to legal and 

administrative processes, while at the same time accounting for the potential harms they might 

bring. Being able to understand, prevent, and challenge potential biases within legal decision-

making algorithms and to ensure that they do not inhibit an individual’s access to their due 

process rights is necessary if use of said algorithms is to continue in an ethical fashion. 

The speed and efficiency with which algorithms covertly process data is considered 

beneficial within a variety of governmental, bureaucratic, and administrative settings. The 

seemingly inherent financial benefit of using algorithms has made them exceptionally enticing 

administrative branches of government that are responsible for social services like health-care, 

welfare and food-stamps, child protective services due to the sheer volume of cases these types 
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of services deal with (Eubanks, 2018). Along with social services, governments are seeing 

financial benefits in using algorithms to reduce case loads in areas of law that are known to have 

significant backlog, such as immigration law (Molnar, P. & Gill, L., 2018), thus reducing the 

amount of time and labour costs it takes to process the sustained flow of new cases. 

While many governmental and administrative programs like the ones studied by Eubanks 

(2018) enjoyed varying degrees of success before the implementation of algorithms into their 

infrastructure, they were often criticized for having unaccommodating rules, serious backlogs, 

and unfair adjudicatory practices (Molnar & Gill, 2018). In order to address any complaints 

against these services more personnel with and without experience would have to be hired and 

more money budgeted towards these growing government agencies. This is where algorithmic 

systems are factored in, as noted by Citron (2008), “because automation radically reduces the 

human role in executing government policy and programs, state and federal governments can cut 

staff and close field offices” (p. 1252). Advocates of algorithmic automation argue that decisions 

become more consistent due to the perceived neutrality of computer systems, since computers 

“interpret rules in the same way for every case” (Citron, 2008. p. 1253). This belief is commonly 

understood as misinformed, making it vital that the use of any technological system to affect the 

civil liberties of an individual be viewed as a non-neutral entity as mentioned previously 

(Hildebrandt, 2009). 

As misinformed as it may be, the hearing officer or judge of a case may be biased 

towards a computer system and can affect the case even if the hearing officer, who is to be 

making the final decision on the case, is impartial to the people presenting their case (Citron 

2008). The hearing officer or judge’s potential belief that the decisions made by a computer 

system are error proof and free of any bias can negatively impact the fairness of the hearing. The 
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perception of error-proof, automated decisions leads to a greater likelihood of an error in 

judgment from the hearing officer occurring during the proceedings. Courts typically address 

issues of prejudice when officers have personal connections to individuals appearing before them 

or other conflicts of interest. However, Citron (2008) notes that “officers who have no 

disqualifying personal connection with individuals but who are influenced by automation bias 

might endorse inaccurate computer decisions even in the face of contrary evidence. Under 

present conditions, the guarantee of an impartial reviewer may be illusory” (p. 1284). Similarly, 

while not in a legal setting, Introna et al. (2016) argue that by using the Turnitin software 

professors and tutors are placing faith in a system they see as a neutral tool that simply detects 

plagiarism; “in other words, they do not trust their own expertise and judgment but rather accept 

the authority of the algorithm to be objective” (p. 39). If this same line of thinking is applied to 

algorithms used to assist in making legal judgments, then the idea of a judge or hearing officer 

having the final say is rather illusory. It is the algorithm that makes the decision if it is accepted 

as objective. 

While in a classroom setting the blind faith that is placed into software is problematic 

enough, when framed in a legal context, the opportunity of a fair and impartial hearing is put into 

question. The opportunity for a fair hearing is a key part of a citizen’s due process rights (Citron, 

2008; Crawford & Shultz, 2014).  In order for there to be a fair hearing process in an algorithmic 

age, those who have been affected by automated decision-making systems, whether in an 

administrative law setting or an online environment, are able to make their case and present 

evidence demonstrating how these systems may have wronged them. Crawford & Shultz (2014) 

reason that this would include “examining the evidence used, including both the data input and 

the algorithmic logic applied” (p. 127). The black box nature of algorithms creates difficulties 
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when attempting to present evidence against any believed algorithmic mis-judgement. As 

mentioned previously, even if access has been granted to peer inside the black box individuals 

likely will still not be able to fully understand how to dissect the meaning behind the code.  

 In the legal world, this inability to possibly understand how automated systems make the 

decisions they do is one that goes against all fundamentals of law (Hildebrandt, 2009). Not only 

will policy makers and hearing officers not understand why a computer system gave the output it 

did, but those who are on the receiving end of the computer assisted determination will also not 

understand why they are being evaluated in such a way. Subjects of the law have the right to 

understand the laws that are being placed upon them as part of their due process rights. Citron 

states that “Laws should be clear and accessible so that those subject to them can know and 

understand their content” (2008, p. 1297), so when algorithms make the rules inaccessible due 

process is impossible to achieve since people attempting to appeal a algorithmically derived 

decision can not even understand why the decision was made in the first place. Crawford and 

Shultz (2014) point out the Kafkaesque situation algorithms create in the courtroom, where 

citizens may break rules they were unaware of and when they attempt to learn what rule was 

broken they are unable to actually discover it. As Kafka himself states in the Trial “It is not 

necessary to accept everything as true, one must only accept it as necessary” (Kafka, 1999 p. 

263) 

Furthermore, Citron (2008) believes that the potential inadequate notice “will discourage 

some people from seeking hearings” (p. 1254) in the first place; even if hearings are held it may 

severely reduce their value. Citron (2008) argues that algorithmic making decision systems 

jeopardize an individual’s legal right to be given notice of an agencies action; “this right requires 

that notice be reasonably calculated to inform individuals of the government’s claims” (p. 1282) 
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so that a person can prepare themselves for when the action takes effect or to contest the action. 

Clear notice decreases the likelihood that agency action will rest upon “incorrect or misleading 

factual premises or on the misapplication of rules” (Citron 2008). Without receiving prior notice 

of administrative actions being taken individuals have no way to contest any sort of claim made 

against them. The lack of sufficient notice has become a some what of common occurrence in 

automated decision-making systems with a number of systems in the United States canceling 

welfare and Medicaid benefits without notifying individuals before hand. (Citron 2008, Eubanks 

2018). 

In order to combat the due process issue brought about by the incorporation of 

algorithms, Citron (2008, 2014), along with Crawford & Shultz (2014) argue that decision 

making systems should leave behind auditable trails so that law makers and citizens alike can 

follow the trail of reasoning that guided an algorithm to its conclusion. This audit trail would 

have to be made legible for non-technical individuals so that due process can be followed. 

However, while auditable algorithms seem useful in theory, using codes that are then audited to 

conduct enforcement amplifies problem of magnitude, or "too-much-information," often 

associated with present day disclosures (Perel & Elkin-Koren, 2017). On top of this, Perel & 

Elkin-Koren (2017) argue that “it also imposes practical difficulties on relying on transparency 

as an adequate check for algorithmic enforcement” (p. 1). When it comes to implementing 

algorithms into legal practices of any sort, transparency is the largest issue, as it is crucial when 

guaranteeing an individual their due process. This has led much of the legal literature 

surrounding algorithms fixated on cracking open the black box and exposing the lines of code 

inside, obviating their decision-making processes. The question remains if this is the best way to 
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understand the complex socio-technical assemblage of algorithms, especially within morally and 

ethically entangled legal spaces.  

Chapter 3 

Case Studies 

Transparency, fairness, and the ability to understand how and why legal decisions are 

made are all necessary facets of an individual’s rights to due process. As shown through the 

literature discussed, algorithms have proven time and time again to be in opposition with these 

ideals. As mentioned, algorithms are often considered to be black boxes with their coded logic 

hidden behind IP laws and dense technical language, making calls for true transparency seem 

like an impossibility. Their increasingly complex nature and opacity makes it difficult for 

researchers to detect and locate potential implicit biases within the algorithm. While those who 

make the decisions to use algorithmic systems might view algorithms as objective decision 

makers, it has become commonly understood among many scholarly circles that they are in fact 

non-neutral entities. 

 In order to understand the implications and uses of algorithms within the context of a 

legal process we will look at two areas of law in which algorithms are currently being used in 

multiple countries. Firstly, the use of decision-making algorithms in the field of immigration law 

will be examined to demonstrate the effect that algorithmic decision-making systems have on 

administrative legal processes. Secondly, the use of algorithms to make risk assessments in bail 

hearings will be discussed to show that while the algorithms and procedures may differ, much of 

the same algorithmic challenges arise in criminal law as they do in administrative law. The 

reason for examining two different field of laws is to show the differences and similarities 
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between how legal processes, whether administrative or criminal, affect the due process rights of 

individuals.    

Immigration, Algorithms, and Due Process 

With immigration becoming more and more of a logistical challenge for governments 

around the world, as more people attempt to migrate to new countries for any number of reasons, 

governments are beginning to turn to algorithms as a method to ease administrative backlogs 

with out breaking the budget. However, marginalized and under-resourced communities such as 

undocumented individuals, those with temporary status like students, and permanent residents 

still have their own due process rights, leaving room for algorithms to run a foul and cause harm 

to an already under resourced communities.For instance, in the United Kingdom a voice 

recognition algorithm used as part of an English language entrance test for new immigrants, 

accused tens of thousands of international students of cheating on their TOIEC (Test of English 

for International Communication) (Sonnad, 2018). Sonnad (2018) explains that “ETS 

(Educational Testing Service) had tried to identify fraud using voice-recognition software, 

according to the appeals court decision.” Using their voice recognition algorithm, ETS analyzed 

all the tests from the UK and tried to identify cases where multiple tests had the same voice 

signature for the oral component. If a voice profile appeared on more than one test it would 

indicate a fraudulent test as it would mean a single person took the test for multiple people. 

According to a report published by Migrant Voice (2018): 

with no proper right to challenge the decision, [students] were summarily told that their 

studies had been terminated and that they had no right to stay in the United Kingdom. 

Overnight, lives were turned upside down. Some of the students were taken straight to 

immigration detention, some were deported, and some returned to their home countries to 



ASYMETRICAL GOVERNACE   24 

 

appeal against the allegation. Others remained and worked desperately to clear their 

names, knowing that going home with such a slur hanging over them would have 

destroyed their reputations and barred them from jobs – and in some cases, destroyed 

their familial relationships. (p. 5) 

ETS’s analysis delivered to the Home Office, the department of UK Government that 

handles immigration and passports, said there were close to 34,000 “invalid” TOEIC test results. 

On top of that 22,000 further tests were flagged as questionable (Migrant Voice, 2018). While it 

is noted that voice-recognition software can be vary accurate with a 1% margin of error, it should 

be noted that even at 1% “several hundred test results marked “invalid” by the technology could 

have in fact been honest test takers” (Sonnad, 2018). Other errors besides one of algorithmic 

error could have also occurred, for example some of those who appealed said that the voice 

recording they were given of their test session was not the correct file (Weale, 2018). According 

to an immigration lawyer who spoke to The Guardian, they place the error rate between 5% and 

10%, which would put the number of unjust deportations in the thousands (Weale, 2018). 

Migrant Voice’s report concluded that the UK Home Office has hindered student’s ability 

to correct any errors made by ETS’s software in a number of ways. Firstly, refusing to provide 

students with evidence critical to their defence in a timely manner (Migrant Voice, 2018).  

Secondly, relying on evidence that has been highly criticized by the Courts (Migrant Voice, 

2018). Lastly, “preventing students from appealing or proceeding with other judicial actions 

either directly through its decisions or by supporting legislation to take away important appeal 

rights” (Migrant Voice, 2018). 

Unfortunately, the use of decision-making algorithms in the context of immigration is not 

a unique tool to the United Kingdom. Since at least 2014, Canada has been introducing 
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automated decision-making elements into its immigration procedures, most notably to automate 

certain activities currently conducted by immigration officials and to support the evaluation of 

some immigrant and visitor applications (Molnar, P. & Gill, L., 2018). A report from the Citizen 

Lab and the International Human Rights Program at the University of Toronto’s Faculty of Law 

investigates the use of artificial intelligence and automated decision-making in Canada’s 

immigration and refugee systems. The report finds that use of automated decision-making 

technologies “to augment or replace human judgment threatens to violate domestic and 

international human rights law, with alarming implications for the fundamental human rights of 

those subjected to these technologies” (Molnar, P. & Gill, L., 2018). 

The use of automated decision-making in the sphere of immigration and refugee law and 

policy is highly problematic and the potential ramifications are far-reaching. Marginalized and 

under-resourced communities such as undocumented individuals, those with temporary status 

like students, and permanent residents often have access to less robust human rights protections 

than those with citizenship and less legal expertise with which to defend those rights. By 

adopting the use of autonomous decision-making systems without first having an outline of 

responsible best practices and appropriate human rights principles instilled from the very 

beginning “may only exacerbate pre-existing disparities and can lead to rights violations 

including unjust deportation” (Kenyon, M. 2019). According to Citizen Labs, Canada is looking 

into an expansion of the application of automated decision-making algorithms in a variety of 

immigration related determinations would normally be made by a human immigration official. 

The possible decisions that might soon be made by algorithms in relation to immigration and 

refugee law range in complexity, including whether an application is complete, whether a 

marriage is genuine, or whether someone should be designated as a risk (Kenyon, M. 2019). 



ASYMETRICAL GOVERNACE   26 

 

While the idea of an algorithm deciding if a marriage is genuine or not may seem like the plot of 

a rather dystopian episode of Black Mirror, for future immigrants and refugees it may very well 

be their reality.  

Having the proper tools and methods for auditing algorithms is crucial in providing 

adequate notice to individuals who lives are being left to the mercy of an automated decision-

making algorithm. Not only would auditing allow for individuals to appeal unjust decisions 

much more effectively after they have been made; it would also allow for the initial decision 

makers, whether that be immigration officers, administrative tribunals, or judges to make 

informed decisions in the first place. 

Bail, Pre-Trial Risk Assessments, and Transparency 

The use of pretrial algorithmic risk assessments in criminal law has expanded rapidly 

across the United States to the point where these types of systems are “probably the most widely 

implemented algorithmic tools in use in criminal proceedings in the world” (Law Commission of 

Ontario, 2020). Algorithmic pretrial risk assessment tools are used to predict how likely it is that 

an accused is to miss a scheduled court date, potential flight risk, commit another crime, or in 

more specific cases commit a violent crime. While these types of risk assessment tools may 

sound like they are ripped right out of a science fiction film like Minority Report or Timecop, 

where the entire premiss is to sentence people for crimes they have not committed, they are 

becoming a very real part of the criminal justice system. However, as discussed previously the 

algorithmic tools in the real world are not objective or neutral because they are based on data 

(Gitelman, 2013). Data has the potential to be embedded with any number of implicit and 

explicit biases; “seemingly technical decisions often embed far-reaching policy or legal choices 

without public discussion or accountability” (Law Commission of Ontario, 2020).  
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For example, in the 2018 Supreme Court of Canada case of Ewert v. Canada, “an 

Indigenous man argued that the long-standing risk-assessment tools used by the Correctional 

Services of Canada (CSC) for his parole hearing were unfair because they were tested on non-

Indigenous populations” (Hasham, 2019). The court ruled 7-2 in favour of Ewert claiming there 

is ample reason to doubt the “cross-cultural validity of the CSC’s risk tests (measuring 

recidivism and psychopathy) in their application to Indigenous prisoners” (Beatson, 2018). The 

risk assessment tools in Ewert v. Canada case were not machine learning, in that the algorithm 

did not update or change its parameters by itself based on the calculations made automatically by 

the algorithm. Machine learning algorithms are more impenetrable and complex when it comes 

to understanding why decisions are made as stated previously, so the fact that CSC’s risk tool 

lacked machine learning abilities and was found unfit to make judgements based on race only 

shows the problems that could be obfuscated by using automated decision-making systems in the 

legal process.  

The potential for implicit racial bias in algorithmic systems used in legal decision-making 

processes has been well documented (Angwin et al., 2016; Molnar, P. & Gill, L., 2018) and 

perhaps there is no better example than the investigation into Northpointe, Inc.’s algorithmic 

recidivism tool, called COMPAS (which stands for Correctional Offender Management Profiling 

for Alternative Sanctions). The COMPAS algorithm is one of the most popular scores used in the 

United States and is increasingly being used in pretrial and sentencing, which is why it was 

chosen for analysis (Larson et al. 2016). An investigation conducted by ProPublica found that 

“black defendants were far more likely than white defendants to be incorrectly judged to be at a 

higher risk of recidivism, while white defendants were more likely than black defendants to be 

incorrectly flagged as low risk” (Larson et al, 2016).  Black defendants were often predicted to 
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be at a higher risk of recidivism than they were in reality. The analysis found that black 

defendants who did not re-offend over a two-year period were nearly twice as likely to be 

misclassified as higher risk compared to their white counterparts (45 percent vs. 23 percent) 

(Angwin et al. 2016). On the other hand, white defendants were often predicted to be less risky 

than they actually were, as the analysis found that white defendants who re-offended within the 

next two years were mistakenly labeled low risk almost twice as often as black re-offenders (48 

percent vs. 28 percent) (Angwin et al. 2016). 

The COMPAS risk assessment tool was not only used to predict general recidivism but 

was also said to be capable of predicting a defendant’s risk of committing violent crime if 

released on bail (Angwin et al. 2016). And just like the racial bias found within the recidivism 

algorithm just mentioned, the algorithm used to judge whether or not a defendant was likely of 

specifically violent recidivism was also skewed to be prejudice of black defendants. Larson et al. 

found that “Black defendants were twice as likely as white defendants to be misclassified as 

being a higher risk of violent recidivism. While white violent recidivists were 63 percent more 

likely to have been misclassified as a low risk of violent recidivism, compared with black violent 

recidivists” (2016). The fact that any algorithm claims to be able to accurately predict the risk of 

pretrial violence is almost inherently flawed. Pretrial violence is exceedingly rare, which makes 

it challenging to statistically predict as there is likely not enough data to create a model accurate 

enough to make a prediction that could be held to the high standards of the law (Barabas et al. 

2019). Barabas et al. plainly state that  

Risk assessments cannot identify people who are more likely than not to commit a violent 

crime. The fact is, the vast majority of even the highest risk individuals will not go on to 

be arrested for a violent crime while awaiting trial. Consider the dataset used to build the 
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Public Safety Assessment (PSA): 92% of the people who were flagged for pretrial 

violence did not get arrested for a violent crime and 98% of the people who were not 

flagged did not get arrested for a violent crime. If these tools were calibrated to be as 

accurate as possible, then they would predict that every person was unlikely to commit a 

violent crime while on pretrial release. (2019). 

Ultimately, these types of risk assessments could easily lead judges to overestimate the 

risk of pretrial violence and cause more people to be locked up before trail than is actually 

necessary. A recent study found that people tend to significantly overestimate the recidivism rate 

for individuals who are assessed as moderate to high-risk by the kinds of risk assessment tools 

discussed in this section. (Daniel et al. 2018) Participants of the study greatly overestimated the 

actual rate of recidivism for those assessed as moderate to high-risk category, “the true rate was 

less than fifty percent of what participants predicted” (Daniel et al. 2018). The easy solution 

some might say would be to simply exclude race as a variable that the algorithm considered 

when it formulates a decision. However, excluding race itself does not necessary mean that 

factors that serve as proxies to an individual’s race are excluded from these algorithms. An 

example of a factor that correlates heavily with an individual’s race could be the number of times 

they have been stopped by the police. As data scientist Cathy O’Neil writes her book, Weapons 

of Math Destruction:  

[I]t’s easy to imagine how inmates from a privileged background would answer one way 

and those from tough inner-city streets another. Ask a criminal who grew up in 

comfortable suburbs about “the first time you were ever involved with the police,” and he 

might not have a single incident to report other than the one that brought him to prison. 

Young black males, by contrast, are likely to have been stopped by police dozen\s of 
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times, even when they’ve done nothing wrong… So if early “involvement” with the 

police signals recidivism, poor people and racial minorities look far riskier. (O’Neil, 

2017. p 18)  

The COMPAS algorithm like many automated decision-making algorithms used in legal 

decision making is proprietary and owned by Northpointe, a consulting and research firm that 

delivers software products, training, decision support and implementation services.  The 

technologies and their inner workings are closely guarded secrets of the companies that create 

them. As previously mentioned, if the code that makes up the logic and procedural functioning of 

the algorithm are exposed the system can be gamed by individuals, or the code could be 

replicated diminishing any value the original may have had. The potential of “gaming” a pre-trial 

risk assessment would completely invalidate the tool and make a farce out of the hearing itself. 

However, without being able to fully understand how an algorithm comes to make its decisions, 

defendants are left with an asymmetry of knowledge that places them at the mercy of a 

seemingly rigid and opaque system, one that infringes on their right to due process. Hildebrandt 

incisively states “There is no business model for effective transparency tools, through there 

certainly is a business model for tools that merely simulate transparency. Real transparency 

would threaten the monetization of data, disabling the profitability of pre-emption itself” (2015, 

p.102)  

The rules stitched into the social fabric of society by search engines, are partly written by 

coders, engineers, and computer scientists responsible for the coded lines that make up the 

algorithms, as mentioned by Noble (2018) and Pasquale (2006). While they are not entirely 

responsible for the actual use of their software by their clients, they are responsible for many of 

the rules that underline how an algorithm function. When this understanding is placed within a 
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legal framework those responsible for coding algorithms that make decisions affecting people 

civil liberties, the computer programmers and engineers can be seen as rewriting the law 

(Hildebrandt, 2009). When programmers are tasked with writing an algorithm to be used in a 

legal setting, they are interpreting the rules, laws, and legislation that has been put in place so 

that it can be translated into a computer interface (Hildebrandt, 2009). Code writers are not 

policy experts and may not always fully understand, or may misinterpret, what they are 

programming into an automated system, not to mention the possible effects that this 

reinterpretation may have on individuals subjected to the decision-making system. When it 

comes to decerning between a code choice and a policy choice it is sometimes difficult to 

appreciate the difference (Law Commission of Ontario, 2020). These reinterpretations of the law 

effectively, while seemingly unintentionally, usurp a decision maker’s, (such as a judge, hearing 

officer, or committee) own expertise and authority on whatever legal decision they may preside 

over.  By bypassing the expertise of policy makers, hearing officers and judges, algorithmic 

decision-making systems are becoming both the rule maker and adjudicator in society. This dual 

role that algorithms are beginning to play in the legal systems of North American has 

Hildebrandt arguing that if we do “not embody legal norms in new technological devices and 

infrastructures, we may reach the end of law” (2009).  

Claims of the “end of law,” however, are by no means purely hyperbolic. Citron (2008, 

2014), Pasqual (2006), and Crawford & Shultz (2014), all agree with Hildebrandt, that the 

fundamental underpinnings of the law, fairness, transparency, and accountability, are jeopardized 

by the use of algorithmic systems; they all agree that there is one crucially important facet of 

their use that must be addressed in order to avoid law’s demise: transparency. Due process 

frameworks outline the need for the opportunity of a fair hearing, where those who have been 
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affected by automated decision-making systems, whether in an administrative law setting or an 

online environment, are able to make their case and present evidence demonstrating how these 

systems may have wronged them. Crawford & Shultz reason that this would include “examining 

the evidence used, including both the data input and the algorithmic logic applied” (2014). One 

significant way to do this in any meaningful capacity would be to develop a method of auditing 

the algorithms so that both decision-makers and those who are on the receiving end of 

algorithmic judgments are able to examine just how and why the algorithm came to the 

conclusions it did. 

Chapter 4 

Auditing Decision-Making Algorithms  

With the growth in the study of algorithms over the last 10 years there have been many 

meaningful suggestions on how best to tackle the issues surrounding the topic of algorithmic 

transparency. As previously mentioned, some researchers primarily in the communications and 

science and technology studies (STS) fields believe that true transparency might be somewhat of 

a fallacy and that what should be strived for is a way of unknowing algorithms as discussed in 

Chapter 3. That is, to recognize their inherent opacity and work with those limitations rather than 

focusing too much energy on opening the algorithmic black box, essentially focusing on the 

inputs and outputs rather than the impenetrably complex source code (Butcher, 2018. p.46). 

Others have suggested that attempting to reverse engineer an algorithm for study might be the 

best course of action for researching some types of algorithms (Diakopoulos, 2013). Some have 

suggested not focusing on the algorithm itself, but rather conducting ethnographies of the coding 

and interviewing the developers (Kitchin, 2016).  
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While each of these research methods have their merits and can be effective for studying 

web algorithms that people encounter during their everyday lives, such as Google search 

algorithms (Noble, 2018) or YouTubes recommendation algorithms (Lewis & McCormick, 

2018), when it comes to decision-making algorithms that operate within a criminal or 

administrative law setting, where individuals are expected to receive due process rights, these 

methodologies may not be quite as useful. While this is not to say that these research methods 

are not capable of providing insight into algorithms like the ones mentioned in the previous case 

studies; any analysis of these algorithms using these methods would come after a decision has 

been made thus still allowing for due process rights to be violated.  What I propose, based on the 

material discussed in this MRP, to be the most effective solution for both studying algorithms 

that are used for legal decision-making processes and preserving an individual’s right to due 

process is conducting an audit study of the algorithm in question.  

While the term audit is normally associated with the financial industry, audit studies are 

somewhat different from the common understanding of the term. Audit studies are typically field 

experiments in which researchers participate in a social process that they suspect to be corrupt in 

order to determine if there is any discrimination taking place. In fact, “the original audit studies 

were developed by government economists to detect racial discrimination in housing by the 

research unit of the US Department of Housing and Urban Development in the 1970s” (Sandvig 

et al, 2014). Christian Sandvig, a communications scholar who studies algorithms and their 

potential for bias has outlined several ways in which the concept of an audit study can be 

designed to, “investigate normatively significant instances of discrimination involving computer 

algorithms operated by Internet platforms” (2014). While Sandvig et al’s proposed research 

design is focused on the algorithms encountered on the internet on a day-to-day basis I believe 
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that some of them can be useful in auditing decision-making algorithms that are used in legal 

processes. Audit studies, because of their legal context, are by design meant to be simple enough 

that a lawyer or judge can understand them and use them as evidence in court case. While 

Sandvig et al proposes five possible audit types for studying internet algorithms, I believe only 

two would be useful in the effort to preserve due process rights when algorithms are utilized in a 

law setting: a Code Audit (Algorithm Transparency) and a Scraping Audit.  Both audit types will 

be examined in order to demonstrate the strengths and weakness of each method when it comes 

to preserving the two key facets of due process that have been established earlier: the right to 

adequate notice and the right to a fair hearing. 

Code Audit (Algorithm Transparency)  

The first type of audit study proposed is a code audit. A code audit is exactly as it sounds, 

an audit of the actual computer code where researchers can scrutinize the logical foundations of 

the algorithm. This process should be mandatory for any private company or government 

institution wishing to use their algorithmic tools with the context of a legal decision-making 

process to prevent the types of algorithmic misbehavior discussed throughout this MRP. Code 

should have to be released to an independent, government-appointed third party for inspection to 

observe and algorithmic misbehavior before it is implemented into any legal procedure. 

Unfortunately, today private companies consider their algorithms to be valuable intellectual 

property and aim to shadow their inner workings behind trade secret protection laws. (Pasquale 

2010; 2011).  Private corporations are unlikely to hand over the code to their algorithms 

(especially illegal algorithms) unless the disclosure of said algorithm were to be compelled as 

necessary for them to have their product used by a governing body. There is a crucial problem to 

this method of auditing, since an algorithm is essentially a formula that when given a specific set 
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of variables produces a particular result, there is room for them to be manipulated if their code is 

made public. In the legal context, if both parties (decision maker and receiver) are given access 

to the code and presuming they have the necessary knowledge, they could game the algorithm 

produce an output that is more favorable of their argument. For example, in the case of 

immigration, if hopeful immigrants knew what data an algorithm used to make a decision and the 

logic behind why the decision was made, they could omit or fabricate information that the 

algorithm viewed as favorable to their case. 

While the potential for gaming an algorithm that is used to provide fair and impartial 

judgements may make this audit method seem impractical, there are possible solutions, such as 

making much of the code available for review while hiding only selective bits of code. By using 

open-source internet platforms that make their algorithms available to the public as an example, 

websites such as Reddit, who allow their code to be examined, scrutinized, and re-purposed all 

while operating a highly successful platform are able to do so by keeping parts of their code 

secret. To prevent spambots from using the disclosed algorithm to manipulate the users 

experience while visiting Reddit, “a kernel of the algorithm (called the “vote fuzzing” code) 

must remain closed source and secret, despite Reddit’s aspirations to transparency” (Sandvig et 

al, 2014). While adopting this “semi-transparent code” strategy into an algorithm used with in 

the context of law is not ideal as anything less than true transparency is likely to create calls for 

due process right violations, it is a least a step in proving greater transparency than what is 

currently available to decision-makers and decision-receivers.  

Pasquale (2010) has proposed an alternative solution to this problem wherein algorithms 

themselves could be disclosed to third party specialists who would keep them private while still 

permitting public interest scrutiny, but not allowing for the algorithms to be fully disclosed to the 
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public. If Pasquale’s proposal were to be implemented, it would dramatically improve this 

research design. Even if organizations expected their algorithms to be audited, they may not 

know exactly what details the auditors are looking for, making it difficult for them to try and 

hide any algorithmic misconduct.  

Even with these proposed solutions to the transparency problem of this audit study 

method there are still limitations. Even at the normal level of complexity at which decision-

making systems operate an algorithm cannot be interpreted solely by reading it. Meaning 

scrutineers of a specific algorithm are not going to find a line like:  

“if ($race = NOT_CAUCASIAN) then { illegal_discrimination() };” (Sandvig, et al., 

2014). 

As mentioned previously, algorithms are more than the lines of computer code, they are 

best understood as a technical assemblage. An algorithm is useless without information; 

depending on the information that is fed into the algorithm the resulting output can vary widely. 

Depending on the data set used an algorithm that appears to be completely free of any sort of 

bias while using one set of information can begin perpetuating harmful recommendations, 

predictions, or judgements. As was the case The Ewert v. Canada example discussed previously, 

if the data set that the algorithm uses to make decisions is tainted with bias, then the algorithm is 

likely to produce results that perpetuate that same bias. While the code audit might be useful in 

some situations or as an auxiliary tool, it is important to consider alternative research designs for 

algorithm audits that might address the limitations of performing just code audits. 
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Scraping Audit 

In a scraping audit, rather than using the code itself as the point of examination the 

fixation is on the inputs and outputs of the algorithm in question. Researchers would be given 

access to the algorithm to run different experiments where they would repeatedly give the 

algorithm information in order to observe the results of its processes. In doing so researchers 

would be able to discover potential patterns that the algorithm has in its decision-making 

process; if a pattern were to be discovered where researchers notice the algorithm was giving 

biased results, they would be able to report it, locate the flawed code logic, correct it, and start 

the process again to see if the changes create any new issues. By meticulously testing the inputs 

and outputs to see what inputs generate what outputs researchers would be able to document any 

potential patterns that begin to arise. The reason this method is term a scraping audit is because it 

typically involves running software on a website that would rapidly generate an input, then 

document the output a long with any possible web code that it code find in order to reverse 

engineer the way the algorithm came to that conclusion (Sandvig et al, 2014). If researchers 

where given access to test judicial algorithms using software that could scrape data in a similar 

manner, many insights into the decision-making patterns of an algorithm could be learned. This 

would help to provide transparency, understandability, and fairness for both decision-makers and 

receivers in legal systems. 

 This method of dissecting an algorithm’s inputs and outputs is a common practice among 

web researchers. This method was used by The Atlantic when it discovered Netflix’s 76,897 

algorithmically generated micro-genres of movies (Madrigal, 2014). This was accomplished by 

copying and pasting URL codes into the address bar and seeing what genres come up. The 

researcher had learned that Netflix's genre URLs were sequentially numbered. Realizing that 
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“one could pull up more and more genres by simply changing the number at the end of the web 

address” (Madrigal, 2014). By playing with the input (URL code) and documenting the output 

(genre recommendation) the researchers were able to gain insights in to not only the number of 

different genres Netflix has, but more interestingly the grammar Netflix uses to create new 

genres. 

 This method of reverse-engineering an algorithm is a much easier task when attempting 

to understand publicly accessible algorithms like Netflix recommendations, however when it 

comes to tinkering with the inputs and outputs of a risk assessment algorithm used in bail 

hearings access is essentially impossible. As mentioned previously the algorithms used are often 

intellectual property belonging to private companies constituting a trade secret. If the algorithm 

is produced by a government organization, examining its ins and outs is still a point of concern, 

due to possible “gaming” of the system to avoid being flagged by the algorithm in situations that 

should be, as shown in the immigration example mentioned previously. To get around these 

hurdles the best solution would be for the government to set up an independent oversight group 

where the algorithms in question can be tested extensively by researchers to make sure they are 

operating and using data in a way that upholds an individual right to due process.  

This method of scrape auditing has been used before in a legal context, specifically in the 

realm of copyright law. Researchers Perel & Elkin-Koren (2017) wanted to examine how 

YouTubes algorithm enforced copyright takedown notices and flagged illegal content. While the 

researchers were able to learn about YouTubes processes by uploading copyrighted content and 

documenting the outcome, they did note that much of what they were doing violated the US 

Computer Fraud and Abuse Act (CFAA). For instance, to test how YouTubes algorithm handled 

copyright claims that would have to knowingly upload copyrighted material. Or if they wanted to 
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test YouTubes ability to flag illicit content, they would have to knowingly upload content that 

may in fact be illegal.  

Whether it be tinkering with inputs and outputs or scraping the code of the algorithm that 

is available, the process is often deemed as breaching the rights of the algorithm’s owner. The 

CFAA has been criticized as “overbroad legislation that criminalizes unauthorized access to any 

computer” (Sandvig et al, 2014) and where authorization can be defined by the algorithm’s 

operator. While this would make it difficult for independent researchers to examine an algorithm, 

if a government committee oversaw researching the decision-making algorithms like the ones 

used in immigration processes or bail hearings the laws similar to the CFAA would likely be less 

of a concern. It is clear that researchers are able to learn valuable information about the decision-

making processes of algorithms by experimenting with the inputs and outputs, essentially 

learning how the algorithm thinks. If researchers or government auditors were given access to 

both an algorithm’s code and the freedom to tinker with the algorithm itself, providing 

transparency to individuals who are receiving algorithmic judgments would be a much more 

achievable. If meaningful transparency can be achieved where all parties involved in the legal 

process, from judge or tribunal to defendant or applicant, then the due process rights of an 

individual can be upheld. 

Conclusion 

With use of algorithms now moving into the courtrooms and making decisions that 

directly affect the lives of those who are on the receiving end of such decisions, the need for a 

comparative look at the research on algorithms is pressing. Legal processes do not happen in a 

vacuum and the decisions made within these governing systems affect how society and those in 

it structure and compose reality. While the inclusion of algorithms in legal processes may be 
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done to improve efficiency of the system, any benefits they may add to the process must be 

weighed against the negatives, and algorithms are far from error free entities. Algorithms are 

black boxes in nature, with their processes itself shielded from scrutiny from those on the 

outside. The black box nature of algorithms is paradoxical to the transparency required in a just 

legal system and thus requires extensive research. This MRP has discussed several ways in 

which algorithms negatively impact an individual’s due process rights, from their lack of 

transparency and potential for bias, to their ability to make and implement decisions before 

individuals have the chance to appeal any claims. While solutions to these problems can be 

complex this MRP offers what I think are steps in the right direction for better protecting an 

individual’s due process rights when algorithmic tools are used for judicial purposes. By using 

code audits and scraping audits, along with independent government oversite groups, upholding 

due process rights despite the use of algorithms can be an achievable goal. 

Rather than regulating for transparency or misbehaviour of algorithms used in legal 

processes this MRP argues for a regulation towards the auditability of algorithms. Transparency 

does not always mean understandability as shown when it comes to disclosing an algorithms 

code. Without understanding there can be no effective right to due process. Regulating for 

auditability requires a third-party role for governments and researchers, to hold algorithmic 

systems accountable by auditing them before their implementation within a given legal process, 

as well as repeatedly after they have been implemented.  As noted by Sadvig (2014) “this would 

require financial and institutional resources that would support such an intervention,” which 

means that a sort of algorithm accountability committee will need to be formed for the public 

interest. This kind of oversight committee may also be welcomed by a wide range of 

stakeholders, such as the ones discussed by Sandvig et al (2014) who are interested in auditing 
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web-based algorithms like ones used by Facebook and Google.  If having to explain how an 

algorithm came to its conclusion, is too much of a burden then these systems should not be in 

use. If an algorithm decides that a person is no longer eligible to receive medical benefits or 

finical assistance the administrative procedures should clearly explain how and why the 

algorithm made its decision. If a person is deported because an algorithm says they cheated on 

the language test, then they should be able to challenge that decision and understand why the 

algorithm came its conclusion. And if a person accused of a crime is told they will not be 

allowed the opportunity to make bail because they are perceived to be at a high risk for 

recidivism, then the burden should be on the court to show why the algorithm came to that 

conclusion before taking the accused freedoms away.  
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