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RESUME 

Jusqu'a present, avec les progres rapides dans les reseaux sans fil, les utilisateurs 

mobiles ont ete capables de beneficier de systemes sans fil disparates, tels que les 

reseaux sans fil personnels (WPANs) (par exemple Bluetooth), les reseaux locaux 

sans fil (WLAN), les reseaux metropolitains sans fil (WMANs), les reseaux sans fil 

etendus (WWANs) comme la troisieme generation (3G) reseaux cellulaires, etc. 

Par ailleurs, la prochaine generation de reseaux sans fil (NGWNs) devrait integrer 

les differents reseaux ou systemes sans fil et posseder une infrastructure tout-IP sou-

tenant la mobilite entre les technologies d'acces heterogenes. L'un des principaux 

defis pour la recherche de ces reseaux de prochaine generation est de concevoir des 

regimes efficaces de gestion de la mobilite qui permettent de s'acquitter de nceuds 

mobiles d'itinerance entre les differentes technologies d'acces. 

Pour realiser efficacement la gestion de la mobilite, l'lnternet Engineering Task 

Force (IETF) a propose plusieurs solutions de gestion de la mobilite, telles que l'appui 

a la mobilite IP version 4 (MIPv4), le protocole mobile IPv6 (MIPv6), hierarchique 

mobile IPv6 (HMIPv6), releves rapides pour mobile IPv6 (FMIPv6) et releve rapide 

pour hierarchique mobile IPv6 (F-HMIPv6), proxy mobile IPv6 (PMIPv6), etc. Outre 

les activites de recherche dans les organismes de normalisation, un certain nombre de 

protocoles de gestion de la mobilite ont ete proposes dans la litterature. Par exemple, 

le protocole de la gestion de mobilite intra-domaine (IDMP), IP cellulaire, le protocole 

de releves conscients des infrastructures d'acces sans fil a Internet (HAWAI), etc. 

Cependant, aucun de ces protocoles ne constitue une solution ideale pour la mobilite 

sans coupure avec la provision de la qualite de service. 

L'objectif de cette recherche est de concevoir de nouveaux protocoles qui soutien-

nent la gestion de mobilite rapide et sans coupure dans les reseaux sans fil de prochaine 

generation. De tels protocoles doivent presenter des caracteristiqu.es comme un temps 

de releve reduit, une signalisation reduite, moins de taux de perte de paquets, moins 

de session d'interruption. 

Plus precisement, dans cette these, nous proposons un nouveau Routeur d'Acces 

Tunneling Protocole (ARTP), qui permet aux routeurs d'acces (ARs) d'etablir les 

tunnels securises bidirectionnels (BSTs) avec leurs voisins. A partir de l'ARTP, nous 

analysons les architectures existantes integrees dans les reseaux sans fil de prochaine 

http://caracteristiqu.es
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generation et nous proposons une nouvelle architecture. Nous analysons ensuite les 

protocoles de gestion de la mobilite qui sont proposes par les groupes de travail de 

1'IETF. Puis, nous proposons des solutions optimisees de releves sans coupure pour les 

reseaux bases sur MIPv6. Ces solutions permettent aux noeuds mobiles d'exploiter 

leurs precedentes adresses IP dans les nouveaux reseaux visites, a condition que le 

nouveau reseau d'acces et celui qui le precede aient un accord de niveau de service 

avant les releves actuelles. Cet accord permet aux utilisateurs mobiles d'utiliser les 

tunnels bidirectionnels pre-configures, en particulier, pour ceux qui font la releve 

avec des sessions multimedias en cours. Comme les utilisateurs mobiles emploient les 

tunnels bidirectionnels pre-configures au cours de la releve, la signalisation utilisee 

pour etablir ces tunnels est retiree de l'ensemble du processus de releve. Cela reduit 

le temps de releve. En outre, la latence relative a la detection d'adresse dupliquee 

(DAD) est completement eliminee du processus de releve. Cela minimise le temps de 

releve. Comme SMIPv6 permet aux noeuds mobiles d'utiliser leurs anciennes adresses 

IP (PCoA) immediatement apres avoir joint la nouvelle liaison, alors, les contextes 

d'informations des noeuds mobiles sont conserves intacts dans leur routeurs d'acces 

precedents (PARs). Par consequent, les delais qui concernent le transfert de contextes 

sont egalement elimines completement de la latence de releve. 

Pour evaluer l'emcacite de nos approches, nous utilisons des modeles analytiques 

pour etudier les performances de la releve et l'emplacement de gestion en comparant 

ces performances avec MIPv6, HMIPv6, FMIPv6 et F-HMIPv6. En outre, des simu­

lations sont egalement realisees pour les procedures de la releve en vue d'analyser 

les performances en termes de temps de releves, taux de perte de paquets. Dans 

cette these, nous developpons aussi une nouvelle approche pour la releve rapide de 

la couche deux (couche de MAC) dans des reseaux integres le protocole de MIPv6 

et WLAN. Ensuite, nous utilisons des simulations pour evaluer la performance de la 

releve. 
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ABSTRACT 

So far, with the rapid progress in wireless networking and mobile computing, mobile 

users have been capable to benefit from disparate wireless systems, such as wire­

less personal area networks (WPANs) (e.g. Bluetooth), wireless local area networks 

(WLANs), wireless metropolitan area networks (WMANs), wireless wide area net­

works (WWANs) like third generation (3G) cellular networks, etc. 

On the other hand, next generation wireless networks (NGWNs) are expected to 

integrate existing various wireless networks/systems and to present an all-IP-based 

infrastructure to support mobility among heterogeneous radio access technologies. 

One of the major research challenges of such networks is to design effective mobility 

management schemes that enable mobile nodes (MNs) to perform roaming across 

various access technologies. 

To realize efficient mobility management, the Internet Engineering Task Force 

(IETF) has proposed several mobility management solutions, such as mobile IPv4 

(MIPv4), mobile IPv6 (MIPv6), hierarchical mobile IPv6 (HMIPv6), fast handovers 

for mobile IPv6 (FMIPv6), fast handover for hierarchical mobile IPv6 (F-HMIPv6), 

proxy mobile IPv6 (PMIPv6), etc. Besides the research activity within standardiza­

tion bodies such as IETF, 3G partnership project initiatives, i.e. 3GPP and 3GPP2, 

a number of mobility management protocols have been proposed in the literature. For 

example, intra-domain mobility management protocol (IDMP), cellular IP, handoff-

aware wireless access internet infrastructure (HAWAII) protocol, etc. However, none 

of these protocols provides a perfect solution for seamless mobility with quality of 

service (QoS) provisioning. 

The objective of this research is to conceive new protocols that support fast and 

seamless mobility management in IPv6-based next-generation wireless networks. Such 

schemes should present the features such as optimal handoff latency, lower signalling 

overhead, less packet loss rate, user imperceptible interruption for sessions in progress. 

More specifically, in this thesis, we initially propose a new access router tunnelling 

protocol (ARTP), which allows access routers (ARs) to establish bidirectional secure 

tunnels (BSTs) with their neighbors. Followed by the ARTP, we analyze existing 

integrated architectures for next-generation wireless networks and propose a new 

integrated architecture for such interworking systems. And then, we propose new 
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seamless handoff schemes (SMIPv6) for the integrating architecture. Such schemes 

allow mobile nodes to utilize their previous valid IP addresses, called previous care-of 

addresses (PCoAs) in new visiting networks, on condition that the visiting access 

network (AN) and the previous AN have made a service level agreement (SLA), 

within which specific MNs are allowed to exploit pre-configured bidirectional tunnels 

during handoff for their ongoing multimedia sessions. Since mobile users employ pre-

established bidirectional tunnels during handoff, the signalling used for establishing 

such tunnels is removed from the overall handoff process. Thus results in reduced 

handoff delays. In addition, the latencies pertaining to the duplicate address detection 

(DAD) process are eliminated completely from the handoff process. This further 

minimizes the handoff delay. Moreover, since SMIPv6 schemes enable MNs to use 

their PCoAs immediately after attached to the new link, MNs' context information 

is kept intact at their previous ARs (PARs). Hence, the delays with respect to the 

context transfer process are also totally eliminated from the handoff latency. To 

evaluate the efficiency of our proposed SMIPv6 schemes, we use analytical models to 

investigate the impact of various wireless system parameters on the performance of 

the handoff process, and compare the obtained results with MIPv6, HMIPv6, FMIPv6 

and F-HMIPv6. Moreover, simulations are carried out using OPNET Modeler v. 12.0 

to analyze the handoff performance in terms of end-to-end delay during handoff, 

packet drop rate, control traffic sent during handoff, etc. In addition, this thesis also 

develops a new fast MAC layer handoff scheme for a MIPv6/WLANs environment, 

and simulations are executed using the simulator SimulX to evaluate the handoff 

performance. 
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CONDENSE EN FRANQAIS 

Chapitre 1. Introduction 

Avec les progres rapides accomplis dans la technologie sans fil, le nombre d'utilisa-

teurs mobiles a incroyablement augmente ces dernieres annees. Comme de plus en 

plus d'utilisateurs sans fil representent une majorite de la population de l'Internet 

aujourd'hui, la gestion de la mobilite devient un des principaux defis de la recherche 

dans la conception des systemes sans fil. 

1.1 Les motivations et les defis de recherche 

Recemment, la conception de protocoles pour soutenir la mobilite aisee (ou sans 

coupure) tout en garantissant la qualite de service devient un sujet brulant dans les 

reseaux sans fil heterogenes tout-en-IP de la prochaine generation. Dans ces reseaux, 

les utilisateurs mobiles doivent disposer de la capacite d'itinerance commodement et 

sans coupure entre des different s operateurs a travers differentes technologies d'acces. 

En outre, la nouvelle generation de reseaux sans fil (NGWNs) a tendance a ap-

puyer des services a valeur ajoutee (VAS). Cela impose une nouvelle complexity dans 

la conception des systemes sans fil, parce que ces genres de services amenent des 

nouvelles exigences de qualite de service dans les reseaux sans fil de la prochaine 

generation. Aujourd'hui, le defi principal de la gestion de mobilite dans les reseaux 

sans fil est de considerer deux requis : 1) Minimiser le temps d'une releve de sorte 

que les utilisateurs mobiles ne peuvent pas constater le changement de leur reseau 

attache. 2) Reduire le nombre de pertes de paquets autant que possible lors de la 

releve. 

1.2 Les contributions et les originalites 

Les principales contributions et originalites de cette these sont les suivantes : 

- Cette these propose un nouveau protocole qui permet la tunnelisation entre 

deux routeurs d'acces adjacents. Ce protocole permet aussi l'etabhssement d'un 
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tunnel avec un ensemble de caracteristiques minimales entre deux routeurs 

(ou noeuds) dans un reseau. La nouveaute de ce protocole est d'ajouter un 

mecanisme a la fonction de tunnelisation traditionelle qui garantit une certaine 

qualite de service et un niveau de securite.La nouveaute de ce protocole est 

de definir un mecanisme qui permet aux noeuds (ou routeurs d'acces) d'etablir 

les tunnels securises bidirectionnels (BSTs) avec leurs voisins et de negocier 

les parameters de ces tunnels. La technique traditionnelle utilisee pour la tun­

nelisation entre deux noeuds ne peut pas garantir la qualite de service lors 

de l'utilisation des tunnels, le protocole de l 'ARTP resolve ce probleme par 

l'ajoute un mecanisme de negotiation entre deux points de terminaison du tun­

nel. Par consequence, certains parametres concernant la qualite de service sont 

predefmis avant l'utilisation du tunnel. En outre, des points de terminaison du 

tunnel configurent des politiques differentes en cours de la tunnelisation. Par 

exemple, des applications delai-sensible ont une priorite d'etre traitees plutot 

que des applications non-sensibles au delai. Le trafic entrant a un point de ter­

minaison du tunnel est classe par certain politique, et aussi mis aux differents 

tampons, et envoye en utilisant differentes bandes passantes. En outre, Pour 

garantir la securite entre deux points de terminaison du tunnel, un mecanisme 

est aussi defini pour echanger des cles secretes partagees. La nouveaute d'ici 

est de permet aux noeuds de posseder quelques paires de cles avec un nou-

vel concept de Key-Index. Chaque nceud a un tableau de cles (Tunneling Key 

Table) indexe par un nombre entier s'appelle Key-Index. Lors de l'echange des 

cles secretes, un noeud choisit un ensemble des cles : (Key-Index, Public Key, 

Private Key). Ensuite, ce nceud envoie une partie de cet ensemble au nceud 

correspondant (Key-Index, Public Key). Le correspondant fait la meme chose. 

Lors de Fencryptions des donnees, un nceud choisit un des cles publiques du 

nceud correspondant, encrypte ces donnees, puis les envoie vers le nceud corres­

pondant avec l'index de cette cle. Le nceud correspondant cherche son tableau 

de cles et trouve la cle privee qui corresponde a l'index recu, puis decrypte 

des donnees (Une demande de brevet base sur ce protocole a ete deposee aux 

Etats-Unis). Cette solution offre des possibilites aux administrateurs reseaux de 

configurer les tunnels bidirectionnels securitaires avant les releves actuelles. En 

outre, l'utilisation de ces tunnels peut garantir une certaine qualite de service 

pour des sessions multimedias en cours durant une releve, car ils aident les utili-
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sateurs mobiles a reserver les ressources reseaux pour leur releve imminente. Les 

trafics sont classes au point de terminaison du tunnel. En utilisant differences 

cles secretes partagees, un point de terminaison du tunnel encrypte des paquets 

et les transmet a l'autre point de terminaison du tunnel. 

- Cette these propose egalement une nouvelle architecture integree pour les reseaux 

sans fil heterogenes de la prochaine generation. La nouveaute de cette architec­

ture est d'introduire deux nouveaux elements de reseau : eMAP et eHAAA. Le 

premier combine des fonctionnalites cles de la mobilite point d'ancrage (MAP) 

et le domaine passerelle (WIG pour WLAN, GGSN pour l 'UMTS, PDSN pour 

CDMA2000, DIG pour WMAN). II est egalement possible pour eMAP de re-

grouper les fonctions du serveur LAAA [90] et Visiteur Location Register (VLR). 

En ce qui concerne ce dernier, eHAAA agrege les principales fonctionnalites du 

serveur HAAA et une base de donnees centrale (CD) qui contient des infor­

mations detaillees sur chaque region, par exemple l'identificateur de la region, 

l'adresse IP de chaque eMAP, et ses environs, l'identificateur du noeud frontiere, 

etc. Cet eHAAA pourrait contenir egalement la fonctionnalite de Home Loca­

tion Register (HLR), Home Subscriber Server (HSS), ou le Profil d'Utilisateur 

du Serveur de Fonction ( UPSF). II est a noter que le HSS ou UPSF est une 

base de donnees qui contient les profils des utilisateurs mobiles, et qui soutient 

les entites reseaux dans un sous-systeme multimedia IP (IMS) a traiter effecti-

vement les appels. La fonction d'un HSS ou UPSF est similaire au HLR et le 

centre d'authentification (AuC) dans le systeme de GSM. 

- De plus, a partir de Parchitecture elaboree, cette these propose un mecanisme 

qui soutient la releve sans coupure dans les reseaux sans fil bases sur le proto-

cole MIPv6 (Une demande de brevet a egalement ete deposee aux Etats-Unis). 

Cette solution offre aux operateurs de reseaux mobiles une occasion de four-

nir des services de communication aux abonnes qui viennent d'autres reseaux. 

Elle permet aux nceuds mobiles d'utiliser leurs precedentes adresses IP dans un 

reseau visite, a condition que l'ancien reseau d'acces et le nouveau concluent un 

accord pour permettre aux utilisateurs mobiles d'utiliser les tunnels pre-etablis 

au cours de la releve. En consequence, la signalisation utilisee pour etablir les 

tunnels bidirectionnels est eliminee au cours d'une releve. En outre, Foriginalite 

de ces mecanismes reside dans l'ajout de nouvelles fonctionnalites de routage 

au routeur d'acces, ce qui augmente l'intelligence de ce dernier en terme de sa 
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capacite d'analyse des paquets pour eviter de boucler sur l'ancienne adresse. 

- Comme les delais de la releve de la couche deux (L2) constituent la principale 

composante de l'ensemble des delais de la releve, cette these propose une nou-

velle approche qui permet la releve rapide de la couche deux dans un environne-

ment integrant les reseaux MIPv6 et les reseaux locaux sans fil. La nouveaute de 

cette approche reside dans le fait qu'elle permet aux stations mobiles de scanner 

rapidement les canaux et de selectionner un canal au hasard, puis de s'associer 

a ce canal. L'approche proposee consiste a minimiser le nombre de canaux exa­

mines en cours de releve et, en meme temps, a reduire le temps d'attente sur 

chaque canal sonde. Une telle approche permet aux stations mobiles de scanner 

le minimum de canaux possibles a leurs portees radios. Egalement, les stations 

mobiles evitent de scanner le canal auquel elles sont attachees presentement. La 

raison est que des points d'acces adjacents ne peuvent pas utiliser le meme ca­

nal en communications a cause de l'interference radio. En outre, cette approche 

dispose d'un mecanisme qui permet aux stations mobiles d'analyser leurs ca­

naux courants. Pour ce faire, un module appelle Channel Analyzer est ajoute 

aux fonctionnalites de la station mobile. Lors d'un scan, les stations mobiles 

peuvent selectionner au hasard le premier point d'acces qui leur envoie un mes­

sage de Probe Response. Cette technique est aussi nommee Random Selective 

Scanning; elle permet aux stations mobiles de prendre le moins de temps pos­

sible lors d'une releve. Cela reduit le temps de releve et le nombre de pertes de 

paquets, ce qui correspond a l'optimisation de performance du systeme. 

Chapitre 2. Protocole de Tunnelisation de Routers D'Acces 

Ce chapitre propose un nouveau protocole de tunnelisation entre deux routeurs 

d'acces. Ce protocole est utilise pour etablir les tunnels bidirectionnels securises 

(BSTs) avec un ensemble de caracteristiques minimales entre deux routeurs d'acces 

adjacents. II offre egalement a Tadministrateur du reseau l'occasion de configurer les 

interfaces des tunnels avant la releve effective. En outre, l'utilisation de ces tunnels 

peut garantir une certaine qualite de service pour des sessions multimedias en cours 

de releve, car les tunnels peuvent aider les utilisateurs mobiles a reserver les ressources 

du reseau pour leur releve imminente. Le trafic est classe a un point de terminaison 
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du tunnel. En utilisant differentes cles secretes partagees, un point de terminaison du 

tunnel encrypte des paquets et les transmet a l'autre point de terminaison du tunnel. 

Chapitre 3. Architecture Integree Proposee 

Les progres dans les technologies sans fil permettent aux noeuds mobiles (MNs) de 

beneficier de differents reseaux sans fil tels que les reseaux locaux sans fil (WLAN), 

les reseaux metropolitains sans fil (WMANs), les reseaux etendus sans fil comme les 

reseaux cellulaires de la troisieme generation (3G), etc. Ces reseaux devraient pouvoir 

s'integrer les uns aux autres et fournir en tout temps un haut debit des services aux 

utilisateurs mobiles [3]. Ce chapitre presente une nouvelle architecture qui soutient la 

releve rapide et sans coupure (AFS) dans les reseaux sans fil heterogenes de la pro-

chaine generation. AFS etend l'infrastructure existante en integrant les systemes sans 

fil disparates qui comprennent les reseaux locaux sans fil, les reseaux metropolitains 

sans fil et les systemes de la troisieme generation (3G) tels que Universal Mobile 

Telecommunication System (UMTS) et cdma2000. 

Chapitre 4. Regimes de la Releve sans Coupure Proposee 

Ce chapitre fournit d'abord une revue de la litterature dans le domaine de gestion 

de la mobilite. Nous analysons principalement les protocoles de gestion de mobi­

lite proposes au sein des activites de recherche de Flnternet Engineering Task Force 

(IETF). Ensuite, les defis pour la gestion de la mobilite dans les reseaux sans fil 

heterogenes de la prochaine generation sont decrits afin de fournir une vision globale 

de cette recherche. Nous analysons les protocoles tels que Mobile IPv6 (MIPv6) [7], 

HMIPv6 [8] [9], FMIPv6 [10] [11], F-HMIPv6 [16] - [19] et le protocole de Proxy 

Mobile IPv6 (PMIPv6) [20] en detail. Les tendances futures dans la conception des 

systemes intelligents de gestion de la mobilite sont ensuite presentees. Enfin, nous 

proposons des regimes qui soutiennent la releve sans coupure dans les reseaux sans fil 

de la prochaine generation bases sur l'architecture elaboree. 

4.1 Regime propose pour la releve sans coupure 
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L'idee de base est de configurer des tunnels bidirectionnels et securitaires (BSTs) 

entre des routeurs d'acces adjacents avant la releve effective. Les parametres de la 

qualite de service et les aspects de securite sont precises dans un contexte de contrat 

(SLA) pour chaque tunnel. Ces tunnels permettent aux operateurs reseaux de fournir 

des services aux utilisateurs mobiles d'autres operateurs, a condition que les deux 

parties impliquees aient signe un accord a partir duquel les utilisateurs mobiles ont la 

possibilite d'exploiter des tunnels pre-etablis pour leurs sessions multimedias en cours 

de releve. Avec l'aide de tunnels bidirectionnels pre-etablis, les utilisateurs mobiles 

peuvent utiliser leur ancienne adresse IP dans un nouveau reseau visite ou un domaine 

visite. Par consequent, ceci reduit les interruptions de service au minimum durant la 

releve. De nouvelles fonctionalites de routage sont ajoutees au routeur d'acces. Ceci 

permet l'acheminement de paquets vers les utilisateurs mobiles qui ont une adresse 

invalide topologiquement dans le reseau attache. 

Chapitre 5. Regimes de la Releve Rapide Proposee 

Bases sur le standard IEEE 802.11, les reseaux locaux sans fil (WLAN) ont connu 

une croissance rapide depuis quelques annees. De plus en plus omnipresents, ils sont 

deployes comme points d'acces sans fil dans les aeroports, les campus, les centres 

commerciaux, etc. afin de faciliter V Internet pour les utilisateurs mobiles. 

Pendant ce temps, les fournisseurs de services Internet (ISPs) peuvent disposer d'une 

augmentation de la productivite en permettant aux utilisateurs d'itinerance d'acceder 

aux donnees dans les systemes sans fil. Ces faits font de la gestion de la releve un 

probleme crucial dans les reseaux locaux sans fil. Toutefois, les normes traditionnelles 

de 1'IEEE ne fournissent pas assez de soutien necessaire pour la releve rapide quand 

les noeuds mobiles se deplacent d'un point d'acces (AP) a l'autre. En consequence, 

un certain nombre de regimes qui soutiennent la releve rapide ont ete proposes dans 

la litterature. Dans ce chapitre, ces regimes sont examines et leurs forces et faiblesses 

sont exposees. Ensuite, d'importantes considerations de conception pour la gestion 

de relai dans les reseaux locaux sans fil sont identifies. Les problemes potentiels de la 

recherche sont mis en evidence par rapport a l'amelioration de la performance et le 

soutien du transfert des applications en temps reel. Apres avoir discute des problemes 

lies a notre recherche, nous proposons un nouveau regime qui est base sur la couche 
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2 (MAC) et permet la releve rapide pour un environnement sans fil integrant la 

norme de MIPvG et la norme IEEE 802.11b. Ce nouveau regime vise a appuyer les 

applications en temps reel et la releve rapide lorsque des noeuds mobiles changent 

leur points d'attache reseautiques. II consiste a minimiser le nombre total de canaux 

examines durant une releve, ainsi que le temps d'attente pour chaque canal examine. 

La performance est evaluee par des simulations dont les resultats montrent que notre 

proposition offre de meilleures performances, par rapport a la norme IEEE 802.11b, 

la norme IEEE 802.11b avec MinChannelTime et deux autres solutions dans la 

litterature : Selective scanning et AP cache, et des solutions de Neighbor Graphs. 

Chapitre 6. Conclusion 

Cette these propose d'abord un nouveau protocole de la tunnelisation entre des rou-

teurs d'acces, qui permet aux fournisseurs de services de soutenir la releve sans cou-

pure pour les utilsateurs mobiles venant d'autres fournisseurs de services. De plus, 

une nouvelle architecture integree est congue pour les reseaux sans fil heterogenes de 

la prochaine generation. Bases sur l'architecture elaboree, des regimes pour la gestion 

de la releve sans coupure sont proposes pour faciliter le soutien de la mobilite et pour 

fournir une qualite des services a partir de la couche IP (couche trois). Pour evaluer 

la performance de ces regimes, nous employons des modeles analytiques en etudiant 

l'impact de divers parametres du systeme sans fil sur le processus de releve. Des simu­

lations sont realisees avec OPNET Modeler v. 12.0 pour etudier les performances de 

la releve. Comme le temps de la releve de la couche deux est un composant important 

parmi les delais totaux de releve, nous avons egalement propose une nouvelle approche 

pour garantir la releve rapide a la couche MAC dans un environement integrant de la 

norme MIPv6 et IEEE 802.11 WLANs. Et revaluation de la performance se fait par 

les simulations avec le simulateur SimulX. 

Plusieurs themes sont ouverts a la recherche future dans le domaine de la gestion 

de mobilite. Etant donne que les nouvelles ameliorations pour MIPv6 sont portees 

au sein de 1'IETF par des groupes de travail tous les jours a chaque instant, nous 

pensons que les nouveaux protocoles de releve sans coupure sont necessaires pour non 

seulement reduire la latence de releve, mais aussi pour minimiser les pertes de paquets 

causes par le processus de transfert. 
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Merne si les regimes SMIPv6 fournissent de meilleures performances que MIPv6 

et ses extensions telles que HMIPv6, FMIPv6, F-HMIPv6, nous constatons que ces 

regimes sont toujours centres notes. En d'autres termes, ils obligent les nceuds mo­

biles a signaler la gestion de la mobilite a leurs agents meres et a tous les noeuds 

correspondants actifs. Toutefois, dans le cas ou un nceud mobile n'a pas la capacite 

de transmettre la signalisation de la mobilite, les protocoles de gestion de la mobi­

lite orientes notes ne seront plus fonctionnels. C'est une des limites de ce travail de 

recherche. Comme les regimes de SMIPvG presentent des noeuds capables de trans­

mettre la signalisation, l'interfonctionnement avec le protocole de Proxy Mobile IPv6 

(PMIPv6) doit etre pris en consideration dans un proclie avenir. 

De plus, comme la performance est evaluee a Paide de modeles analytiques et 

de simulations, l'utilite de SMIPv6 ne peut etre pleinement mise en ceuvre. Les pa-

rametres des systemes sans fil ont par ailleurs en grande partie un impact sur les per­

formances du systeme. Determiner comment selectionner les valeurs de parametres 

qui permettent au protocole SMIPv6 d'atteindre son objectif de garantir zero perte 

de paquets est une question difficile. 

Cette these se concentre sur la gestion de la mobilite dans les reseaux sans fil de 

la prochaine generation. Toutefois, en realite, a chaque fois qu'un utilisateur mobile 

tente d'obtenir des services, il doit necessairement se soumettre a un processus d'au-

thentification. II en resulte plus de retards en cours de releve. En consequence, de 

nouveaux mecanismes d'authentification rapides sont necessaires ainsi que la gestion 

de la mobilite sans coupure. 

La plupart des projets visant a concevoir des nouvelles architectures utilisent des 

modeles analytiques pour evaluer la performance. Cependant, comme les modeles 

analytiques sont toujours fondes sur un certain nombre d'hypotheses, les resultats 

numeriques obtenus sont sujets a caution. Par consequent, la mise en ceuvre de l'ins-

tallation de bancs d'essai reel sera preferable dans un proche avenir. 
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CHAPTER 1 

INTRODUCTION 

With the rapid progress made in wireless technology, the number of mobile users has 

been incredibly growing in recent years. According to the statistics of 3G Americas, 

the number of worldwide cellular subscriptions has increased to 3.31 billion by the 

end of December 2007, among which the subscriptions using the technologies of global 

system for mobile communications (GSM) and universal mobile telecommunications 

system (UMTS) have reached to 2.88 billion wThile the subscriptions using code divi­

sion multiple access (CDMA) technologies have risen to 376 millions [1]. As more and 

more wireless users account for a majority of the Internet population today, mobility 

management (MM) becomes an important research challenge in the wireless system 

design. 

On one hand, advanced wireless technologies enable mobile nodes (MNs) to be 

equipped with multi-mode radio interfaces, thus wireless users have opportunities to 

benefit from disparate mobile communication systems, such as wireless personal area 

networks (WPANs), wireless local area networks (WLANs), wireless metropolitan 

area networks (WMANs), wireless wide area networks (WWANs) like third generation 

(3G) cellular systems, etc. These networks tend to complement each other, and 

integrate one another to provide ubiquitous and high data-rate services to roaming 

users [2], [3]. 

On the other hand, a number of mobility management protocols have been de­

signed by standardization activities within the Internet Engineering Task Force (IETF) 

[4], such as mobile IPv4 (MIPv4) [5], [6], mobile IPv6 (MIPv6) [7], hierarchical mobile 

IPv6 (HMIPv6) [8], [9], fast handovers for mobile IPv6 (FMIPv6) [10]-[15], fast han­

dover for hierarchical mobile IPv6 (F-HMIPv6) [16]-[19], proxy mobile IPv6 (PMIPv6) 

[20]-[26], localized proxy mobile IPv6 [27] and fast handovers for proxy mobile IPv6 

(F-PMIPv6) [28], [29] and fast localized proxy mobile IPv6 (FLPMIPv6) [30], etc. 

Consequently, wireless networks are ready to provide mobility support for roaming 

users across the same or different access technologies. 

However, as the demands from wireless users for high-speed Internet access and 
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multimedia applications increase, it is necessary for next generation wireless networks 

(NGWNs) to provide mobile user with the support of seamless mobility and quality 

of service (QoS) provisioning during handoff. This adds more complexity to the 

mobility protocol design, since network connectivity, session continuity and quality of 

the session need to be taken into account simultaneously while handover mobile users' 

ongoing sessions from one network to another. Note that these involved networks can 

deploy either homogeneous or heterogeneous radio access technology. 

In the following paragraphs, we introduce some basic concepts and definitions in 

the domain of mobility management. Such concepts and definitions will assist us to 

better understand the research background of seamless mobility management prob­

lem. Followed by the definitions, we describe the motivations and challenges of this 

research. And then we define our research objectives, and describe the contributions 

and originalities of this research. Finally, we briefly outline the thesis plan. 

1.1 Basic concepts and definitions 

Mobility management (MM) enables wireless communication systems to locate mo­

bile nodes (MNs) for call or data delivery and to maintain connections as the MNs 

change their network attachment points (or access points (APs)) [31], [32]. It typically 

consists of two components: location management and handoff management. 

Location management enables the wireless network to discover an MN's current 

AP for call or data delivery. And it can be further divided into two stages: location 

registration (or location update) and data delivery (or call delivery). The former 

requires mobile users to periodically notify the network of their current location, and 

allows the network to authenticate the users and revise the users' location profile. 

While the latter queries the network for the user's location profile and find the mobile 

user's current position in the network [31]. 

The techniques used for location management include database architecture de­

sign, reducing the signalling between different network components, pointer approach 

[33], etc. The research challenges with respect to location management are listed as 

follows [31]: 

• Support effectively the continuously increased population of mobile users; 

• Provide a level of security and privacy that satisfy both mobile users and net-
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work service providers; 

• Dynamic and efficient update users' profile and location databases; 

• Reduce the querying delays incurred by data delivery or paging process; 

• Design efficient terminal paging methods; 

• Minimize the paging delays. 

Roaming implies formal agreements between network operators that allow MNs to 

obtain connectivity from foreign networks. And it allows mobile users to communicate 

their identity to the visiting access network (AN), thus activates inter-AN agreements. 

Afterwards, the foreign network emulates the mobile users' home networks and offers 

them communication services [34]. Handoff (or handover) is a process by which an 

active MN changes its network attachment point or when such a change is attempted. 

During handoff, ongoing sessions are interrupted and such interruption need to be 

minimized by the network [34]. 

Handoff can be divided into two categories: network controlled handoff (NCHO) 

and mobile controlled handoff (MCHO). NCHO enables the network to generate new 

connections for mobile terminals, find new resources for the handoff and perform any 

additional routing operations. In other words, handoff decision is made by a network 

element [35]. In MCHO, the handoff is decided and controlled by mobile terminals 

themselves. 

In addition, a handoff decision usually involves some measurements about when 

and where to handover to. In this case, handoff can be classified into mobile assisted 

handoff (MAHO), network assisted handoff (NAHO) and unassisted handoff [34]. 

During the MAHO, handoff related information are collected and measured by MNs, 

and used by ARs to make handoff decision. That is, MAHO enables MNs to find 

new network resources and allows the network to approve the handoff. Generally, the 

MAHO involves feedback from MNs as part of the handoff process. The feedback 

includes signal level from neighbor cells and downlink signal quality, etc. The NAHO 

allows the network to help MNs to make handoff decision while unassisted handoff 

implies no assistance from either the network or mobile terminals. 

Handoff can also be classified into intra- and inter-technology handoff. The former 

indicates a handover between equipment of the same technology while the latter means 

a handover between equipment of different technologies [34]. 
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Handoff can be grouped into horizontal and vertical handoff as well [34]. The 

former implies that MNs move between the APs of the same type in terms of radio 

coverage, data rate and mobility protocol. For example, handoff between the systems 

of UMTS or between WLANs is horizontal handoff. And vertical handoff takes place 

when the MNs move between the APs of different type. An example of such handoff 

is that an MN moves its association from a UMTS to a WLAN [34]. 

Handoff management enables the network to maintain mobile users' network con­

nectivity as they change the network APs. It can be further divided into handoff 

initiation (or handoff detection), new access network discovery and data path modifi­

cation stages. During the first stage, the needs of handoff are detected and signalized 

by the mobile terminal, a network agent, or the network itself. During the second 

stage, the mobile terminal discovers a new access network and obtains network con­

nectivity. During the last stage, the network needs to modify and maintain the data 

path from the old connection path to the new one according to some agreed service 

guarantees [31]. The research issues about handoff management are listed as follows: 

• Detect efficiently and quickly the needs of handoff; 

• Find the best connected network; 

• Minimize signalling load/overhead on the wireless network; 

• Optimize the route modification for each communication session; 

• Improve the network resource utilization, especially bandwidth reassignment; 

• Reduce packet loss rate and jitter during handoff; 

• Guarantee the security and privacy of communications in progress; 

• Minimize the interruption to sessions in progress; 

• Provide QoS for mobile terminals, especially those with real-time multimedia 

applications. 

Besides the categories of location management and handoff management, mobility 

management can also be classified into m,acro- and micro-mobility management ac­

cording to the size of mobility domain. Macro-mobility (or global mobility) indicates 

the mobility over a large geographic area. It usually includes mobility support, new 
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access network discovery, new IP address configuration, verification and registration 

when MNs move between different administrative domains (ADs) [34]. MIPv4 [5] [6] 

and MIPv6 [7] are considered as the protocols for such mobility management. Micro-

mobility implies the mobility across small geographic areas, and it usually involves 

the movements within an IP administrative domain [34]. Under the circumstances, 

signalling messages related to the movements are confined to a visiting access network 

or a local administrative domain. For example, FMIPv6 protocol [10] [11] limits the 

signalling with respect to mobility management to local access routers (ARs): pre­

vious AR (PAR) and new AR (NAR). And HMIPv6 [8], [9] and F-HA4IPv6 [16]-[19] 

protocols restrict the mobility related signalling to a local domain, managed by a 

mobility anchor point (MAP). 

Relating to the mobility management, some network elements need to be men­

tioned. Such as a mobile node (MN) is an IP-capable device that can change its 

network AP while still being reachable via its home address (HoA) [7]. A correspon­

dent node (CN) is a peer node with which an MN is communicating [7]. A CN may 

be either mobile or stationary. An access router (AR) is a router dwelling on the edge 

of an access network and connected to one or more APs. It offers IP connectivity to 

MNs, acting as their default routers. And the AR may include intelligence besides 

the functionalities of ordinary routers [34]. An access point (AP) is a layer two (L2) 

device connected to one or more ARs and offers wireless link connection to MNs [34]. 

A home agent (HA) is a router on an MN's home link with which the MN has reg­

istered its current care-of address (CoA). When the MN moves away from its home 

network, the HA intercepts the packets destined to the MN's HoA, encapsulates and 

tunnels them to the MN's new location, which is presented by the MN's CoA [34]. A 

mobility anchor point (MAP) is a router located in a visiting network/domain and 

used by the MNs as their local HAs [8] [9]. 

According to the performance and functional aspect, handoff can be sorted into 

smooth, fast and seamless handoff. Smooth handoff is a handoff technique that mainly 

aims to minimize packet loss rate, without explicit concern for additional delays 

in packet forwarding [34]. Fast handoff aims to reduce handover latency, without 

explicit interest in minimizing packet losses during handoff [34]. And seamless handoff 

attempts to guarantee no change in service capability, security, or quality [34]. The 

latency pertaining to the handover process and packet losses during handoff are the 

critical factors for seamless handoff [36], because seamless handoff aims to offer a given 
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QoS [37] and provide mobile users with imperceptible session interruption while they 

change their network attachment points. 

During handoff, there is always a period during which an MN cannot send or 

receive packets due to link switching and IP protocol operations. This period is 

called handoff latency. It is also defined as the time difference between the moment 

when the MN sends or receives the last packet through its associated AR (also called 

the PAR) and the moment when it can send or receive the first packet via the new AR 

(NAR). Such latency usually consists of movement detection, new CoA configuration, 

verification and location registration (or binding update) procedures [10] [11]. 

In the literature, handoff latency usually comprises the delays pertaining to layer 

two (L2) and layer three (L3) handoff processes. L2 handoff refers to a process by 

which an MN changes its link-layer connection while L3 handover commonly takes 

place after a L2 handoff, in which an MN detects the change of network prefix, and 

configures a new IP address to regain network connectivity [7]. 

Concerned with other QoS parameters, throughput is defined as the amount of 

data from a source to a destination processed by the protocol [34]. Packet loss rate 

is defined as the percentage of the number of received packets at a destination node 

over the number of packets sent by a source node. Jitter refers to the time interval 

between successive packets. 

Here we also define some handoff related signalling messages, such as a beacon, 

which is a control message broadcast by an AP to inform all neighboring nodes of its 

presence in the network [34]. Typically, before obtaining connectivity from a visiting 

network, an MN receives beacons from adjacent APs. Such beacons assist the MN 

to discover APs within range and to make handoff decisions. In addition, with the 

help of candidate access router discovery (CARD) protocol [38], the MN can resolve 

or formulate a new on-link CoA based on the mapping between the identity of an 

AP (AP-ID) and the IP address of an AR. Link-layer trigger (or L2 trigger) is the 

information from the link layer to notify the network layer of the detailed handoff 

events at the link layer [34]. For example, FMIPv6 protocol defines several triggers 

such as link up trigger, which indicates that the MN establishes a connection with 

an AP; link down trigger, which means that the MN loses its connection with its 

associated AP; and L2 handover start trigger, which signifies that the MN starts a 

L2 handover to a new AP [10] [11]. 
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1.2 Motivations and research challenges 

Recently, the design of protocols to support seamless mobility and QoS provisioning 

becomes a hot topic in all-IP-based next-generation heterogeneous wireless networks. 

Since in such networks, mobile users must be provided with the capability of con­

veniently roaming between various operators, across different access technologies. In 

addition, next generation wireless networks (NGWNs) tend to support value added 

service (VAS), such as short message service (SMS), multimedia messaging service 

(MMS), general packet radio service (GPRS), IP based telephony and multimedia 

services, etc. However, this imposes new complexity in the wireless system design, 

because provisioning of such services in the NGWNs brings about new QoS require­

ments. For example, multimedia applications require an optimal performance of the 

wireless systems in terms of handoff delay, end-to-end latency, packet loss rate, and 

jitter, etc. 

In addition, the provisioning of synchronous real-time applications, such as voice 

over IP (VoIP) and video-conferencing over IP, place new challenges for QoS provi­

sioning. For example, the real-time applications such as voice or video over IP set 

severe temporal requirements on mobility management protocols: the handoff latency 

for seamless handover scenarios is limited to less than 100ms, and jitter disturbances 

are restricted to less than 50ms. Note that 100ms is about the duration of a spoken 

syllable in real-time audio traffic [39]. 

In order to find out new solutions for the problem of IP layer fast and seamless 

mobility management, it is necessary to analyze the components of handover latency. 

It is taken for granted that handover mechanisms in IP layer have two objectives: 

reducing the handover delays and avoiding packets losses incurred by the handoff 

process. According to these objectives, handoff protocols are categorized into fast 

handoff, smooth handoff and regional registration [41]. Figure 1.1 shows a typical 

handover process [41]. 

As shown in Figure 1.1, a handover period can be partitioned into three phases 

from point 1 to point 4. After the moment of starting a handoff, an MN needs to 

discover a new link to associate with, usually this process implies link switching (or 

link layer handoff) processes. To become reachable in the Internet, the MN also 

needs to find out a new default router after link switching. This is done through 

neighbor discovery procedures [42], in which the MN sends out router solicitation (RS) 
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Figure 1.1 Typical Handover Process 

messages and the ARs within range reply with router advertisement (RA) messages. 

Upon discover new AR, the MN formulates a new IP address, called care-of address 

(CoA) in the new visited network. And the MN then announces its presence by 

sending neighbor advertisement (NA) messages on the new link. Subsequently, the 

MN performs duplicate address detection (DAD) process [43] to verify the uniqueness 

of the new CoA. After successful registration with its home agent (HA), the MN 

becomes IP-capable in the visiting network. 

Regional registration means registration done locally to the visiting domain either 

via a gateway foreign agent (GFA) [44] or a mobility anchor point (MAP) [8] [9]. Such 

registration is used to reduce the time from point 3 to point 4 during handover. Fast 

handover approach (e.g. FMIPv6 [10] [11]) tries to shorten the delay from point 2 

to point 3 while smooth handoff aims to reduce packet drops during the period from 

point 1 to point 4 when an MN cannot send or receive any packets [41]. 

As seamless handoff attempts to minimize service disruption during handoff, it 

implies minimal handoff delay, low packet loss, less signalling overhead incurred by the 

handoff process. In other words, seamless handoff is defined as a handover procedure 

which does not cause any degradation of service noticeable by a mobile user [45]. 

Hence, the delays and packet losses from point 1 to point 4 are required to be taken 

into account in the design of new IP layer seamless handoff protocol. In general, the 

handover latency contains the following elements: 

• Link layer handoff delay is the time taken to establish link layer connectivity. 

• Movement detect ion delay is the duration for an MN to receive RAs from 

new ARs within range. Such delay depends on how soon the MN can detect its 
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movements beyond the coverage area of its default AR and initiates a handover. 

• New CoA configuration and verification delays are the time taken for 

an MN to configure a new CoA on the link and verify the uniqueness of the 

new CoA through the DAD process. Typically, the MN can configure a new 

CoA either in a stateless way [43] or in a stateful way through a dynamic host 

configuration protocol (DHCP) server [46]. 

• Registration delay is the time difference between the moment when an MN 

sends a binding update (BU) message to its home agent (HA) via the previous 

AR (PAR) and the moment when the MN receives the first packet via the new 

access router (NAR). 

As seen from the components of handoff latency, supporting seamless mobility 

with QoS provisioning is a challenging issue in the wireless network design. In addi­

tion, mobility support can be provided from various layers of TCP/IP protocol stack 

reference model [40], which include link layer, IP layer, transport layer, cross-layer 

(layer 2 + layer 3 or layer 3 + layer 4), etc. 

1.3 Research objectives 

The objective of this research is to develop new fast and seamless mobility manage­

ment protocols for IPv6-based next-generation wireless networks. More specifically, 

new schemes for handoff management in mobile IPv6-based wireless networks for net­

work layer mobility support, new schemes for handoff management in a MIPv6/WLANs 

environment for link layer mobility support. 

In other words, the principal objective of this research is to propose new mobility 

management protocols that guarantee minimal service disruption during handoff for 

mobile users' ongoing multimedia sessions. More specifically, we design handoff man­

agement schemes to minimize handoff related signalling overhead, handoff latency, 

packets loss rate and jitter. For further details, this thesis takes the following aspects 

into account: 

• Propose new protocol that enables intelligent and dynamic configuration of IP 

tunnelling between access routers; 

• Propose new integrated architecture for IPv6-based NGWNs; 
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• Develop new protocol that empowers access routers to discovery their neighbor­

hood, to exchange information about their capabilities, and to establish trust 

relationship between them; 

• Develop novel seamless handoff mechanisms for MIPv6-based wireless and mo­

bile networks; 

• Design new method to protect sessions in progress during handoff; 

• Evaluate the efficiency of the proposed handoff schemes with analytical models 

and simulations; 

• Design link-layer fast mobility management solution in an environment that 

integrates the protocol of MIPv6 and IEEE 802.11-based WLANs; 

• Analyze the performance of the proposed L2 handoff schemes with simulations. 

1.4 Contributions and originalities 

Major contributions and originalities of the thesis are listed as follows: 

• This thesis proposes a new access router tunnelling protocol (ARTP), which 

enables establishing a tunnel with a set of minimal characteristics between two 

routers (or nodes) in a network. This patent-pending solution provides network 

administrator the opportunity to configure bidirectional secure tunnels (BSTs) 

prior to actual handoff. In addition, using such tunnels can guarantee certain 

QoS for ongoing multimedia sessions during handoff, because the pre-established 

tunnels can assist roaming users to reserve network resources for their impending 

handoff. Moreover, the incoming traffic is classified at tunnel endpoint. Using 

different shared secret key, one tunnel endpoint encrypts incoming packets and 

forwards them to the other tunnel endpoint. 

• This thesis also proposes a novel integrated architecture for next-generation 

heterogeneous wireless networks. The novelty of this architecture is represented 

by the introduction of new network elements: eMAP and eHAAA. The for­

mer combines key functionalities of mobility anchor point (MAP) and domain 

gateway, for example, wireless interworking gateway (WIG) for WLAN, gate­

way GPRS support node (GGSN) for UMTS, packet data serving node (PDSN) 



11 

for cdma2000, domain interworking gateway (DIG) for WMAN, etc. It is also 

possible for eMAP to aggregate the functionality of local authentication, au­

thorization and accounting (LAAA) server [90] and visitor location register 

(VLR). As to the latter, eHAAA aggregates key functionalities of home AAA 

server (HAAA) and a central database (CD) that contains detailed informa­

tion about each region, e.g. region identifier, each eMAP's IP address and 

its neighborhood, regional edge node (REN) identifier, etc. The eHAAA may 

also contain the functionality of home location register (HLR), home subscriber 

server (HSS), or user profile server function (UPSF). Note that HSS or UPSF 

is a major user database to support the network entities of the IP multimedia 

subsystem (IMS) to handle calls, similar to the HLR and authentication center 

(AuC) in the system of GSM. 

• Based on the designed architecture, this thesis proposes seamless handoff schemes 

for MIPv6-based wireless networks. This patent-pending solution provides mo­

bile network operator an opportunity to deliver communication services to roam­

ing subscribers from other networks. It allows an MN to utilize both its previous 

care-of address and new care-of address in a visiting network, on the condition 

that the previous access network and the new one make an agreement to allow 

siich node to employ pre-established tunnels during handoff. As a result, the 

signalling overhead for establishing bidirectional tunnels is removed from the 

handoff process. Additionally, the novelty of seamless handoff schemes is also 

presented by adding new routing functionalities at access router. Thus access 

router in our system is provided with more intelligence. 

• As layer two (L2) handoff delays are the major component of the overall hand-

off latency, this thesis proposes new fast MAC layer handoff mechanism for 

a MIPv6/WLANs environments. Such mechanism consists of minimizing the 

number of scanning channels during handoff, at the same time, reducing the 

probe-waiting time on each probed channel. 

1.5 Thesis outline 

This thesis is organized as follows. In Chapter 2, an access router tunnelling protocol 

(ARTP) is proposed, which allows access routers to dynamically configure bidirec-
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tional tunnels before actual handoff. As a result, each tunnel is specified with a set of 

minimal QoS parameters. In Chapter 3, after a survey of integrated and interwork-

ing architectures for next-generation wireless networks in the literature, we propose 

a new integrated architecture for IPv6-based next generation heterogeneous wireless 

systems. And then, based on the designed architecture, seamless handoff schemes are 

proposed in Chapter 4. To evaluate the performance of this proposal, we adopt two 

analytical models, within which different wireless system parameters on the handoff 

performance are investigated. Moreover, simulations are carried out with OPNET 

Modeler v. 12.0 to analyze the efficiency of the proposal, in terms of control traffic 

sent during handoff, end-to-end latency during handoff, etc. In Chapter 5, upon a 

comprehensive review of fast MAC layer handoff schemes, we propose a new fast 

MAC layer handoff management scheme for 802.11-based WLANs. And simulations 

are executed with the simulator SimulX to analyze the performance of this proposal 

in an environment integrated the standards of MIPv6 and IEEE 802.11b. Finally, 

the research work of this thesis is summarized in Chapter 6 and future work is also 

pointed out. 
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CHAPTER 2 

ACCESS ROUTER TUNNELLING PROTOCOL (ARTP) 

This chapter proposes a new access router tunnelling protocol (ARTP), which are used 

to establish bidirectional secure tunnels (BSTs) with a set of minimal characteristics 

between two adjacent access routers. Such protocol provides network administrator 

an opportunity to configure the interfaces of tunnels prior to actual handoff. In 

addition, the utilization of such tunnels can guarantee certain quality of service for 

multimedia sessions during handoff, as the pre-established tunnels can assist roaming 

users to reserve network resources for their impending handoffs. Moreover, incoming 

traffic are classified at each tunnel endpoint. Using different shared secret key, the 

tunnel endpoint encrypts the incoming packets and forwards them to the other tunnel 

endpoint. 

2.1 Basic concepts and definitions 

In order to well understand the concept of tunnelling, we introduce some basic con­

cepts and definitions to clarify the background of tunnelling techniques. 

A tunnel is a forwarding path between two nodes on which the payloads of packets 

are packets that undergo encapsulation [47]. Tunnel header is the header pre-pended 

to the original packet during encapsulation. It specifies the tunnel end-points (includ­

ing the entry-point and the exit-point) as source and destination. IPv6 tunnelling is 

a technique to establish a virtual point-to-point (P2P) link between two IPv6-capable 

nodes for transmitting data packets as payloads of IPv6 packets. An IPv6 tunnel is 

usually unidirectional in which the tunnelled packets flow in one direction from the 

tunnel entry-point to the exit-point. Figure 2.1 shows an example of unidirectional 

tunnel from a previous access router (PAR) to a new access router (NAR). 

Acting as a tunnel entry-point, one node encapsulates the original packets received 

from other nodes (or from itself) and forwards the tunnelled packets through the 

tunnel while the other node, tunnel exit-point, decapsulates the received tunnelled 

packet and forwards the resulting original packets towards the destination node. An 
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Source Node Tunnel Entry-Point Tunnel Exit-Point Destination Node 

MN 

Figure 2.1 A Unidirectional Tunnel from a PAR to a NAR 

access router can be either a tunnel entry-point or a tunnel exit-point. In addition, 

bidirectional tunnels usually consist of a forwarding tunnel and a reverse tunnel. This 

can be achieved by configuring two tunnels, each in opposite direction to the other. 

In other words, the entry-point of one tunnel is configured to be the exit-point of the 

other tunnel [47]. Figure 2.2 shows an example of bidirectional tunnels between a 

PAR and a NAR. 

Source Node Tunnel Entry-Point Tunnel Exit-Point Destination Node 

-> 
MN 

Destination Node Tunnel Exit-Point Tunnel Entry-Point Source Node 

Figure 2.2 Bidirectional Tunnels between a PAR and a NAR 

2.2 Requirements of access router 

The access router (AR) in the proposed ARTP protocol should have features as 

follows: 

• Support reverse tunnelling technique, since outgoing traffic from an MN to a 

CN goes through a reverse tunnel from a NAR to a PAR before the CN updates 

its binding cache entry (BCE) for the MN. 

• Be programmable, because some codes with respect to new routing policies will 

be written and added to the functionalities of an AR that involves in the handoff 

process. 
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• Support fragmentation of packets according to the specific tunnel maximum 

transmission unit (MTU), which is the path MTU minus the size of the tunnel 

header. 

• Support IPv6 encapsulation technique [47]. 

• Depending on the security policies exploited by the AR, reverse tunnelled pack­

ets may be discarded unless accompanied by a valid encapsulating security 

payload (ESP) header [48]. Moreover, to protect the network and CNs from 

malicious nodes masquerading as an MN, the AR must support the authenti­

cated reverse tunnelling. 

• Must verify that the source address in the tunnel IP header is the MN's previous 

care-of address (PCoA) when a PAR decapsulates the tunnelled packets from 

a NAR, this avoids that any node in the Internet sending traffic through ARs, 

but escape ingress filtering limitations. This simple check forces the attacker to 

know the current location of the real MN and be able to defeat ingress filtering. 

If ESP is used to protect the reverse-tunnelled packet in tunnel mode, this check 

is not necessary. 

• Support insertion and extraction of session tokens from tunnelled packets. 

• Must have enough buffer space for packets on-the-fly and somehow intelligence 

to analyze the received packets. 

2.3 Proposed access router tunnelling protocol 

In this thesis, we propose a protocol called access routers tunnelling protocol (ARTP), 

which aims to configure bidirectional secure tunnels (BSTs) between access routers 

(ARs) before actual handoff. This new signalling protocol is used to configure tunnel 

parameters between two end-points. In this protocol, the Internet control message 

protocol (ICMPv6) type messages are defined and used to transport the signalling of 

ARTP among ARs. 

The purpose of this protocol is to negotiate a set of parameters for each pre-

configured tunnel between two tunnel end-points. These parameters include the fol­

lowing aspects: 
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• QoS parameters such as guaranteed bandwidth, packet loss rate, etc. 

• Security policies like authentication method, encryption method, etc. 

• Traffic classification and the mapping strategy between traffic classes of different 

protocol or layer. 

• Buffering mechanism to minimize the number of lost packets. 

Since we define ICMPv6 type messages such as Tunnel Request, Reverse Tunnel 

Request, Tunnel Reply, Tunnel ACK, Tunnel NACK and Tunnel Bye to transport 

the signaling between tunnel end-points, the above mentioned parameters are encap­

sulated into the ICMPv6 type messages as independent sub-options. 

Within the protocol ARTP, tiny client codes, called tunnel broker (TB) are devel­

oped to have charge of all communications between involved ARs. In order to setup a 

unidirectional tunnel, the requesting TB sends a Tunnel Request message to its peer. 

Such request proposes a set of needed characteristics for the desired tunnel. Upon 

receiving the Tunnel Request, the requested TB negotiates the conditions with the 

requesting TB by sending Tunnel Reply messages. The functionalities of the brokers 

is programmed and deployed at each AR. Once the requesting AR sends to its peer 

a Tunnel Acknowledgement (ACK) message indicating its acceptance or refusal of 

the tunnel conditions, the negotiation is complete. In the following sections, we will 

elaborate the proposed protocol in details. 

2.3.1 Tunnel setup procedure 

Once an AR acting as a tunnel entry-point requires a tunnel for a particular service, 

its TB initiates the tunnel setup procedure. First, this AR (called the PAR in our 

example) builds a neighbor table by executing the neighbor discovery procedure, in 

which each IPv6-capable node on the same link can learn about other nodes' pres­

ence, determine their link layer addresses, find routers within range, and maintain 

reachability information about the paths to active neighbors [42]. Such neighbor ta­

ble provides us a local vision about potential ARs with which the current AR can 

establish tunnel(s). Table 2.1 shows an example of neighbor table. 

Note that the Flag U indicates that the interface to be used is up and the IP 

address is available. On the contrary, the flag using D means that the interface of 

the AR is down. 
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Table 2.1 an Example of Neighbor Table 

AR-ID 
AR1 
AR1 
AR2 
AR2 
AR3 
AR3 

MAC Addr 
5A:42:C1 
5A:42:C1 
90:B3:42 
90:B3:42 
04:69:AA 
04:69:AA 

IP Addr 
2001:106:1100::1 
2001:106:1100::1 
2001:106:2300::1 
2001:106:2300::1 
2001:106:2700::2 
2001:106:2700::2 

AP-ID 
API 
AP2 
AP3 
AP4 
AP5 
AP6 

Net-Prefix 
2001:106:1100 
2001:106:1100 
2001:106:2300 
2001:106:2300 
2001:106:2700 
2001:106:2700 

Metrics 
1 
1 
1 
1 
1 
1 

Flags 
U 
U 

u 
u 
u 
u 

Ref. 
0 
0 
0 
0 
0 
0 

Use 
1 
1 
1 
1 
1 
1 

Once the requesting TB successfully creates its neighbor table, it selects one entry 

(or one AR) from this table, and sends a Tunnel Request message to the selected AR. 

Generally, the proposed protocol of ARTP consists of three phases as follows: 

• Command phase in which the requesting tunnel broker (TB) sends a Tunnel 

Request message in order to establish or update a tunnel. 

• Negotiation phase in which the two involved TBs negotiate the conditions of 

the tunnel, like security policies, traffic classes, QoS parameters, context trans­

fer security blocks, type of payment, network resource reservation, buffering 

mechanism, etc. The negotiation is carried out by exchanging the Tunnel Reply 

messages between the involved TBs. 

• Response phase in which one TB sends to its peer a Tunnel Acknowledgement 

(ACK) indicating its acceptance or refusal of the conditions of the tunnel. 

Requesting TB Requested TB 

Tunnel Request: 
Sub-option: Authentication = 
Sub-option: Traffic = voice 

= anonymous 

Sub-option: Capability = 64kbps 
Sub-ODtion: Loss = 2 

Tunnel Reply: 
Sub-option: Authentication 
Sub-option: Traffic = voice 
Sub-option: Capability = 28 
Sub-ontion: Loss = 2 

= anonymous 

8kbps 

Tunnel ACK 

Figure 2.3 An Example of Symmetric Tunnel Setup Process 
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The proposed ARTP defines two kinds of tunnels: symmetric and asymmetric 

tunnels. The former implies that the conditions of the forwarding tunnel and the 

reverse tunnel have the same parameters. As to the latter, it indicates that the 

conditions for the forwarding tunnel and the reverse tunnel have different parameters. 

Figure 2.3 illustrates an example of symmetric tunnel setup process. 

The command phase begins when the requesting TB sends a Tunnel Request to 

the requested peer. In Figure 2.3, the requesting TB asks for creating a tunnel for 

the voice traffic, the authentication type is anonymous, the maximum lost packets 

is 2 and the desired bandwidth is 64kbps. The requested TB responds with its own 

available parameters with the guaranteed bandwidth is 28.8kbps, wrapping in the 

Tunnel Reply message. Finally, the requesting AR accepts the proposal and sends a 

Tunnel Acknowledgement (ACK) to its peer. Upon receipt of Tunnel ACK message 

with acceptance, the requesting TB adds one entry into its Forwarding Tunnel Table, 

shown in Table 2.2. 

Table 2.2 an Example of Forwarding Tunnel Table 

No. 
1 

Entry MAC 
5A:42:C1 

Entry IP 
1100::1 

Exit MAC 
B3:42 

Exit IP 
2300: :2 

Auth 
A 

Life Time 
30s 

BW 
28.8 

Loss 
2 

Traffic 
voice 

Note that the lifetime of 30s is the default lifetime to maintain the validity of the 

existing tunnels. Such value can be determined by network administrator, or depend 

on the interval of the neighbor discovery process. In case of establishing symmetric 

tunnels, the Reverse Tunnel Table is also build and shown in Table 2.3. 

Table 2.3 an Example of Reverse Tunnel Table 

No. 
1 

Entry MAC 
B3:42 

Entry IP 
2300: :2 

Exit MAC 
5A:42:C1 

Exit IP 
1100::1 

Auth 
A 

Life Time 
30s 

BW 
28.8 

Loss 
2 

Traffic 
voice 

In case of asymmetric tunnels, the requesting TB must send a Reverse Tunnel 

Request to its peer after establishing the forwarding tunnel. Such message requests 

the requested TB to initiate the reverse tunnel setup procedure. Then the requested 

TB acting as the tunnel entry-point starts the aforementioned tunnel setup procedure. 

As a result, the requesting TB adds one entry in its Reverse Tunnel Table, and the 

requested TB adds an entry in its Forwarding Tunnel Table, respectively. 

After the requesting TB sends a Tunnel Request to the requested TB, the two 

involved TBs negotiate the conditions of the tunnel during the negotiation phase. 
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The potential aspects to be negotiated are QoS related parameters, security poli­

cies, network resource reservation, buffering mechanism, etc. Figure 2.4 shows the 

bidirectional tunnel setup process. 

Tunnel Broker at PAR Tunnel Broker at NAR 

Minimal characteristics 
determined 

Needed characteristics 
determined 

Tunnel Request 

Shared Secret (PAR-SSI) 

Index of Shared Secret (PAR-K1) 

Tunnel Reply 

Available characteristics 
determined 

Shared Secret (NAR-SS1) 

Index of Shared Secret (NAR-K1) 

Compare characteristics 

Tunnel ACK 

Tunnel * 

Tunnel ACK 

Tunnel 

Reverse Tunnel Request 

Tunnel Request 

Tunnel Reply 

Tunnel ACK 

Tunnel 

symmetric tunnel setup 

> asymmetric tunnel setup 

Figure 2.4 Bidirectional Secure Tunnels Setup Process 

The node (AR in our case) comprises a tunnelling protocol module (called TB 

in this thesis) that determines a first set of desired characteristics and comprising 

a sub-option indicating a need for authentication characteristics. The TB at one 

tunnel end-point (PAR in our example) sends a Tunnel Request message comprising 

the first set of characteristics and sends a shared secret key with an index value 

thereof. The other tunnel end-point (NAR in our example) receives this request and 
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determines available characteristics, and then its TB sends a Tunnel Reply with the 

second set of desired characteristics to the requesting TB, along with a shared secret 

key and a corresponding key index thereof. The requesting TB compares the received 

set of parameters and verifies if the second set of characteristics is at least equal to 

the set of minimal characteristics. If so, the requesting TB sends a Tunnel ACK 

message; otherwise, it sends a Tunnel Negative Acknowledgement (NACK) message. 

The shared secret key is combined together and used to encrypt data, and the index 

value indicates which shared secret is used to encrypt the data. 

2.3.2 QoS issues 

Since quality of service allows network administrators to use their existing resources 

efficiently and to guarantee those critical applications receive high-quality service, 

without having to expand as quickly, or even over-provision, their networks, it is im­

portant to take those QoS related parameters into account during negotiation. In 

addition, it is undeniable that with these contracted parameters; network adminis­

trators may have more opportunities to better control over their networks, to reduce 

costs, and to improve customer satisfaction. 

In addition, different applications have different requirements with respect to the 

way of handling their traffic in the network. Applications generate traffic at varying 

rates and generally require the network to be able to carry traffic at the rate at which 

they generate it. And certain applications are more or less tolerant of traffic delays 

in the network and of variation in traffic delay (jitter) and certain applications can 

tolerate some degree of traffic loss while others cannot. These QoS requirements may 

be expressed as follows: 

• Bandwidth (BW): the rate, at which an application's traffic must be carried by 

the network, 

• Traffic delay: the latency that an application can tolerate in delivering the data 

packet, 

• Jitter: the delay variation in successive arrived packets. 

• Loss: the percentage of lost packets, etc. 
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2.3.3 Security issues 

In order to protect the information of IP layer and upper layer, a set of security 

aspects need to be considered such as access control, connection integrity, data origin 

authentication (or data integrity), protection against replay attack, confidentiality 

(encryption), and limited traffic flow confidentiality, etc. The proposed ARTP focuses 

on a set of algorithms used for authentication and exchange of tunnelling keys among 

ARs. In other words, during negotiation, the two involved ARs discuss authentication 

method, and algorithms used for creating tunnel keys like what is defined in [50]. The 

security policies include the key management and traffic protection. The selection of 

methods used to generate the tunnelling key, authentication method for protecting 

the headers and encryption method for encapsulating secure payload are negotiated 

while configuring the tunnel parameters. In addition, different algorithms could be 

used according to different traffic class to protect the outgoing packets at the tunnel 

entry-point. 

2.3.4 Traffic classification 

Network service providers could offer various services which are classified into different 

traffic type with corresponding guaranteed QoS, thus traffic classification becomes 

important in IP networks. The advantage of traffic classification is that many traffic 

flows can be aggregated to a small number of classes, thus simplifies the processing 

and storage associated with packets classification and conditioning. 

Furthermore, there is no signalling state or related processing required in the 

differentiation, since QoS is invoked on a packet-by-packet basis. Moreover, in the 

IPv6 header, there is an 8-bit Traffic Class field available for use by originating 

nodes and forwarding routers to identify and distinguish between different classes or 

priorities of IPv6 packets. Such field may be used for the assignment of Precedence, 

Delay, Throughput and Reliability. Another way is to use the 20-bit Flow Label field 

to differentiate the data flow. Note that the agreement must be made on what sorts 

of traffic classifications are most useful for IP packets before the negotiation phase. 

In addition, ARs must be equipped with intelligence to decide which packet goes into 

which class and forward these packets according to their priority. 



22 

2.3.5 Resource reservation 

Resource reservation enables Internet applications to obtain different QoS. It is well-

known that different applications impose different network performance requirements. 

Some applications, including the more traditional interactive and batch applications, 

require reliable data delivery but do not impose any stringent requirements on the 

delivery delay. However, applications such as video conferencing, IP telephony, or 

other forms of multimedia communications are delay-sensitive, but unnecessary to 

guarantee their reliability. The proposed ARTP requests the tunnel end-point to 

reserve certain network resource for communications in order to guarantee seamless 

mobility, especially for mobile users' handoff with multimedia sessions in progress. 

2.3.6 Buffering mechanism 

To minimize packet losses, compromise is made between the handover latency and 

the number of lost packets. Hence, during negotiation, the two tunnel end-points 

negotiate the parameter of buffer size in terms of the percentage of its buffer space. 

At the end of negotiation, the two ARs make agreement with each other, and configure 

their tunnels based on the agreed parameters. At any time, an AR may re-start an 

ARTP signalling session to modify the conditions of a tunnel in case of timeout or 

one of its partners becomes unreachable. 

2.4 Tunnelling process 

When tunnelling technique is required, the tunnel entry-point encapsulates the orig­

inal packets, and tunnels them to the tunnel exit-point using the specified tunnel 

parameters. 

We provide an example of the tunnelling process here, and assume that a previous 

AR (PAR) is proxying for an MN's previous care-of address (PCoA), and the MN is 

away from the coverage area of the PAR. 

When a CN sends packets to the MN's PCoA, the PAR intercepts such packets. 

The tunnelling protocol module (or TB) at the PAR then categorize the traffic into 

different traffic classes. Following by the classification, the TB at the PAR selects 

a corresponding tunnel with pre-configured parameters from its Forwarding Tunnel 

Table. And then the PAR encapsulates those original packets, and forwards the 
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packets to the new AR (NAR) through the specific tunnel. Upon receipt of the 

tunnelled packets, the TB at the NAR decapsulates the packets and verifies their 

traffic class, According to which, the NAR caches the packets using different buffer. 

At the same time, the NAR waits for the imminent MN for the delivery of the buffered 

packets. 

2.5 Dynamic tunnelling key exchanging process 

Each access router has some pairs of keys stored locally in its Tunnelling Key Table. 

An example of such table is shown in Table 2.4. 

Table 2.4 an Example of Tunnelling Key Table 

No. 
1 
2 
3 
4 

Key Index 
K-Pl 
K-P2 
K-P3 
K-P4 

Public Key 
Pub-Pi 
Pub-P2 
Pub-P3 
Pub-P4 

Private Key 
Pri-Pl 
Pri-P2 
Pri-P3 
Pri-P4 

Partners 
NAR 
NAR 
AR1 
AR2 

Valid 
Yes 
Yes 
Yes 
No 

Traffic Class 
voice 
VoIP 

-
VoIP 

The key exchanging procedure happens when a tunnel end-point selects an entry 

from its Tunnelling Key Table, and generates a triplet of (key index, public key, and 

private key). Acting as the tunnel entry-point, the node (or AR) then sends the 

corresponding pair of (key index, public key) to the tunnel exit-point, which then 

performs the same operation. 

When the tunnel entry-point wants to tunnel packets to the tunnel exit-point, it 

first selects a public key from a set of public keys. Such selection can be made upon 

different traffic class or node's preference. Then, the selected public key of the tunnel 

exit-point is utilized to encrypt the packets. And then, the tunnel entry-point sends 

the tunnelled packets and the key index of the corresponding public key to the tunnel 

exit-point. Upon receipt of the tunnelled packets, the tunnel exit-point first checks its 

Tunnelling Key table. According to the received key index, the tunnel exit-point finds 

the corresponding private key, using which the encrypted data are then decrypted. 

Figure 2.5 illustrates the tunnelling key exchanging and data encrypting procedure. 

The advantages of the dynamic key exchanging approach are listed as follows: 

• Each tunnel end-point has several pairs of (public key, private key); 

• The concept of key index is introduced to distinguish each pairs of keys; 
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(K-Pl,Pub-Pl,Pri-Pl) 
(K-P2, Pub-P2, Pri-P2) 

Key Exchange 

(K-Pl,Pub-Pl) 
(K-P2, Pub-P2) 

(K-Nl,Pub-Nl) 
(K-N2, Pub-N2) 

Select a public key of NAR 

Encrypt the data 
withPub-Nl 

Decrypt the data 
withPri-Pl 

(K-Nl, Encrypted data) 

NAR (K-Nl,Pub-Nl,Pri-Nl) 
(K-N2, Pub-N2, Pri-N2) 

Decrypt the data 
withPri-Nl 

Select a public key of PAR 

(K-Pl, Encrypted data) Encrypt the data 
with Pub-Pi 

Figure 2.5 Tunnelling Key Exchanging Process 

• Interception of the exchanged key index does not imply the knowledge of the 

corresponding public key if the key exchanging process is guaranteed to be 

secure enough. 

• Selection of a public key from a set of keys can be based on different traffic 

class. For example, for delay-sensitive applications, we can choose a public key 

with fewer bits. This results in less processing overhead at tunnel end-point 

and lower processing time as well. 

2.6 Key Generation and Utilization Process 

We suppose that two tunnel end-points: Alice and Bob have obtained their own pair 

of (public key, private key) from a Public-Key Infrastructure (PKI), in which one or 

more third parties, known as Certificate Authorities (CAs), certify ownership of key 

pairs. The pair of keys are denoted as (K\p, K^p) for Alice, (K^p, Kpp) for Bob. 

Before beginning the communication with Bob, Alice asks for two session keys 

from the PKI. In response to this request, the PKI sends two session keys to Alice 

in the format: K\P{KAB,K^P(KAB)) and K\P{KABI, K^P(KABI)). KAB will be 

utilized to secure the session between Alice and Bob while KABI for corresponding 

key index security. 

Alice then decrypts the session keys with its private key with the PKI: K^p. For 

the first message, Alice acquires KAB and K^P(KAB). Then it goes to Bob's web site 
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to find Bob's public key with the PKI: KPP. Alice then sends K^P(K^P(KAB)) to 

Bob indicating that the session key KAB will be utilized for a specific session, and will 

be updated or refreshed upon the termination of the session. For the second message 

from PKI, Alice obtains KABI and K^P(KABI), it then sends K^P(KPP(KABI)) to 

Bob indicating that this key will be used for key index security of the specific session, 

and will be updated or refreshed upon the termination of the session. 

Upon receiving these two messages, Bob decrypts twice with its private key with 

the PKI: K^p, eventually gets the session keys: KAB and KABI-

When Alice has a message M for Bob, it then first goes to Bob's wreb site, in 

which Bob published its own public key table as follows: 

Table 2.5 Bob's Public Key Table 

No. 
0 
1 
2 
3 
4 

Key Index 
BP 
Bl 
B2 
B3 
B4 

Public Key 

K+
BP 

K+B1 

K+B2 

K%, 
K+

B, 

Note that as Alice can obtain Bob's public keys and corresponding key indexes 

from Bob's web site, and we assume that Bob's web site is secure enough. As a result, 

the first tunneling key exchange procedure described in section 2.5 can be completely 

eliminated. In Table 2.5, the first record shows Bob's public key from the PKI, and 

the following records can be generated by Bob himself. By this means, the cost used 

to get those keys is minimized. 

Alice then selects one public key from Bob's public key table. For example, Alice 

selects using Bob's public key K^x to encrypt the message M, it then sends Bob 

an encrypted message in the format of KAB{K'Q1{M),KABI{B'\.)). Note that the 

corresponding key index Bl is encrypted using the session key KABI- Another session 

key KAB ls used to secure t he 'whole session, -which includes t h e encryp ted message 

M and key index Bl. 

Bob then first decrypts this message with the session key KAB, then it gets 

Kg^M) and KABI(BI). Afterwards, Bob decrypts the second part with the ses­

sion key KABI, then it acquires the key index Bl. With the assistance of this key 

index, Bob finds the corresponding private key KgX from its own key table. An 
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example of Bob's key table is shown in Table 2.6. Using the corresponding private 

key KgV Bob decrypts K^{M). And finally, Bob obtains the message M. The key 

generation and utilization procedure is shown in Figure 2.6. 

Table 2.6 Bob's Key Table 

Key Index 
BP 
Bl 
B2 
B3 
B4 

Public Key 

K$P 
K+

Bl 

K+
B2 

K+
Bs 

K+
m 

Private Key 
KBP 

Km 

KB2 

Km 

Km 

To be robust at the security, after selection of a public key from Bob's pub­

lic key table, Alice can send Bob an encrypted message in the format as follows: 

KAB(K^l{H{M)), M, KABI(B1)). H(M) denotes the hashed message. Note that 

as the Message-Digest algorithm 5 (MD5) is proven to be insecure, here we suggest 

using Secure Hash Algorithm (SHA) hash functions. 

After receiving the encrypted message, Bob first decrypts using the session key 

KAB, then it obtains K^HiM)), M, KABI(B1). Afterwards, Bob decrypts KABI(B1) 

with the session key KABI, and gets Bl. Bob then finds its corresponding private 

key: K^1 from its own key table with the help of Bl. Using this key, Bob decrypts 

KB~1(H(M)), then acquires the value of H(M). 

Bob hashes the message M that obtained from the first decryption, and get 

H{M)S). Bob then compares H(M)S) with H(M) which obtained from the sec­

ond decryption. In case of difference, Bob then discards the message since it knows 

that someone knows the session key KAB. Otherwise, the verification of data integrity 

is done with success. This robust key generation and utilization process is illustrated 

by Figure 2.7. 

To be more robust for the security, after selection of a public key from Bob's 

public key table, Alice can send Bob an encrypted message in the format as follows: 

KAB(K^1{H(M), Nonce), M, Nonce, KABI(B1, Nonce)). Note that H(M) denotes 

the hashed message while the Nonce is used to avoid replay attack and the man-in-

the-middle (MITM) attack. 

After receiving the encrypted message, Bob first decrypts using the session key 

KAB, then it obtains K^1(H(M), Nonce), M, Nonce, KABi(Bl, Nonce). Afterwards, 
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(KAP , KAP) 

Alice PKI 

Ask for KA 

Ask for KABI 

KAP {K A B , KBp (KAB)) 
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Decrypt with KA 
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Decrypt with KA 
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Decrypt K ^ B l ) with KABi 

Obtain Bl 

Find KB1" 

Decrypt KB1
+(M) with KBf 

Obtain M 

Figure 2.6 Key Generation and Utilization Procedure 

Bob decrypts KABI(B1, Nonce) with the session key KABi, it gets Bl and Nonce. 

Bob then compares the value of the nonce (number used once) obtained from the first 

decryption with that obtained from the second decryption. In case of difference, Bob 

then discards the message since it knows that someone knows the session key KAB-

Otherwise, Bob finds the corresponding private key K^ from its key table with the 

help of the key index Bl. It then uses this private key to decrypt Kg1(H(M), Nonce). 

Bob gets the values of H(M) and Nonce. Bob compares the value of this nonce 

with that obtained from the first decryption. In case of identical, Bob continues the 

verification for message integrity. To do so, Bob then hashes the message M obtained 

from the first decryption, and compares this value with H(M) that obtained from the 

third decryption. In case of identical, Bob gets the original message M. Otherwise, 
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Figure 2.7 A Robust Key Generation and Utilization Procedure 

Bob discards the message. 

2.7 Conclusion 

This chapter introduces a patent-pending solution, called access router tunnelling 

protocol. The proposed protocol is used to establish bidirectional secure tunnels 

between nodes in a network. These tunnels are provided with a set of minimal 

characteristics. Utilization of such tunnels can guarantee certain quality of service. In 

addition, new key establishment approach is designed, which allows access routers to 

possess different pairs of keys with respect to different traffic class or type. Moreover, 
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this chapter also proposes new key generation and utilization procedure, which allows 

either the sender or the receiver to have its own public key table and key table, and 

dynamically select public key from public key table. This procedure can also reduce 

the cost of obtaining keys from a third-party since it allows users to generate the keys 

by itself. 
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CHAPTER 3 

PROPOSED INTEGRATED ARCHITECTURE FOR 

NEXT GENERATION WIRELESS NETWORKS 

Advancement in wireless technologies enable mobile nodes (MNs) to benefit from 

different wireless networks such as wireless local area networks (WLANs), wire­

less metropolitan area networks (WMANs), third generation (3G) cellular networks, 

etc. These networks are expected to integrate with each other to provide ubiqui­

tous and high data-rate services to roaming users [3]. However, integrating of such 

networks/systems brings about new challenges due to their heterogeneity. Under the 

circumstances, this chapter proposes a novel Architecture to support Fast authentica­

tion and Seamless roaming (AFS) in next generation heterogeneous wireless networks. 

AFS extends the existing infrastructure to integrate disparate wireless systems that 

include WLANs, WMANs and 3G systems using the technologies of universal mo­

bile telecommunication system (UMTS) and cdma2000. Additionally, the designed 

architecture exploits IPv6 as interconnection protocol. In addition, new network el­

ements such as eMAP and eHAAA are introduced into the novel architecture. As a 

result, the proposed architecture presents a unified infrastructure; this facilitates the 

deployment in the near future. 

3.1 Introduction 

So far, with the rapid progress in wireless networking and communications technol­

ogy, mobile users have been capable to profit from various wireless systems, such as 

wireless personal area networks (WPANs) (e.g. Bluetooth), WLANs, WMANs, 3G 

wireless systems, etc. However, these systems present distinct characteristics in terms 

of radio access technology, bandwidth, delay, radio coverage area, installation cost, 

maintenance cost and quality of service (QoS) provisioning, etc. this makes intelli­

gent and seamless integration of such systems a challenging issue in the design of next 

generation wireless networks (NGWNs). 

The new integrated architecture for NGWNs must preserve the advantages of 
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individual system and eliminate the weaknesses of each network [3] while allowing 

mobile users to be always connected to the best available network [51]. Therefore, it 

should have the following features [3] [89]: 

• Economical: Using as much existing infrastructure as possible, rather than 

putting more efforts into developing new radio interfaces and access technologies 

[2]. In the meantime, minimizing the use of new infrastructure is also important 

to ensure rapid deployment. 

• Scalable: The new architecture should be able to integrate any number of 

wireless systems of same or different service providers. 

• Transparency t o heterogeneous access technologies: Underlying radio 

access technology should be transparent and imperceptible to mobile users. 

• Seamless mobility: Network connectivity and session continuity should be 

guaranteed when mobile nodes (MNs) perform any kind of roaming, such as 

intra- and inter-technology handoffs. 

• Security: Providing a level of security and privacy which is equivalent to or 

better than the existing wireless and wired networks is essential in the design 

of new architecture for NGWNs. 

This chapter introduces a new Architecture to support Fast authentication and 

Seamless roaming (AFS) in NGWNs. The proposed AFS integrates 3G cellular data 

networks with WLANs, WMANs. Two major standards for 3G cellular networks: 

UMTS and cdma2000 are taken into account while designing the integrated architec­

ture, since these standards are well-specified by the 3G partnership projects initia­

tives, i.e. 3GPP [61] and 3GPP2 [62]. 

Noreover, AFS integrates heterogeneous wireless systems using a new network en­

tity called enhanced mobility anchor point (eMAP). Such node aggregates key func­

tionalities of mobility anchor point (MAP) and domain gateway (-wireless interworking 

gateway (WIG) for WLAN, gateway GPRS support node (GGSN) for UMTS, packet 

data serving node (PDSN) for cdma2000, and domain interworking gateway (DIG) for 

WMAN). It may also combine the functionality of local authentication, authorization 

and accounting (LAAA) server [90], and visitor location register (VLR) of the GSM 
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system. In addition, to realize seamless roaming, mobile service area is partitioned 

into regions, which are further divided into domains controlled by eMAPs. 

Furthermore, AFS achieves transparency to heterogeneous access technologies by 

exploiting IPv6 [54] as the inter-connection protocol, making AFS presents an all-

IP-based hierarchical structure augmented with new network entities: eMAPs and 

enhanced home AAA server (eHAAA). The eHAAA aggregates key functionalities of 

home AAA server (HAAA) [90] and a central database (CD) that contains detailed 

information about each region, e.g. region identifier, each eMAP's IP address and 

its neighborhood, regional edge node (REN) identifier, etc. The eHAAA may also 

contain the functionality of home location register (HLR). 

3.2 Background and related work 

Recently, low cost, high speed WLANs are expected to complement the 3G cellular 

networks for wireless Internet access in hotspot areas such as airports, train stations, 

hotels, restaurants and cafes. On the other hand, the complementary nature of 3G 

systems and WLAN has attracted industry, academia and standardization organi­

zations for their integration [69]. However, the heterogeneities between 3G cellular 

networks and WLANs in terms of radio access technology, mobility management, se­

curity and privacy aspect, and QoS provisioning [70] bring many challenges to their 

interworking and integration. 

In a meanwhile, the emergence of the worldwide interoperability for microwave 

access (WiMax) technology enables WMANs to provide high bandwidth, low-cost, 

scalable, real-time multimedia services to wireless users over long distances. However, 

3G systems and WMANs present different characteristics such as data rate, coverage 

area, protocol and QoS aspect [71], integrating these two networks also becomes a 

challenging issue in NGWNs. A successful interworking 3G/WMAN architecture 

can provide wide-area coverage, strong mobility support and high-speed broadband 

wireless access for nomadic users. 

In addition, integration of WLANs with WMANs presents a difficult issue as well 

[72]. The integrated WLAN/WMAN architecture may extend the coverage area of a 

WLAN and augment the service availability for mobile Internet applications in case 

where a wired infrastructure is unavailable, e.g. in remote rural or suburban areas. 

So far, a number of solutions have been proposed to integrate heterogeneous wire-



33 

less and mobile communication systems. Yet, most of research activities focus on 

design architecture for integrating 3G systems with WLANs [3], [69], [70], [73]-[85]. 

Amongst all, 3GPP has introduced six scenarios for interworking between UMTS 

and WLAN and discussions about the functionality, architecture and feasibility of 

such interworking are still working in progress [73], [74]. In addition, interworking 

between WLAN and cdma2000 are well addressed by 3GPP2 in [75], [76]. However, 

only a few solutions are designed for integration of WLANs with WMANs [72], and 

for interworking 3G systems with WMANs [71], [86]. 

Effectively combining 3G systems and WLANs into an integrated wireless data 

access environment empowers mobile users with ubiquitous connectivity and high­

speed services, especially in hotspot areas where bandwidth-sensitive applications 

are most demanded. And interworking between WLANs and 3G systems can be 

implemented in different ways. The WLAN could be an integral part of the 3GPP 

system or the two systems could be separating [73], [74]. The way of integration can 

be classified into tight coupling [74], [77], [84], [85], [87], loose coupling [78], [87], no 

coupling [79], [80], [88] and hybrid coupling [83]. 

Tight coupling (or emulator approach) allows a WLAN to appear to the 3G core 

network as either a radio access network (RAN) in case of general packet radio service 

(GPRS) [74], [77] or as a packet control function (PCF) in case of cdma2000 [84]. Us­

ing tight coupling, the cellular radio is simply replaced by the WLAN radio providing 

equivalent functions in a RAN. Hence, it enables the reuse of 3G system protocols and 

existing network infrastructures. Moreover, tight-coupled approach enables WLAN 

user to access 3G system services with guaranteed QoS support and seamless mo­

bility [83]. However, a new interface is needed between the 3G core network and a 

WLAN, which implies that WLAN and 3G system must belong to the same oper­

ator. Consequently, independently operated WLANs cannot be integrated with 3G 

networks [79], [81], [87], thus results in less flexibility of integration. Furthermore, 

MNs must implement the corresponding 3G protocol stack on top of the standard 

802.11 [87], this adds design complexity on the user side. Moreover, as all the packets 

from incorporated WLANs go through the 3G core network, integrating points such 

as GGSNs become traffic bottlenecks [79], hard to accommodate bulky traffic. To fix 

this, 3G network elements such as PDSNs and GGSNs must be modified or upgraded 

to sustain the increased load from each integrated WLAN. 

Loose coupling (or mobile IP approach) allows a WLAN to connect to the 3G core 
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network indirectly via an external IP network such as the Internet [70], [87]. With 

loose coupling, the data paths of WLANs are completely separated from those of the 

3G systems [87]. And different protocols are adopted to handle authentication, mo­

bility management and billing. However, to achieve seamless integration, these proto­

cols must inter-operate with each other. For example, in case of cdma2000/WLAN, 

WLAN must support mobile IP and proxy AAA (P-AAA) functionalities for mo­

bility management and billing issues. Moreover, loose coupling allows independent 

deployment and traffic engineering of WLAN and 3G systems. And with roaming 

agreements with many providers, MNs can obtain all network access from a sole ser­

vice provider. Moreover, loose-coupled architecture also provides opportunities for 

wireless Internet service providers (WISPs) to extend their service scopes/areas via 

roaming agreements with other WLANs and 3G operators. The major weakness 

of this approach is excessive handoff latency, because mobility signaling traverses a 

relatively long path due to the separation between 3G RAN and WLAN domains 

[70]. And high handoff delay leads to unacceptable packet losses, traffic congestion 

and handoff failure, this makes loose coupling unable to support service continuity 

during inter-system handoff [83]. Nonetheless, loose-coupled architecture is the most 

preferred solution for seamless integration of WLAN and 3G networks [70], [87]. 

No coupling (or gateway approach) treats WLAN and 3G system as peer-to-peer 

networks [69]. The principal idea of this approach is exploiting legacy mobility man­

agement protocols to handle intra-system (or horizontal) handoff and using roaming 

agreements to handle inter-system (or vertical) handoff via a logical node, called in-

terworking gateway (IG) [3] or interworking decision engine (IDE) [89]. The gateway 

exchanges necessary information between WLAN and 3G system, converts signals 

and routes packets for roaming users [79], [80], [88]. The advantage of this approach 

is that the integrating networks can operate independently. And unlike loose cou­

pling approach, mobile IP functionalities are unnecessary, thus results in less handoff 

delays and packet losses [79]. 

Hybrid coupling architecture integrates WLAN with UMTS and allows the UMTS 

core network to efficiently accommodate traffic from the integrated WLAN. Data 

paths are differentiated according to traffic type. For real-time traffic, tight coupling 

approach is exploited, so WLAN data traffic traverses the UMTS core network. For 

non-real-time traffic, loose coupling is necessary to force WLAN data packets go 

through an external IP network. Furthermore, an access point gateway (APGW) is 
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introduced to connect an access point (AP) in the WLAN with the serving GPRS 

support node (SGSN) in a UMTS terrestrial radio access network (UTRAN), and 

new functionalities such as traffic differentiation and setup data path are added into 

the APGW [83]. 

3.3 Proposed integrated architecture 

There are two possible solutions in design integrated and interworking architecture 

for NGWNs: either developing novel wireless systems with radio interfaces and tech­

nologies to satisfy the requirements of the services demanded by future mobile users 

or integrating the existing wireless systems [3]. Since the former solution is expensive 

and impractical, we advocate using as much existing architectures as possible, same 

idea presented in [3], [89]. 

On the other hand, unlike the architecture for ubiquitous mobile communications 

(AMC) [3] and the integrated intersystem architecture (USA) [89], our proposed archi­

tecture for NGWNs does not imply pre-existence of roaming agreements (RAs) or ser­

vice level agreements (SLAs) between each pair of participants (or service providers). 

Nevertheless, mobile users can obtain services in a new visiting domain either via 

direct RA or through an indirect but trusted third-party. The new architecture to 

support fast authentication and seamless roaming (AFS) integrates disparate wireless 

networks such as WLAN, WMAN and 3G systems that include UMTS and cdma2000 

networks, shown in Figure 3.1. 

Mobile service areas are partitioned into regions, which further divided into do­

mains using heterogeneous or homogeneous radio access technologies. These domains 

overlap each other and formulate overlaid multitier networks. Each domain is man­

aged by a new network element, eMAP. Such node combines key functionalities of 

mobility anchor point (MAP), which is defined in hierarchical mobile IPv6 (HMIPv6) 

for mobility management [8] [9], and domain gateway (WIG for WLAN, GGSN for 

UMTS, PDSN for cdma2000, DIG for WMAN). It is also possible for eMAP to aggre­

gate the functionality of local authentication, authorization and accounting (LAAA) 

server [90] and visitor location register (VLR). Note that the generic functionality of 

domain gateway is to perform IP network address and port translation (NAPT) to 

enable access network operator to use private-space IP addresses inside its domain 

as well as simultaneously provide external IP network access. In addition, using the 
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Figure 3.1 Proposed Integrated Architecture for NGWNs 

concept of eMAP, AFS presents a unified infrastructure, this facilitates real deploy­

ment. 

Another new network entity, called enhanced home AAA (eHAAA) server, is also 

introduced in AFS. It aggregates key functionalities of home AAA server (HAAA) [90] 

and a central database (CD) that contains detailed information about each region, 

e.g. region identifier, each eMAP's IP address and its neighborhood, regional edge 

node (REN) identifier, etc. The eHAAA may also contain the functionality of home 

location register (HLR). 

Solutions currently found in the literature attempt to reduce authentication de­

lays in a single administrative domain, where centralized control is preferred [169]. 

However, as the demands for seamless roaming across different wireless systems (or 

domains) increase, new authentication solution is required for inter-domain (or inter-

system) handoff. Since each domain is under its own authority and administration 

[169], and each authority exploits its own authentication mechanism that is unavail­

able to others. This situation makes third-party-based authentication solution turn 
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out to be infeasible. In this context, we propose trust-based fast authentication 

scheme to replace third-party-based solution. Before elaborating the proposed fast 

authentication mechanism, we develop a new network selection mechanism that al­

lows MNs to intelligently and efficiently select the most appropriate network (or the 

best connected network) during handoff. 

3.4 New Network Selection Method for AFS 

Entering into a new administrative domain, an MN needs to select the best connected 

network before breaking its current connection. Therefore, it performs the following 

network selection procedures: 

1. Analyze wireless environment within range by listening to broadcast channels 

and examining the received broadcasting messages. 

2. Select a network with the same radio access technology (RAT) and having direct 

roaming agreement (RA). 

3. Otherwise, select a network with the same RAT and indirect RA. The latter 

means the concerned network operators can establish an indirect temporary 

virtual RA via a trusted third-party. 

4. Select a network with integration capability and direct RA with the MN's home 

network provider. 

5. Otherwise, select a network with integration capability and indirect RA via a 

trusted third-party. 

The main idea is to avoid vertical handoff as much as possible, if applicable. 

Otherwise, select a network with direct RA; If the former two requirements cannot 

be met, then select a network with which the MN's home service provider could 

establish a temporary virtual indirect RA via a trusted third-party. 

To facilitate network selection on the user's side, AP in WLANs inserts some 

necessary information into their broadcast Beacons. Besides the Service Set Identifier 

(SSID), the AP may broadcast the information such as WLAN_NAME, integration 

capability, list of 3G partner_NAME (or WMAN partner_NAME) and Mobile Country 
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Code (e.g. butterfly: integration capability/yes: 3G_Telus: 001). This enables MNs 

to make intelligent decision about network selection. 

The same principle is applicable for WMANs. In this case, Base Station (BS) of 

WMANs broadcasts information about its network_NAME, integration capability, list 

of 3G partner_NAME (or WLAN partner JtfAME) and Mobile Country Code. Such 

information assists MNs to select a trusted domain and handoff to that domain with 

which its own home network can establish a temporary RA via a trusted third-party. 

By this means, after successful authentication, all outgoing data traffic from the MN 

will be tunneled to a neighboring trusted domain, then forwarded to the destination 

node. At the same time, all incoming traffic will be intercepted by a previous trusted 

domain and tunneled to the new domain, then decapsulated and forwarded to the 

MN. 

The same principle is also applicable for 3G systems. In this case, Node B (NB) 

of UTRAN or Base Transceiver Station (BTS) of cdma2000 access network broad­

casts information about its network_NAME, integration capability, list of WLAN 

partnerJNAME (or WMAN partner_NAME) and Mobile Country Code. Such in­

formation assists MNs to select a trusted network and handoff to that network with 

which its own eHAAA can establish a temporary RA via a trusted third-party: eMAP. 

To facilitate network selection, the MN should have preknowledge about the part­

ners of its home service provider. For example, assuming that the home service 

provider of the MN is A, and A's trusted partners include B and D. When this 

MN moves into a new visiting domain controlled by service provider C and receives 

beacons from APs with the following information: 

• butterfly: integration capability/yes: 3GLD: 001 

• supercool, integration capability/yes: WMANJF: 001 

Then the MN may select the WLAN whose name is butterfly because it is sure that 

an indirect temporary RA will be established between A and the operator of the 

butterfly: C, via D. 
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3.5 Proposed Fast Authentication and Seamless 

Roaming Schemes for AFS 

To achieve fast authentication, mobile service area is partitioned into regions, which 

are further divided into domains controlled by an eMAP. And the eHAAA manages a 

Central Database (CD) about details of each region, e.g. Region Identifier (RegJD), 

each trusted eMAP's IP address and its trusted neighborhood, Regional Edge Node 

(REN) identifier as well. Such a database allows eHAAA to quickly multicast an MN's 

AAA information to corresponding trusted eMAPs upon receiving a Binding Update 

(BU) message from the MN. Hence, authentication related materials are always one-

hop ahead of MN's current associated eMAP. As a result, once the MN moves into 

a new network, end-to-end authentication is replaced by local authentication with 

the new selected trusted eMAP, this results in reduced authentication latency during 

handoff. 

Furthermore, in case where the MN moves into a region without trusted eMAP, 

a randomly selected eMAP may request its trusted neighboring eMAPs for the MN's 

authentication materials, thus a temporary virtual trust relationship can be estab­

lished via a third-party. 

Generally, The main idea of trust-based fast authentication scheme is that neigh­

boring eMAPs that trust each other share authentication material (e.g. security key) 

for a visiting MN to avoid lengthy authentication routines each time the MN switches 

mobility domains. To compensate for trust relationship hole, i.e. the new selected 

eMAP has no trust relationship with the MN's home service provider, the new eMAP 

may request for the MN's authentication material from its trusted neighbors. 

When entering into a new eMAP domain, an MN receives Router Advertisements 

from Access Routers within range. Then, it selects a trusted eMAP domain using the 

above-mentioned network selection technique, and configures two Care-of Addresses 

(CoAs): a Regional CoA (RCoA) on the selected eMAP's link and an on-link Local 

CoA (LCoA). Both CoAs can be formulated in a stateless manner [43]. After gen­

erating the CoAs, the MN sends a Local Binding Update (LBU) to the eMAP. Note 

that here eMAP works as Mobility Anchor Point (MAP) of Hierarchical Mobile IPv6 

(HMIPv6) [8]. 

Upon receiving the LBU, the eMAP searches its address pool to verify the unique­

ness of the MN's RCoA. Generally, HMIPv6 requires the MAP to perform Duplicate 
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Address Detection (DAD) process for the RCoA. However, the DAD takes about one 

second to be completed [170]. In this context, we propose utilizing an address pool 

at the eMAP to reduce the latency caused by DAD process. After confirming that 

the RCoA is unique, the eMAP binds the MN's RCoA to its LCoA and returns a 

Binding Acknowledgement (BA) to the MN. Following a successful registration with 

the eMAP, a bidirectional tunnel is established between the MN and the eMAP. 

After local registration with the new eMAP (neMAP), the MN sends a BU to its 

home agent, which then forward this BU to the eHAAA server. This BU will assist 

the HA to bind the MN's Home Address (HoA) with its RCoA. Note that to reduce 

the latency between the HA and eHAAA server, their functionalities can be combined 

together in a manner that formulates a new network element, called home intelligent 

node (HIN). 

The eHAAA then extracts the network prefix from the received RCoA and searches 

the neMAP's IP address from its central database. Subsequently, the eHAAA verifies 

whether the neMAP is a Regional Edge Node (REN) or not. If so, the MN's authen­

tication materials will be forwarded to all trusted eMAPs located in the same region 

as the neMAP as well as those trusted eMAP in the neMAP's neighboring regions. 

Otherwise, the eHAAA only needs to send the MN's authentication materials to all 

trusted eMAPs located in the same region as the neMAP. Therefore, when the MN 

performs inter-domain movements, it only needs to send an Authentication Request 

to the local eMAP, which in turn verifies its Authentication Database (AuD) to au­

thenticate the MN. After successful confirmation, the eMAP replies the MN with 

an Authentication Response. By this means, authentication for successive handoff is 

carried out locally instead of in an end-to-end way. 

In case where the associated neMAP has no preknowledge about the requested 

MN's authentication materials, the eMAP may multicast a Further Authentication 

Request to its trusted neighborhood. Then those eMAPs who store the corresponding 

authentication materials will forward them to the neMAP, which then replies the MN 

with an Authentication Response. 

In addition, trusted eMAP can also distribute the authentication materials of an 

MN to all the access routers (ARs) in its mobility domain. In this case, authentication 

can be carried out between the MN and a new AR instead of between the MN and 

eMAP. This allows further reduction of authentication delays during handoff. 

After entering into a new AR's coverage area, the MN may send an Authentica-
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tion Request to the AR. If the AR has the authentication materials of the MN, it 

simply replies with an Authentication Response. Otherwise, the AR may request the 

associated eMAP or its neighboring ARs for the authentication materials by send­

ing Further Authentication Request message. Those adjacent ARs or the associated 

eMAP can reply with a Further Authentication Response. As a result, the new AR 

forwards an Authentication Response to the MN indicating a successful completion 

of authentication. 

Figure 3.2 illustrates an example of fast authentication scheme. When an MN 

first logs into the system, its related authentication materials are distributed by the 

eHAAA to corresponding eMAPs after successful home registration. For example, an 

MN enters into Region 1 and associates with eMAP_l, the eHAAA multicasts the MN 

related authentication materials to eMAP_3 and eMAP_5. In case where the MN first 

associates with eMAPJ5, its corresponding authentication materials are distributed 

by the eHAAA to eMAPJL, eMAP_3, eMAP_5, eMAP_6 and eMAP_9. Note that each 

eMAP represents an administration domain, either with homogeneous access technol­

ogy or with heterogeneous radio technology. In case where the MN needs to connect 

to eMAP_4, it sends an Authentication Request to eMAP_4, which then multicasts a 

Further Authentication Request to its neighborhood: eMAP_3 and eMAP_5. Either 

eMAP_3 or eMAP_5 may sends an Further Authentication Response to eMAP_4. Such 

Further Authentication Response should include the MN's authentication materials. 

After successful authentication, the eMAP_4 sends an Authentication Response to the 

MN. 

Figure 3.2 An Example of Fast Authentication Scheme 

To facilitate billing management, trusted eMAPs may send billing reports directly 
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to the eHAAA. However, for those eMAPs with temporary connection, the outgoing 

traffic from the MN will always be tunneled to a trusted eMAP, which then generates 

the billing report. And the incoming traffic from the Correspondent Node (CN) will 

be intercepted by the previous trusted eMAP, tunneled to the neMAP and forwarded 

to the MN. In both case, billing reports are generated by trusted eMAP. 

In contrast to the most commonly recommended third-party-based authentication 

[3], [168], [69], our proposed authentication exploits trust-based relationship and re­

places end-to-end authentication with local authentication. In addition, to remedy 

the case where there is no trust relationship between the home service provider and 

the visiting domain, a temporary virtual trust relationship is established via a trusted 

third-party. 

3.6 Characteristic Features of AFS 

In this section we qualitatively evaluate our proposed architecture, AFS, in the con­

text of the design objectives, its advantages and disadvantages. 

• Economical: AFS uses the existing infrastructure of wireless systems. It does 

not imply any change to the infrastructure of integrated wireless networks. 

AFS achieves seamless integration of heterogeneous wireless networks by using 

the eMAP, which extends the functionalities of Mobility Anchor Point (MAP) 

by adding new functionalities, such as authentication unit, roaming agreement 

management unit, billing management unit, trust relationship database, etc. 

• Scalability: AFS can integrate any number of exiting or future wireless sys­

tems of same or different operators. In addition, these operators may not have 

direct roaming agreements or service level agreements among them. In addition, 

AFS does not imply any pre-existing roaming agreements between each pair of 

participants, thus it is completely scalable. 

• Transparency t o heterogeneous access technologies: AFS utilizes IPv6 

as the common interconnection protocol. Hence, this IP layer based solution 

allows mobile nodes to roam among multiple wireless systems, regardless to 

different radio access technologies. 
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• Security: AFS can adopt existing security mechanisms to provide security and 

privacy equivalent to existing wireless networks. 

• Seamless mobility: AFS supports seamless intra- and inter-system mobility 

using hierarchical mobile IPv6 (HMIPvG) as the mobility management protocol. 

Furthermore, it allows mobile node to intelligently select new access network to 

avoid vertical handoff as much as possible. 

• Fast authentication: AFS supports fast authentication by using eHAAA and 

eMAP. Instead of end-to-end authentication, eHAAA distributes authentication 

materials of an MN to trusted eMAPs before the node moves to the new eMAP 

domain. Hence, authentication is always done locally. As a result, the delay 

concerned to the authentication procedure can be reduced significantly. In 

addition, the functionality of the eHAAA can be integrated into the Home 

Agent, to formulate a home intelligent node (HIN). 

The limitation of the proposed architecture is that mobile nodes have to be mod­

ified in order to be equipped with the intelligence of network selection. This can add 

design complexity on mobile device's side. Moreover, eHAAA must have a global vi­

sion of regions, domains. In other words, it should have pre-knowledge about trusted 

eMAP's IP address, their neighborhood. This adds new complexity at the tradi­

tional HAAA server. Furthermore, multicasting authentication materials of an MN 

to trusted eMAPs may lead to high signaling costs. However, as authentication is 

combined with mobility management, handoff delays can be significantly reduced. In 

addition, as authentication is carried out locally either between the MN and eMAP 

or between the MN and AR, authentication latencies are largely minimized. And 

with the proposed network selection method, MNs can intelligently select the best 

connected wireless network and avoid vertical handoff as much as possible. 

3.7 Conclusion 

This chapter proposes a new integrated architecture for next generation heteroge­

neous wireless networks. Such interworking architecture presents the features such as 

scalability, adequate security and privacy, using IPv6 as interconnection protocol to 
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hide the heterogeneity of different wireless systems as well as the radio access tech­

nology. Moreover, new network selection, fast authentication and seamless mobility 

mechanisms are designed for the AFS. 

Since authentication and mobility management procedures are combined together, 

the delays concerned about these two procedures can be minimized during handoff. 

Additionally, new seamless mobility scheme, such as Seamless Mobile IPv6 (SMIPv6) 

which will be elaborated in the following section: Section 4.4, can be used for the 

AFS. In order to efficiently combine with fast authentication scheme, authentication 

materials of any mobile node can be further distributed to access router by an eMAP. 

By this means, authentication can be done more quickly than using HMIPv6 for 

mobility management. Additionally, there will no security hole in this eMAP 

manages all the access routers in its own domain. In the near future, we plan to 

evaluate the performance of the AFS by using analytical models and simulations. 
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CHAPTER 4 

PROPOSED SEAMLESS HANDOFF SCHEMES IN NEXT 

GENERATION WIRELESS NETWORKS 

The commercial proliferation of multi-mode wireless terminals (such as laptops, per­

sonal digital assistants (PDAs), smart-phones), the explosion of mobile data com­

munications, the emergence of multi-technology environments with disparate capa­

bilities, the integration of such diverse wireless environments and the wide variety 

of traditional and value added services (VAS) offered to end-users have placed extra 

requirements for mobile communications and computing. 

On the other hand, traditional voice, fax, email and paging services are in­

creasingly being substituted by real-time multimedia applications, such as video-

conference, image transfer and audio-streaming. However, the provision of such mul­

timedia services imposes strict quality of service (QoS) requirements on the networks. 

Furthermore, since next-generation wireless networks (NGWNs) must not only pro­

vide integrated services, but also capabilities for dynamically relocating mobile ter­

minals [31], new challenges have sparked research laboratories to realize an advanced 

level of tetherless, seamless multimedia services for mobile users roaming between 

different domains or systems. Given such circumstances, mobility management be­

comes an important issue to enable telecommunication networks to locate roaming 

terminals and deliver calls or data to them while these terminals moving into a new 

service area. 

Currently, assorted wireless technologies and networks exist to meet the various 

needs of mobile users. For example, wireless local area networks (WLANs) enable 

the delivery of high data-rate services with small radio coverage, cellular networks 

provide voice and data services with a relatively lower data-rate, yet large coverage, 

and satellite networks enable global roaming with worldwide coverage at drastic costs. 

Since these networks are designed for specific service requirements and vary signifi­

cantly in terms of bandwidth, delay, coverage area, costs and QoS provisioning [3], 

they tend to complement one another, and their integration enables mobile users to 

be "always best connected" [51] to the most appropriate network. 
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On other hand, NGWNs introduce a variety of heterogeneities in terms of radio ac­

cess technologies, network architectures, network protocols and service demands, and 

such inherent heterogeneities require a common infrastructure to interconnect multi­

ple access systems [52]. Hence, using all-IP-based infrastructure to support ubiquitous 

communication appears to be very promising. First of all, IP-based wireless networks 

are better suited to support the rapidly growing mobile data and multimedia appli­

cations [53]. This is confirmed by the fact that IPv6 [54] is designated as the only 

IP version supported for IP multimedia subsystem (IMS) within the third generation 

partnership project (3GPP) [55]. Secondly, IP-based wireless networks have already 

brought global success to Internet services and they will also prove to be a successful 

platform to foster future mobile services [53]. Last but not least, IP-based wireless 

networks are independent of the underlying radio access technologies, making it pos­

sible and feasible to maintain seamless connectivity over different radio technologies, 

while offering global roaming capabilities [53]. Therefore, NGWNs are designed to 

take advantage of IP-based technologies to achieve global roaming amongst a variety 

of access technologies [52]. 

This chapter first provides a survey of IP-layer mobility management protocols 

designed within the working groups of the Internet Engineering Task Force (IETF) for 

IPv6-based NGWNs. The remainder of the chapter is organized as follows. The chal­

lenges for mobility management in NGWNs are outlined in order to provide a global 

view of the research background. Typical IP-layer mobility management protocols 

such as mobile IPv6 (MIPv6) [7], hierarchical mobile IPv6 (HMIPv6) [8] [9], and fast 

handovers for mobile IPv6 (FMIPv6) [10] [11], fast handover for hierarchical mobile 

IPv6 (F-HMIPv6) [16]-[19] and proxy mobile IPv6 (PMIPv6) [20] are described in 

detail. Future trends in the design of intelligent mobility management protocols are 

then presented. Then we proposed seamless handoff schemes (SMIPv6) for mobile 

IPv6 (MIPv6)-based next-generation wireless networks. 

4.1 Basic concepts and definitions 

Generally, mobility management comprises two components: location management 

and handoff management [32]. In NGWNs, mobile users perform two types of move­

ments: intra- and inter-system roaming. Intra-system roaming refers to movements 

between the cells within a system, and its mobility management solutions are based 
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on similar network interfaces and protocols. On the other hand, inter-system roam­

ing refers to movements between different technologies, protocols, backbones or ser­

vice providers. Based on intra- or inter-system roaming, the corresponding location 

management and handoff management can be further classified into intra- and inter-

system location management and handoff management [52]. 

Location management is the process that allows the network to locate the access 

point (AP) of the mobile node (MN) for calls or data delivery. This process can be 

further split into two steps: location update and call (or data) delivery. The former 

requires mobile users to provide the network with their location information, while 

the latter indicates that the network is queried for the location information of mobile 

users in order to deliver calls (or data) to them. The challenges in the design of 

inter-system location management protocols include [52]: 

• How to reduce signalling loads and latencies that pertain to service delivery. 

• How to guarantee on-demand QoS in different wireless networks (or systems). 

• How to select the most suitable network for mobile users to perform location 

registrations (or updates) when the service areas of heterogeneous wireless net­

works fully overlap. 

• Where and how to store the mobile user's updated location information when 

the service areas of heterogeneous wireless networks fully overlap. 

• How to determine mobile users' exact location within a specific time constraint 

when the service areas of heterogeneous wireless networks fully overlap. 

Typically, handoff (or handover) refers to the process of transferring signals from 

one AP to another. Handoff management aims to maintain network connectivity as 

mobile users change their points of attachment to the network. Obviously, handoff 

protocols need to preserve connectivity as mobile iisers move about, while simultane­

ously curtailing disturbance, or disruption from ongoing call (or data sessions) trans­

fers. Therefore, minimal handoff disruption and session continuity are the primary 

goals of handoff management [56]. Generally handoffs require certain key features 

such as low latency, minimal packet loss, minimal jitter for multimedia streaming, 

high reliability, sustainable scalability to large networks, etc. Here are some of the 

challenges encountered when designing handoff management protocols [52]: 
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• Minimizing signalling overheads and power consumption related to handoff 

management; 

• Making efficient use of network resources during handoff; 

• Improving network scalability, reliability and robustness; 

• Where and how to store the mobile user's updated location information when 

the service areas of heterogeneous wireless networks fully overlap. 

• Guaranteeing on-demand QoS during handoff: (1) reducing intra- and inter-

system handoff latency which is composed of signalling message processing time, 

resources allocation and route setup delay, format transformation time, etc. (2) 

alleviating user-perceptible service degradation (3) decreasing handoff failure 

to a near-zero level and (4) mitigating packet loss rate to a near-zero level to 

achieve seamless mobility 

4.2 Overview of IP layer mobility management pro­

tocols 

In all-IP-based NGWNs, mobile nodes (MNs) freely change their APs while communi­

cating with correspondent nodes (CNs). Accordingly, mobility management consists 

of a critical issue, which is to track mobile users' current location and to efficiently 

route packets to them. Several typical mobility management protocols are designed 

within the IETF working groups, such as MIPv6, HMIPv6, FMIPv6, F-HMIPv6 and 

PMIPv6. Moreover, a number of working groups are striving to improve the perfor­

mance of such specifications. 

Generally, IP mobility includes macro- and micro-mobility. Macro-mobility desig­

nates mobility over a large area; this refers to situations where MNs move between IP 

domains [34]. Typically, mobile IPv4 (MIPv4) [5] [6] and MIPv6 [7] are best suited 

for macro-mobility management. Nevertheless, this chapter only addresses mobile 

IPv6. Micro-mobility refers to mobility over a small area, i.e. within an IP do­

main. Usually, micro-mobility protocols confine movements related signalling within 

a local domain without propagating to the mobile user' home network and those 

hosting their communicating peers. Location updates to a distant home agent (HA) 
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and CNs are eliminated as long as MNs remain inside their local domain. Hence, 

micro-mobility protocols yield better performance than macro-mobility solutions for 

infra-domain roaming. This section presents macro-mobility protocol, like MIPv6 

and micro-mobility protocols, such as HMIPv6, FMIPv6, F-HMIPv6 and PMIPv6. 

4.2.1 Mobile IPv6 (MIPv6) 

Mobile IPv6 (MIPv6), IETF's mip6 work group's baseline, was designed for macro-

mobility management protocols for future all-IP wireless networks [7]. It enables 

MNs to remain connected while moving around within the Internet topology. An 

MN is always identified by its home address, regardless of its current location on the 

Internet. While away from the home network, the MN is associated with a care-of 

address (CoA). To route packets to its current location in an efficient manner, binding 

between an MN's home address and the CoA is managed by a home agent (HA), 

which is actually a router on the MN's home link. Packets destined for the MN are 

intercepted by the HA and tunnelled to the MN's current CoA. Consequently, given 

this tunnel mode, triangular routing problems become unavoidable. Furthermore, 

HAs also create bottlenecks in the network. To avoid triangular routing, MIPv6 

defines route optimization that enables an MN to register its current location with a 

CN. As a result, the CN can directly send packets to the MN without passing though 

the HA. 

MIPv6 mobility management procedure consists of movement detection, new CoA 

configuration, duplicate address detection (DAD) and binding registration (or update) 

with the HA and all CN with route optimization mode. Movement detection aims 

to determine whether the MN has moved to a new network or not. Such detection 

is important since, in situations where the MN has moved, the addresses configured 

in a previous network become invalid, requiring additional configuration to establish 

or maintain upper layer connectivity. Generally, this is accomplished by assessing 

the reachability of the current (or default) router, the validity of the configured ad­

dresses and finding a new available router on the network. To accelerate movement 

detection, MNs can multicast router solicitation (RS) messages requesting immediate 

router advertisements (RAs) from access routers, rather than wait for the subsequent 

periodic advertisements to arrive [42]. 

Based on the RA it received, the MN then configures a CoA on the new link. 
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The address can be configured in two different manners. First, using a stateless way, 

by combining the MN's respective interface identifier with the network prefix found 

in the RA [43], or it can occur via a stateful way during which a server assigns an 

address using the dynamic host configuration protocol (DHCP) [46]. 

When the new address is added to the specific interface, detection on duplicate 

address is performed in order to preserve the uniqueness of the new address. Hence, 

the MN sends a multicasting neighbor solicitation (NS) to its neighbors and this 

procedure requires waiting at least 1 second to listen to responses from other nodes. 

If no responses are received before the time limit expires, the new IPv6 address is 

considered available [42]. To alleviate this lengthy delay, optimistic DAD procedure 

[57] is preferred for fast address configuration. 

Home registration involves the exchange of signalling messages (binding update 

(BU) and binding acknowledgment (BAck)) between the MN and the HA to enable 

the creation and maintenance of a binding between the MN's home address and its 

CoA. Accordingly, packets destined for the MN will be intercepted by the HA and 

tunnelled to its CoA. Such registration is authorized by the use of IPsec [58]. 

In case of route optimization (RO) that follows a successful home registration, 

correspondent registration is executed via a BU message sent by the MN in order to 

create the same binding for the CN. However, as empowering nodes with the ability 

to redirect packets from one IP address to another raises security concerns, return 

routability (RR) is performed prior to the correspondent registration. 

The return routability procedure consists of home address test and CoA-test. 

During the home address test, the MN sends a home test init (HoTI) message to the 

CN via the HA. The CN responds with a home test (HoT) message containing a secret 

home keygen token. Addressed to the MN's home address, the home test message is 

forwarded to the MN's current CoA by the HA. While CoA-test is in progress, the 

MN sends a care-of test init (CoTI) message to the CN, which returns a care-of test 

(CoT) message that contains a secret care-of keygen token. The care-of test init and 

care-of test messages are directly routed between the MN and the CN, bypassing the 

HA. 

The MN needs both the home keygen token and the care-of keygen token to 

validate the ensuing correspondent registration. The former token proves the MN 

to be the legitimate owner of its home address, while the latter token confirms that 

the MN is currently present at the new CoA. The return routability procedure also 
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enables the CN to be reasonably confident that the MN can be reached at both its 

CoA and its home address. Afterwards, the MN sends a BU message to the CN 

through a direct path. Accordingly, the CN sends packets directly to the MN's CoA 

without involving the HA. Figure 4.1 illustrates the mobility management procedure 

in MIPv6. 

MN 

Router Solicitation 

HO 
without •/ 

RO 

Movement! 
detection 

CoA J 
configuration | 

^ ,. A Neighbor Solicitation 
Duplicate | - - - - 6 - - - •> 

Return 
routability 

Correspondent 
registration { 

AR 

5> 

touter Advertisement 

address -< Neighbor Advertisement 
detection I <-~' ~ 

Home f.-.Bild-ipg .VEdat?. 
- registration"! 

•3H 

Care-ofTest Init 

Home Test Init 

Binding Update 
> 

HA 

Binding Acknowledgment 

Home Test 

CN 

Home Test Ini ki 
Care-ofTest 

Home Test 

HO 
rwith 
RO 

Figure 4.1 Mobility Management Process for MIPv6 

In a nutshell, MIPv6 defines an IP-layer mobility management scheme to provide 

MNs with continuous Internet access while they move from one domain or AP to an­

other. As mentioned above, the process of changing APs is known as handoff. During 

handoff, there is a per iod dur ing which MNs are unable to send or receive packets due 

to delays resulting from both link switching and IP protocol operations. Eventually, 

handoff latency results in packet loss and degrades network performance, which is 

unacceptable and detrimental for real-time traffic with user-perceptible service dete­

rioration [59]. As reducing handoff latency could be beneficial to real-time applica­

tions, non-real-time applications and throughput-sensitive applications as well, new 
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enhancements are necessary for optimal performance, especially in situations where 

mobile users perform local movements and change APs frequently. Moreover, in order 

to keep bindings updated, an MN periodically informs the HA and CNs about its CoA 

if and when its location changes or the binding lifetime expires. Under such circum­

stances, the network is burdened with a huge amount of signalling overhead. Hence, 

minimizing signalling overhead is also important to improve the network bandwidth 

usage and extend the battery lifespan of MNs. 

4.2.2 Hierarchical mobile IPv6 (HMIPv6) 

Even though MIPv6 provides appropriate macro-mobility management features, cer­

tain pitfalls pertaining to mobility management procedures remain, such as high 

signalling overhead, long handoff latency and unacceptable packet loss rate. Hence, 

improvements are required to enhance the performance of MIPv6. In this context, 

hierarchical mobile IPv6 (HMIPv6) was designed to reduce signalling overhead and 

location update delays in MIPv6 using hierarchical mobility agents called mobility 

anchor points (MAPs). Such entities control the local movements of MNs [8] [9]. 

When an MN enters a new MAP domain, it receives RAs from access routers. 

Based on the received information, the MN configures two IP addresses: a regional 

CoA (RCoA) on a specific MAP subnet and an on-link local CoA (LCoA). After 

performing a DAD for the LCoA, the MN sends a local BU (LBU) message to the 

MAP in order to establish binding between the RCoA and the LCoA. Upon receiving 

this message, the MAP performs a DAD for the MN's RCoA and returns a BAck 

message to the MN. 

Once the MN moves within the local MAP domain, it only needs to inform the 

MAP of its new LCoA without further updating the binding at the HA and all CNs. 

However, if the MN performs inter-domain movements, i.e. moving from one MAP 

domain to another, the MN first needs to register new binding at the new MAP. After 

receiving the BAck from the new MAP, the MN sends a BU to the HA to establish 

binding between its home address and the new RCoA. With route optimization, 

the MN also needs to carry out return routability and correspondent registration 

procedures in order to create (or update) the identical binding for every CN. Packets 

addressed to the MN are intercepted by the MAP and tunnelled to the MN's current 

LCoA. Figure 4.2 illustrates the mobility management procedure for HMIPv6. 
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Figure 4.2 Mobility Management Process for HMIPv6 

On the whole, the HMIPv6 protocol confines BUs to a local MAP for intra-domain 

movements, rather than propagating back to the HA and all CNs, thus improving 

the MIPv6 performance. However, this approach still needs further improvements 

to support real-time applications as HMIPv6 is mainly concerned with BU delays 

pertaining to intra-domain roaming, which does not improve the latencies caused by 

movement detection, CoA configuration as well as CoA verifications [19]. 

4.2.3 Fast handovers for mobile IPv6 (FMIPv6) 

Fast handovers for mobile IPv6 (FMIPv6) enables MNs to rapidly detect their move­

ments and formulate a prospective CoA while still connected to their current subnets 

[9] [10]. It also provides MNs with the opportunity to use available link-layer event 

notifications (or triggers) to accelerate network layer handoffs. Consequently, delays 
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due to network prefix discovery and the generation of new IP addresses are com­

pletely eliminated during handoff. Moreover, a bidirectional tunnel is setup between 

the previous access router (PAR) and new access router (NAR) to avoid packet drops 

during handoff. In addition, the PAR maintains binding between the MN's previous 

CoA (PCoA) and the new CoA (NCoA). Hence, packets addressed to an MN are 

intercepted by the PAR and tunnelled to the MN's NCoA. Such an approach avoids 

BUs for the HA and all CNs in the event of route optimization. 

FMIPv6 supports two operation modes: the predictive and the reactive modes. 

The former implies that MNs receive fast binding acknowledgement (FBAck) mes­

sages from their previous links. As for the latter, MNs do not receive FBAck messages 

from their attached PARs. 

After discovering one or more nearby APs, an MN sends a router solicitation for 

proxy advertisement (RtSolPr) message to the PAR (the MN's default router prior 

to handoff) to resolve AP identifiers to subnet router information. In response, the 

PAR sends a proxy router advertisement (PrRtAdv) to the MN to indicate whether 

or not it holds information regarding the NAR. Upon receiving the PrRtAdv, the MN 

formulates a prospective CoA and sends a fast binding update (FBU) to the PAR. 

The PAR sends the NAR a handover initiate (HI) message to set up a bidirectional 

tunnel. In return, the NAR validates the proposed NCoA via DAD. If the NCoA is 

invalid, the NAR allocates an NCoA for the MN and sends the PAR a handover ac­

knowledge (HAck). The PAR then binds the MN's PCoA to the NCoA, and forwards 

an FBAck message to the MN. Afterwards, the PAR intercepts packets destined for 

the MN's PCoA and tunnels them to the NCoA. The NAR then buffers these packets. 

Upon receiving the FBAck, the MN disconnects from the PAR and initiates link-layer 

switching procedures. Once attached to the new link, the MN sends an unsolicited 

neighbor advertisement (UNA) to the NAR [11], so that both arriving and buffered 

packets can be forwarded immediately to the MN. Figure 4.3 shows the predictive 

mobility management procedure for FMIPv6. 

Predictive mobility management enables MNs to receive FBAck on their previous 

link. Furthermore, receiving FBAck from the PAR means that packet tunneling is 

already in progress when MNs handover to the NAR. If MNs do not receive the FBAck 

message on the previous link, they must follow the reactive mobility management 

procedures. 

Performing reactive mobility management can occur for two reasons: either the 
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Figure 4.3 Mobility Management Process for Predictive FMIPv6 

MN did not send the FBU, or the MN left the link after sending the FBU, which 

was possibly lost, but before receiving the FBAck from the PAR. Without receiving 

an FBAck, the MN cannot be sure that the PAR successfully processed the FBU or 

that the tunnels are ready to use when it handovers to the NAR. As a consequence, 

the MN sends a UNA to the NAR immediately after attaching to the new link and 

launches a DAD probe for its NCoA. Upon receiving the UNA, the NAR can detect 

that the designated NCoA is in use when processing the UNA. In this case, it sends 

the MN a router advertisement (RA) with a neighbor advertisement acknowledge 

(NAACK) option where the NAR assigns an alternate IP address for the MN to use. 

Once the MN confirms the validity of its NCoA either via DAD or provided by 

the NAR, it sends a neighbor advertisement (NA) to the all nodes multicast address 

to join the multicast group. The MN then sends an FBU to the PAR via the NAR. 

Upon receiving the FBU, the PAR binds the MN's PCoA to NCoA. If necessary, HI 

and HAck messages are exchanged to establish a bidirectional tunnel between the 

PAR and NAR. Accordingly, packets destined to the MN's PCoA are intercepted by 

the PAR and tunnelled to the NCoA via the NAR. Moreover, the FBAck message can 
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also be piggybacked with these packets. Figure 4.4 illustrates the reactive mobility 

management procedures. 

Basically, FMIPv6 addresses the following issues: how can mobile users send 

packets as soon as they detect a new subnet link? How can they receive packets 

as soon as the NAR detects their attachment? As the FMIPv6 protocol utilizes 

pre-handover triggers, its performance, in terms of number of lost packets, depends 

dramatically on the pre-handoff trigger time, thus becoming unreliable when the pre-

handoff trigger is delivered too closely to the actual link switch [59]. 

4.2.4 Fast handover for hierarchical mobile IPv6 (F-HMIPv6) 

In their own ways, both FMIPv6 and HMIPv6 are designed to improve MIPv6 perfor­

mance in terms of handover delay and signalling overhead, thus making it necessary to 

amalgamate these two schemes. However, simply superposing FMIPv6 over HMIPv6 

induces unnecessary processing overhead for PAR re-tunnelling, as well as inefficient 

use of network bandwidth [16]-[19]. Hence, an effective integration, called fast han­

dover for hierarchical MIPv6 (F-HMIPv6), is designed to enable an MN to exchange 

handoff related signalling messages with a local MAP, and a bidirectional tunnel is 

established between the MAP and NAR, instead of between the PAR and NAR. 

Upon receiving layer two (L2) handoff anticipation or triggers, the MN sends a 

router solicitation for proxy advertisement (RtSolPr) message to the selected MAP 

[17]. This message includes information about potential NAR's MAC address or its 

identifier. It is assumed that the MAP already knows ARs' network prefixes and 

MAC addresses within its domain. Hence, in return to the RtSolPr, the MAP sends 

a proxy router advertisement (PrRtAdv) message to the MN. Such message contains 

either NAR's network prefix or a new on-link local CoA (NLCoA). The former allows 

the MN to auto-configure an IPv6 address for its interface via a stateless way [43] 

while the latter is used for stateful address configuration [46]. Subsequently, the MN 

sends a fast binding update (FBU) message to the MAP indicating its previous local 

CoA (PLCoA) and the NAR's IP address. 

After receiving the FBU message from the MN, the MAP sends a handover initiate 

(HI) message to the NAR to establish a bidirectional tunnel. In response to the 

HI, the NAR sets up a host route entry for the MN's PLCoA and then responds 

with a handover acknowledge (HAck) message. As a result, a bidirectional tunnel is 
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Figure 4.4 Mobility Management Process for Reactive FMIPv6 

established between the MAP and NAR. 

The MAP sends a fast binding acknowledgment (FBAck) message toward the MN 

over its PLCoA and the NLCoA. Then, the MAP begins to forward the packets 

destined to the MN to the NAR by using the established tunnel. Once attached on 

the new link, the MN sends a fast neighbor advertisement (FNA) message to the 

NAR, which then delivers the buffered packets to the MN. 

Afterwards, the MN follows normal HMIPv6 operations by sending a local binding 

update (LBV) to the MAP via the NAR. When the MAP receives the new LBU with 

an NLCoA from the MN, it stops forwarding packets to the NAR and removes the 

established tunnel for fast handover. In response, the MAP sends a local binding 

acknowledgment (LBACK) to the MN. As a result, the remaining data path follows 

the HMIPv6 procedures [8] [9]. Figure 4.5 depicts the mobility management procedure 

in F-HMIPv6. 

Even though F-HMIPv6 allows mobile users to benefit from both FMIPv6 and 

HMIPv6, the handoff latency for intra-domain roaming lasts about 90ms whereas 
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Figure 4.5 Mobility Management Process in F-HMIPv6 

the handoff delay for inter-domain roaming rises to about 240ms [19], making this 

protocol unsuitable for multimedia streaming traffic. 

Note that all of the above-mentioned mobility management protocols prevent 

knowing the exact moment when mobile users move or attach to the NARs. Further­

more, as packets are transmitted too early or too late in many cases, this dilemma 

results in tremendous quantities of lost packets. Simultaneous binding could be an 

interesting solution for this challenge [60]. Furthermore, MIPv6, HMIPv6, FMIPv6 

and F-HMIPv6 protocols consist of host-centric solutions for IP mobility, generating 

problems when MNs cannot signal their mobility information to the HAs and their 

correspondents. 

4.2.5 Handoff Protocol for Integrated Networks (HPIN) 

Based on localized mobility management, access network discovery and fast handoff 

concepts, a handoff protocol for integrated networks (HPIN) is proposed recently and 

aims to provide efficient handover management for mobile hosts roaming in next-

generation wireless networks [168]. 

Before the handoff decision is made by an MN, anticipated triggers are generated, 



59 

such as high bit error rate, link going down, weak signal strength, etc. After creating 

these triggers, the MN sends a candidate access router discovery request (CARD 

Req) message to the associated MAP. This message contains user preferences and 

application-based QoS requirements. The MAP then forwards this message to a 

network entity, called interworking decision engine (IDE), to request the information 

about neighboring networks. In the meantime, the MAP obtains detailed information 

about candidate ARs by exchanging router information exchange request (RIX Req) 

and RIX reply (RIX Rep) messages between them. The MAP also sends a user 

profile request to the IDE, which then replies with a user profile reply message. After 

obtaining the user's profile from the IDE, the MAP performs pre-filtering operations, 

which is based on the user's preference, the required QoS parameters, etc. Then 

the MAP sends a CARD reply (CARD Rep) message to the MN indicating a list of 

candidate ARs. 

When the MN receives a L2 trigger, it selects a target AR from the list, and sends 

a FBU to the MAP. Upon receiving of this message, the MAP sends an HI to the 

NAR, which then performs the DAD procedure and replies the MAP with a HAck. 

Then the MAP forwards an FBAck to the MN via its PCoA and NCoA. At the same 

time, the MAP binds the MN's PCoA to NCoA, and tunnels any packets addressed 

to the PCoA to the NCoA in the NAR's network. 

The MN sends a router solicitation with FNA after attached to the new link. In 

response, the NAR forwards the buffered packets to the MN, and sends an LBU to 

the MAP, which then replies with an LBAck. The NAR then forwards this message to 

the MN, thus completes the handoff process. Figure 4.6 illustrates the intra-domain 

handoff process for HPIN. 

In case of inter-domain movements, bidirectional tunnels are created between the 

previous MAP (pMAP) and the NAR via the new MAP (nMAP). After receiving 

the FBU from the MN, the pMAP sends a handoff request (HOReq) with HI to the 

nMAP, which then obtains the user's profile from the IDE through exchanging a pair 

of messages (user profile request and user profile reply) between them. The nMAP 

also sends a context transfer request (CTReq) to the IDE for MN-related session 

management parameters. The IDE then replies with a context transfer data (CTD) 

to the nMAP. Note that the nMAP forwards the HI to the NAR, which then replies 

with an HACK. Upon receiving the HACK, the nMAP sends a Handoff Response 

(HORep) to the pMAP. The pMAP sends an FBAck to the MN via its PCoA and 
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Figure 4.6 Intra-domain Mobility Management for HPIN 

the NCoA, and tunnels packets destined to the MN to the NAR. The NAR buffers 

these packets. When the MN connects to the new link, it sends an FNA to the 

NAR, which then forwards the packets to the MN. The NAR then sends an LBU to 

the nMAP, which then responses with an LBAck. The MN then follows the normal 

MIPv6 registration procedure. Figure 4.7 shows the inter-domain handoff process for 

HPIN. 

HPIN introduces a lot of signalling messages between the MAP and candidate 

ARs, thus resulting in higher signalling overhead, compared with F-HMIPv6. In 

addition, this protocol is based on the assumption that the IDE contains user profile 
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for each MN from different service provider. Hence, leads to the problem of scalability. 

Since network operators are reticent on revealing their clients' database to other 

operators, this assumption makes the HPIN protocol impractical. And the obtained 

numerical results are questionable as more signalling messages are required during 

handoff, compared to F-HMIPv6. 

4.2.6 Proxy mobile IPv6 (PMIPv6) 

MIPv6 requires certain IPv6 client functionalities for MNs, i.e. MNs must be capable 

to manage mobility by themselves. However, as certain MNs lack such functionalities, 
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proxy mobile IPv6 (PMIPv6) is designed to enable network-based mobility manage­

ment for MNs without their participation in mobility related signalling activities [20]. 

PMIPvG extends MIPv6 signalling messages and reuses the functionality of HA 

to support mobility for MNs without host involvement. In the network, mobility 

entities are introduced to track the movements of MNs, initiate mobility signalling on 

behalf of MNs and setup the routing state required. Figure 4.8 illustrates the handoff 

management procedure for PMIPv6. 
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When an MN attaches to a new access link connected to a mobile access gateway 

(MAG), the MAG authenticates and authorizes the MN before providing PMIPv6 
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services. While access is authenticated or network attachment events are notified, 

the MAG acquires the MN's identifier and uses it to access the MN's policy store and 

retrieves the address of the local mobility anchor (LMA) that serves as the MN's HA. 

The MAG also configures a proxy CoA for the MN, and then sends a proxy binding 

update (PBU) message to the LMA. In return, the LMA updates its binding cache 

entry (BCE) for that MN and replies with a proxy binding acknowledgment (PBAck) 

that contains the MN's home network prefix assigned by the LMA. Upon receiving 

the PBAck, the MAG establishes a bidirectional tunnel between its proxy-CoA and 

the LMA address. Then, the MAG periodically sends router advertisement (RA) 

messages to the MN on the access link advertising the MN's home network prefix as 

the hosted on-link prefix. Or, the MN can send a router solicitation (RS) to request 

for an immediate RA from the MAG. In return, the MAG replies with a RA equipped 

with the MN's home network prefix. Hence, the MN can configure a home address 

using either stateful or stateless mode depending on the modes permitted on that 

access link. As a result, the MN only uses its home address for all its communication 

and the proxy-CoA is invisible to the MN. Packets sent to the MN are intercepted by 

the LMA, tunnelled to the MAG which removes the tunnel header before forwarding 

them to the MN. Likewise, packets sent by the MN are intercepted by the MAG and 

tunnelled to the LMA which then removes the outer header and forwards them to 

the CN. 

When an MN handoffs from a previous MAG (P-MAG) to new MAG (N-MAG), 

the MN detached event is detected by the P-MAG, which sends a PBU to the LMA 

in order to update the MN's binding and routing states. After receiving the PBU, 

the LMA waits for a certain MinDelayBeforeBCEDelete amount of time before 

deleting the MN's entry from its BCE. Then, the LMA sends a PBAck to the P-

MAG. 

When the MN attaches to the new link, the N-MAG obtains its identifier either 

via access authentication or notified network event. Then, the N-MAG accesses the 

MN's profile and obtains the LMA address. The N-MAG also configures a new proxy-

CoA for the MN on one of its interfaces. Subsequently, it sends a PBU to the LMA 

which assigns a home network prefix to the MN and sends a PBAck to the N-MAG 

that contains this home network prefix. Upon receiving the PBAck, the N-MAG sets 

up a bidirectional tunnel with the LMA before configuring a data path for the MN's 

traffic. Finally, it emulates the MN's home link by sending RA messages to the MN 
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that contains the MN's home network prefix. 

As PMIPv6 was only recently drafted by the IETF community, certain short­

comings remain to be addressed, such as triangular routing problems without route 

optimization support, security concerns, etc. Furthermore, since detecting MNs' de­

tachment and attachment events remains difficult in many wireless networks, in-fly 

packets will certainly be dropped at N-MAGs. Aside from that, a link-layer access 

authentication protocol is required to enable the MAG to obtain MNs' identifiers. 

However, such proposals have not yet been developed. 

4.2.7 Summary 

All of the aforementioned IP layer mobility management protocols prevent knowing 

the exact moment when mobile users detach from the PAR and when they attach to 

the NAR. However, in most cases, packets are transmitted either too early or too late 

between the PAR and NAR, this dilemma results in tremendous quantities of lost 

packets. Simultaneous binding (bi-cast or n-cast) could be an interesting solution for 

this challenge [60], [93]. However, such method introduces higher signalling overhead 

and traffic loads into the network, because packets destined to the MN are forwarded 

by the PAR to one or more future locations of the MN even before the MN actually 

moves to that location. Furthermore, using simultaneous binding, ARs need more 

buffer spaces for the storage of data packets, thus wasting network resources. On the 

other hand, MIPv6 [7], HMIPv6 [8] [9], FMIPv6 [10] [11] and F-HMIPv6 [16]-[19] 

protocols consist of host-centric solutions for IP mobility, generating problems when 

MNs cannot signal their mobility information to the HAs and their correspondents. 

4.3 Research direction 

Aside from the IETF's standardization activities, one of the well-known activities is 

that the IMS-based solution for service provisioning and handover between fixed and 

mobile operators is to be used in NGWNs. Within the 3GPP [61] and the 3GPP2 [62], 

research is well underway to provide handoff capabilities between disparate technolo­

gies and different domains. This 3GPP activity falls under the projects undertaken 

by system architecture evolution (SAE) and long term evolution (LTE). 

The IEEE 802.21 working group [63] delves into the media independent handover 
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(MIH) project while IEEE 802. l l u [64] addresses inter-technology handovers. The 

IEEE 802. l l r [65] task group is currently attempting to enhance handoff performance 

within IEEE 802.11. Additionally, a number of research and development activities 

are ongoing by academia, research institutes and industries simultaneously. To date, 

numerous research projects have focused on certain facets pertaining to mobility 

management, such as security, QoS provisioning and routing. Nevertheless, it is 

essential to develop an end-to-end mobility management solution that covers the 

entire span of the network, from radio access to packet delivery with guaranteed QoS. 

In the near future, mobile users carrying an integrated terminal can use a wide range 

of applications provided by multiple wireless networks [2]. 

Fourth generation (4G) wireless networks are expected to integrate a large num­

ber of heterogeneous wireless technologies towards universal seamless access and om­

nipresent computing through seamless mobility that enables users to access sought 

services anywhere, at any time [66]. One of the main research challenges for seamless 

mobility consists of providing available and reliable intra- and inter-system handoff 

solutions [67]. This implies the design of new and efficient mobility management 

schemes to optimize QoS while providing flawless mobility. 

Moreover, as 4G wireless networks tend to revolve around universal mobile access 

(UMA) and ubiquitous computing via seamless mobility, another major challenge 

for seamless mobility lies in the design of an effective and efficient vertical handoff 

.protocol for MNs that move between different types of networks. As traditional 

operations for handoff detection policies, decision metrics and radio link transfers 

cannot adapt to dynamic handoff criteria, nor deliver context-aware services or ensure 

network interoperability, it is obvious that new techniques are required to manage 

inter-system mobility [68]. 

This section presents some basic concepts and background related to IP layer mo­

bility management protocols proposed by the working groups of the IETF. MIPv6 

[7], the baseline protocol, made significant contributions to enable MNs access to 

the Internet while roaming around. However, the MIPv6 mobility management pro­

cedure leads to impaired handoff performance in terms of signalling load, handoff 

delays and packet losses. Hence, improvements are crucial to enhance network per­

formance. In this context, HMIPv6 [8] [9], FMIPv6 [10] [11], F-HMIPv6 [16]-[19] 

and PMIPv6 [20] were designed for localized mobility management. All of these im­

provements have their own merits and shortcomings. Furthermore, several standard-
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ization activities are underway to create an intelligent mobility management scheme 

that enables mobile users to benefit from its cost-effectiveness, enhanced features, 

location-independence and seamless mobility across different systems via multi-mode 

radio interfaces. 

4.4 Proposed seamless schemes for IP layer hand-

off management 

Based on the integrated architecture, we propose seamless handoff schemes for mo­

bile users in next-generation heterogeneous wireless networks. The basic idea is to 

pre-configure bidirectional secure tunnels (BSTs) among adjacent ARs before actual 

handover. The QoS related parameters (such as delay jitter, packet loss) and security 

aspects (like authentication method, tunnelling keys) are specified for each unidirec­

tional tunnel in a context of contracted service level agreement (SLA), which is made 

among telecommunication operators. These SLAs enable service operators to pro­

vide services to mobile users from other operators on condition that the involved two 

parties have made an SLA within which the mobile users are given the opportunity 

to exploit pre-configured BSTs for their ongoing multimedia sessions during handoff. 

In addition, with the assistance of pre-established bidirectional tunnels, mobile users 

can utilize their previous valid IP addresses in a new visiting network or domain. 

Hence, minimizing the service interruption during handoff. Additionally, new routing 

policies are added to ARs, which enables the delivery of packets to mobile users that 

have a topologically invalid address within the attached network. 

The proposed seamless handoff schemes for mobile IPv6 (SMIPv6) comprise two 

stages: making bilateral SLAs between neighboring radio access networks (RANs) 

prior to actual handoff and using such SLAs during handoff. 

The first stage consists of making SLAs among adjacent ARs. Such SLAs en­

able RANs to establish business and security relationship with their neighborhood. 

Consequently, communication services are offered to a list of subscribers from other 

mobile operators. Within an SLA, the conditions of bidirectional tunnel are specified 

according to the traffic type. For example, QoS related parameters, traffic classifi­

cation aspects, QoS mapping algorithm and shared keying materials are elaborated 

in detail. As a result, bidirectional tunnels are established prior to actual handovers. 
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So signaling for setup such tunnels is eliminated completely during fast handovers. 

The second stage consists of utilizing the pre-configured bidirectional secure tun­

nels during handoff. In doing so, new routing policies are added to the ARs. During 

handoff, the NAR may receive a type of data packets from the PAR, shown in Table 

4.1. 

Table 4.1 An Example of a Packet Sent by the PAR and Received by the NAR 

Source Address 1 
PAR's IP address 

Destination Address 1 
NAR's IP address 

Source Address 2 
CN's IP address 

Destination Address 2 
MN's PCoA 

Token 
token 1 

Data 
data 

Upon receiving such a packet, the NAR usually decapsulates it and verifies its 

ultimate destination: MN's previous care-of address (PCoA). According to the normal 

IP routing policy, the NAR forwards the packet to the PAR, because the destined 

node MN is supposed to be located in the PAR's subnet. This leads to loop routing 

problem presented in FMIPv6. To resolve the problem, our proposed seamless handoff 

schemes force the NAR to buffer such packets and wait for the attachment of the MN. 

During handoff, the NAR may receive another type of data packets from an MN, 

shown in Table 4.2. Generally, such kind of packets are dropped by the NAR due to 

ingress filtering. However, using SMIPv6, the NAR encapsulates such packets and 

forwards them to the PAR, which then decapsulates and sends them to the CN after 

successful decryption and authentication. 

Table 4.2 An Example of a Packet Sent by an MN and Received by the NAR 

Source Address 
MN's PCoA 

Destination Address 
CN's IP address 

Encrypted Data 
encrypted data using pre-shared key between MN and PAR 

Since SMIPv6 empowers MNs to use their valid PCoAs, MNs related context 

information can be kept intact at the PAR. Hence, delays caused by the context 

transfer process is removed completely during handoff. In Addition, the MN can 

resume or initiate its communication on the new link using its valid PCoA with the 

help of pre-configured tunnels within the SLA. 

Compared with the bidirectional edge tunnel handover for IPv6 (BETH) [91], 

SMIPv6 does not require handover request and handover reply messages exchanged 

to set up bidirectional tunnels during handoff; neither does it exploit link-layer pre-

triggers to facilitate IP layer handoff. Given that both FMIPv6 and BETH protocols 

utilize pre-handover triggers, their performance, in terms of the number of lost packets 
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and handoff latency, depends greatly on the pre-handoff trigger time, thus becoming 

unreliable when the pre-handoff trigger is delivered too closely to the actual link 

switch [59], [92]. 

4.4.1 Proposed seamless handoff schemes (SMIPv6) 

We assume that an MN roams from an AR to another in the IPv6-based wireless 

networks. And it acquires a valid care-of address (CoA) within the range of the first 

AR, called PAR. And such CoA is named previous CoA (PCoA). In addition, the 

MN establishes a security association (SA) with the PAR, and configures a shared 

secret key. 

In the overlapping zone of the PAR and its neighboring ARs, the MN receives one 

or more beacons from nearby APs. Such beacons contain the AP's identifier (AP-ID). 

In case of horizontal handoff (handoff within the same access technology), the MN 

may select the most suitable AP according to the received signal strength. In case 

of vertical handoff (handoff among different access technologies), the MN may select 

the most appropriate AP using the score function presented in [68]. Thereafter, the 

MN sends a seamless binding update (SBU) message to the PAR before breaking its 

connection between them. Such message contains the selected new AP's identifier 

(NAP-ID) and a session token. The token is generated by the MN and used to avoid 

replay attack. 

We also assume that the PAR has preknowledge about its neighboring ARs, such 

as their associated APs' identifier, the AR's IP address, etc. Therefore, upon receiving 

the SBU, the PAR maps the NAP-ID to the associated AR's IP address and starts 

intercepting packets addressed to the MN. The PAR caches one copy of these packets, 

at the same time, it begins tunnelling them to the NAR. The session token is then 

inserted into the first tunnelled packet. In a meanwhile, the PAR adds an entry to 

its Forwarding Tunnels List. Such list is utilized to track the state of tunnels. 

Note that packets buffered by the PAR will be forwarded to the MN in case of 

ping pong and erroneous movements. The former implies that MNs move between 

the same two ARs rapidly while the latter connotes that MNs think that they enter 

into a NAR network, but they are actually either moving to a different AR or abort 

their movements by returning to the PAR. 

Upon receipt of the tunnelled packets from the PAR, the NAR decapsulates and 
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buffers them. At the same time, the NAR adds an entry into its Forwarding Tunnels 

List. The session token is extracted from the first tunnelled packet and added by the 

NAR into its Token List, which is indexed by MN' IP address. At the meantime, the 

NAR creates a host route entry for the MN's PCoA, and allocates a unique NCoA 

for the MN. Here we advocate that each AR manages a private address pool and 

guarantees the uniqueness of each individual address from the pool. By this means, 

the DAD process is removed from the overall handoff process, thus expediting handoff 

process and reducing handover latency. 

Once attached to the new link, the MN sends a seamless neighbor advertisement 

(SNA) message to the NAR immediately. Besides all the fields in the message format 

of unsolicited neighbor advertisement (UNA) defined in FMIPv6 [11], the message 

SNA contains the same session token sent by the MN to the PAR and the PAR's IP 

address. The IP source address of the SNA is the MN's PCoA, and its IP destination 

address is typically the all-nodes multicast address. In addition, the source link layer 

address (LLA) is the MN's LLA while the destination LLA is the NAP's LLA. Here 

we assume that the NAP's LLA equals to the NAP's ID, which the MN acquires at 

the moment of preparing the handoff. 

The NAR then checks its Forwarding Tunnels List and the buffer for packets 

addressed to the MN. With the assistance of the Token List, the NAR verifies whether 

the received session token from the MN is the same as the one from the PAR. In case 

of equality, the NAR forwards packets and the assigned NCoA to the MN. Otherwise, 

the NAR extracts the PAR's IP address from the received SNA, and generates a 

fast binding update (FBU) message on behalf of the MN, and sends the FBU to the 

PAR. Such message contains the MN's MAC address and its PCoA. The PAR then 

verifies the MN's identities and returns a fast binding acknowledgment (FBAck) to 

the NAR. At the same time, the PAR adds an entry into its Forwarding Tunnels List 

and Reverse Tunnels List, respectively. Upon receiving the FBAck, the NAR forwards 

packets and the NCoA to the MN. Consequently, the MN becomes reachable on the 

new link under both CoAs: PCoA and NCoA. Figure 4.9 illustrates the predictive 

mobility management procedure for SMIPv6. 

In case where the MN initiates a new communication session with correspondent 

nodes (CNs) using its PCoA, it uses the pre-shared key with the PAR to encrypt 

the data packets. Note that instead of using the pre-shared key, the encapsulating 

security payload (ESP) header may also be used to provide confidentiality, data origin 
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Figure 4.9 Predictive Mobility Management Process for SMIPv6 

authentication, connectionless integrity, an anti-replay service, and limited traffic flow 

confidentiality [48]. 

And then, these packets are intercepted by the NAR. Before executing ingress 

filtering, the NAR extracts the subnet prefix information from the PCoA, and checks 

whether or not there is a pre-established SLA with the PAR using its contract database 

(CD). In case where the MN is on the list of subscribers specified in the SLA, the 

NAR begins tunnelling the MN's packets to the PAR, and adds an entry into the 

Reverse Tunnels List for further tunnel maintenance and billing issues. Otherwise, 

the NAR discards the intercepted packets. 

Upon receipt of the tunnelled packets from the NAR, the PAR decapsulates the 

packets, performs ingress filtering for the MN's PCoA. And then, PAR decrypts 

packets using the pre-shared key with the MN. Afterwards, the PAR forwards the 
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decrypted packets to the CN and adds an entry into its Reverse Tunnels List. Figure 

4.10 illustrates the reactive mobility management procedure for SMIPv6. 
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CN 

Figure 4.10 Reactive Mobility Management Process for SMIPv6 

Note that in FMIPv6, even though the MN is IP-capable on the new link, it cannot 

use NCoA directly with a CN before the CN first establishes a binding cache entry 

(BCE) for the MN's NCoA. However, our proposed fast and seamless scheme bypasses 

this problem by allowing MNs to utilize its valid PCoA immediately after connected 

to the new link. Hence, SMIPv6 provides not only expedited forwarding packets to 
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MNs but also accelerated sending packets to their correspondents, thus optimizing 

handoff performance in terms of signalling overhead, handoff latency, packet drop 

rate, etc. In addition, SMIPV6 is independent of the architecture. For example, 

if bidirectional tunnels are pre-configured between adjacent MAPs, SMIPv6 is also 

applicable to reduce handoff delay and packet losses. 

Once terminating its ongoing session using the PCoA on the NAR's link, the MN 

can follow the legacy MIPv6 or HMIPv6 registration procedures. Let Ts denote the 

average session duration and Tc be the average cell residence time, we assume that 

0 < Ts < 2TC. Under this condition, a session will be terminated either within an AR 

or between two adjacent ARs. So there is no extra overhead at the intermediate ARs 

in relaying packets and maintaining the Forwarding Tunnel Table. 

To facilitate tunnel maintenance, the MN sends a Tunnel Bye message to the 

NAR, which then releases the reserved bandwidth for the MN, and forwards the 

same message to the PAR. As a consequence, entries in Forwarding Tunnels List and 

Reverse Tunnels List are removed or refreshed. However, SMIPv6 requires bidirec­

tional tunnel remains active until MNs complete their binding update procedures 

with its correspondents, similar idea as that of the FMIPv6 protocol. 

Typically, a session is identified by a group of information such as session ID, 

source address, destination address, source port number, destination port number, 

etc. When moving from one network to another, an MN loses its network connec­

tivity and becomes unreachable because its previous source address is invalid in the 

visiting network. Under the circumstances, the MN has to acquire a new CoA and 

registers the new CoA with its HA and all active CNs. Prior to successful regis­

tration, the MN cannot receive and send packets in the foreign network, thus the 

ongoing session is disrupted during handoff. In case where the MN executes multime­

dia applications such as video-streaming, it cannot tolerate the degraded quality of 

the session. SMIPv6 resolves such problem by allowing MNs to utilize their previous 

IP addresses on the new link without experiencing unacceptable QoS, thus guarantee 

seamless roaming with ongoing sessions. 

4.5 Analytical modeling 1 

In this section, we investigate the performance of the proposed seamless handoff 

schemes using analytical models. To evaluate the handoff performance in the pro-
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posed seamless handoff schemes for mobile IPv6 (SMIPv6), we adapt the analytical 

model in [167] and make the same assumption using the same reference values to get 

comparable numeric results among MIPv6, FMIPv6, F-HMIPv6 and SMIPv6. The 

following performance metrics are calculated in this section. 

• signalling costs in term of handover latency. 

• Packet delivery costs in term of buffer space required during handoff. 

4.5.1 signalling cost 

Since FMIPvG [10] is based on anticipation of fast handover using L2 trigger, the 

signalling costs due to additional messages may vary according to the probability 

that the handover anticipation is correct [167]. Thereafter, two probabilities are 

defined as follows: 

• Ps: the probability that L3 handover occurs after the L2 trigger 

• Pf. the probability that L3 handover doesn't take place after L2 trigger 

To simplify the analysis, we use the following denotation: 

• Ss: the signalling cost for a successfully anticipated L3 handover. 

• Sf the signalling cost with a failed L3 handover. 

• Ct
MN_PAR: the transmission cost on a wireless link between the MN and PAR. 

• ^PAR-NAR- t n e transmission cost on a wired link between the PAR and NAR. 

Since the transmission cost on the wired link is proportional to the hop dis­

tance between the involved network entities. To simplify analysis, we define 

CPAR-NAR = T x dpAR-NAR where r denotes the unit transmission cost on a 

wired link, (IPAR-NAR represents the hop distance between the PAR and the 

NAR. 

• Pz: the processing costs at the network entity z. 
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In case where no actual handoff happens after the L2 trigger, the messages of Rt-

SolPr, PrRtAdv, FBU, HI and HACK become useless. We assume that CMN_PAR = 

C1MN-NAR — K a n d PPAR = PNAR = PAR- Let T denote the unit transmission cost 

on a wired link. Hence, the signalling cost functions for FMIPv6 in case of a failed 

L3 handover and in case of successful L3 handoff are formulated as follows: 

SFMIPVS-J = 3K + 2T X dpAR-NAR + 3PAR (4.1) 

SFMIPVG-S = 5K + 3r x (IPAR-NAR + §PAR (4.2) 

Let a and (3 denote weighting factors, the signalling cost function for FMIPv6 is 

given as follows: 

CFMIPV6 = Ot X Ps X SpMIPv6-s + P X Pf X SpMIPv6-f (4-3) 

where Pf = 1 — Ps 

In the same vein, we observe that if there is no real handover after the L2 trigger 

(e.g. scanning result of the potential AP's L2 ID in a wireless LAN environment), 

the SBU message become unnecessary. Additionally the proposed SMIPv6 schemes 

aim to minimize packet loss and handoff latency by allowing mobile users to exploit 

their PCoAs for the ongoing sessions during handoff. The signalling cost functions 

for SMIPv6 are formulated as follows: 

SsMiPve-f = K + PAR (4-4) 

SSMIPV6-S = 2K + 2PAR (4-5) 

CsMIPvG — a X Ps X SsMIPvG-s + (3 X Pf X SsMIPv6-f (4-6) 

where Pf = 1 — Ps, a and (5 are weighting factors. 

Assuming that the hop distance between the PAR and MAP equals to the one 

between t h e N A P and MAP. T h a t is, dPAR_MAP = dNAR_MAP=dAR_MAp. W i t h i n t h e 

same logic, the signalling cost functions for F-HMIPv6 are expressed as follows: 

SFHMIPVG-J = 3K + T x 5dAR-MAP + PAR + ZPMAP (4.7) 

SFHMIPV6-S = 7K + T x 9dAR-MAP + PAR + §PMAP (4.8) 
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C'FHMIPv6 = ® X Ps X SpHMIPv6-s + P x Pf x SpHMIPv6-f (4.9) 

Assume that only a pair of messages (neighbor solicitation and neighbor adver­

tisement) are exchanged for the DAD process and the time taken for new CoA con­

figuration is negligible. Hence, the signalling cost function for MIPv6 is formulated 

as follows: 

SMIPVG = UK + TX {AdAR_HA + MAR-CN + 2dHA_CN) + PAR + 3PHA + 3PCN (4.10) 

Within the same logic, the signalling cost functions for HMIPv6 (intra-domain) is 

formulated as follows: 

SHMIPV6 = 6K + 4r x dAR-MAP + PAR + 2PMAP (4-H) 

4.5.2 Packet delivery cost 

In this section, we also adapt the analytical model of [167] to study packet delivery 

cost and the cost associated with both the forwarding packets and the lost packets are 

considered in term of the additional buffer space used by the packets. Let C/oru,ardjn9 

denote the forwarding Cost, and Cioss denote the loss cost, the packets delivery cost 

function is given as follows [167]. 

CP = S X Cforwarding + 7 x Cioss (4-12) 

where S and 7 are weighting factors. 

As we mentioned above, the forwarding cost is defined as the additional buffer 

space used during the forwarding time, this cost is proportional to the packet arrival 

rate (A) and the forwarding time, the same reason is applicable to the loss cost. So 

we get the following equations: 

^forwarding AX ^forwarding l/*--^<-'J 

loss AX Lloss (4.14) 
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Packet delivery cost for MIPv6 

In order to get the values of tforwarding and tioss, Figure 4.11 illustrates the time 

diagram of the handoff process for MIPv6 [167]. 
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Figure 4.11 Timing Diagram of the Handoff Process in MIPv6 

To simplify the analysis, we assume that packet forwarding begins after the neigh­

bor discovery procedure in MIPv6, so the forwarding cost is expressed as follows: 

C forwarding — A X C/oruiording — A X [IBU + tj\few) (4.15) 

As to the loss cost, because MIPv6 does not support handover anticipation, all packets 

during t^ + tj will be lost, so we have: 

Closs — A X tioss — A X (tL +ti) (4.16) 

Hence, the packet delivery cost for MIPv6 can be expressed as follows: 

CMIPv6 = SX XX (tBU + tNew) + 7 X A X (tL + tj) (4.17) 

where S and 7 are weighting factors; A denotes the average packet arrival rate, the 

values for tsui tNew, th and ti are shown in Figure 4.9. 

Packet delivery cost for FMIPv6 

In FMIPv6, using the tunnel established after the messages such as RtSolPr/PrRtAdv 

and HI/HACK, the PAR starts forwarding an MN's packets to the NAR after receiv­

ing the FBU message from the MN. The time diagram of the handoff process in 
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FMIPv6 is shown in Figure 4.12. 
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Figure 4.12 Timing Diagram of the Handoff Process in FMIPv6 

In this figure, tui denotes the time taken from the L2 trigger to the starting point 

of link switching. In order to simplify the performance analysis, we assume that if 

an MN sends an FBU to the PAR, it will definitely start L3 handover to the NAR 

without any exception [167]. Under this assumption, all incoming packets after the 

L2 trigger will not get lost during handover; however, if the MN moves to the new 

network before the PAR establishing a forwarding tunnel, some packets may also be 

lost. To define the packet delivery cost function of FMIPv6, we define tR as the time 

required to establish the bidirectional tunnel between the PAR and the NAR during 

handoff. So we have the following equations: 

C forwarding = \xtf orwarding = A x (tL + ti + tBU + tNe (4.18) 

Ci0ss = A x ti0sS = A x m&x{(tR - tL2), 0} (4.19) 

CFMIPV6 = Sx\x (tL + tI + tBU + tNew) + 7 x A x m&x{(tR - tL2), 0} (4.20) 

If the hierarchical architecture is deployed and the intra-domain handover is taken 

into account, we have the following equation: 

tBU — t MN-NAR t NAR-MAP + t MAP-CN 

tNew — tcN-MAP + tMAP-NAR + tNAR-MN 

(4.21) 

(4.22) 

Note that tx_y denotes the time taken from the network entity x to y. In order to 

simplify the analysis, we assume that tx^y = ty^x and the transmission time on the 

same link for different packets is the same, thus tsu = tNew = tcN-NAR + t^AR-MN-



78 

Packet delivery cost for SMIPv6 

With the purpose of getting comparable numerical results, we assume that if an MN 

sends an SBU message to the PAR, it will definitely start L3 handover to the NAR 

without any exception [167]. In addition, to avoid packet losses, we assume that both 

the PAR and NAR have infinite buffer so that the packets could not be dropped 

because of the buffer overflow. Figure 4.13 illustrates the timing diagram of the 

handoff process in SMIPv6. 
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Figure 4.13 Timing Diagram of the Handoff Process in SMIPv6 

From Figure 4.13, we observe that in SMIPv6, with the help of access routers 

tunnelling protocol (ARTP), the bidirectional secure tunnels among adjacent ARs are 

established before actual handover. Hence, the exchanged messages (HI and HACK) 

to configure such BSTs become unnecessary during handoff. Moreover, since SMIPv6 

schemes allow MNs to utilize their previous CoAs in the new visiting network, the 

messages (RtSolPr and PrRtAdv) used to help MNs to formulate their new CoAs 

on the new link are also unnecessary. Furthermore, MNs with ongoing multimedia 

applications are not required to send BU messages to their HAs and all active CNs 

during handoff. Thus In SMIPv6, tsu = 0. Additionally, the packets from a CN to 

the MN always follows the way of CN -> MAP -> PAR -» NAR - • MN. Under 

the circumstances, we obtain the following expressions: 

^New ~ tcN-MAP + ^MAP-PAR + tpAR-NAR + tNAR-MN = ĴVew + tpAR-NAR ( 4 .23 ) 

tsBU — tMN-PAR ( 4 .24 ) 

t forwarding = ^L + tl + tsBU + ^New (4-25) 

In SMIPv6, the bidirectional secure tunnels are established prior to the actual 
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handoff, and such pre-configured tunnels support packet forwarding from the PAR to 

the NAR and are used to avoid packet losses. Hence, using the pre-configured tunnels, 

the PAR starts forwarding packets to the NAR after receiving an SBU message from 

the MN just before the MN disconnects from its old link. From this point of view, 

SMIPv6 can completely eliminate packet drops during handoff. Hence, we obtain the 

following equations: 

tioss = 0 (4.26) 

CSMIPV6 = Sx\x{tL + t! + tSBu + t'New) (4.27) 

4.5.3 Numerical results 

In this section, we present some numerical results obtained from the aforementioned 

cost functions. 

signalling cost versus L2 trigger time 

To analyze the influence of L2 trigger time on the signalling cost, we define (IPAR-NAR = 

2 hops, dAR„MAP = 2 hops, dHA-MAP = 6 hops, dCN-MAP = 4 hops, dCN-HA = 6 

hops. And the processing cost at each node is set as: PAR = 5, PQN = 5, PMAP = 10, 

PHA = 20. a = 0.2, j3 = 0.8, K = 10 and r = 1. Moreover, we define the success 

probability as follows [167]: 

where e is a decreasing factor and t is the time taken from the occurrence of the L2 

trigger to the start of the real L2 switching process. 

Figure 4.14 shows the relationship between signalling costs and L2 trigger time. 

From this figure, we observe that MIPv6 with route optimization (RO) mode requires 

the most signalling cost amongst all schemes while the proposed SMIPv6 needs the 

least signalling costs during handoff. The average cost for SMIPv6 is 11.08; 35.68 

for FMIPv6; 48.42 for F-HMIPv6; 93.00 for HMIPv6 and 252.00 for MIPv6 with RO 

mode. In addition, we observe that the change of the L2 trigger time has no impact 

on the performance of MIPv6 and HMIPv6. Yet, it results in the augmentation of 

signalling costs for FMIPv6, F-HMIPv6 and SMIPv6. 

Figure 4.15 shows the relationship between the signalling costs and L2 trigger 

time when we change the value of the decreasing factor. From this figure, we observe 
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Figure 4.15 signalling Cost vs. L2 Trigger Time 

that MIPv6 with route optimization (RO) mode requires the most signalling cost 

amongst all schemes, while the proposed SMIPv6 delivers better performance than 

other solutions. In addition, we observe that the change of the L2 trigger time has no 

impact on the performance of MIPv6 and HMIPv6. Yet, it results in the augmentation 

of signalling costs for FMIPv6, F-HMIPv6 and SMIPv6. However, when the L2 trigger 

time increases to certain value, the signalling cost curves for FMIPv6 tend to merge 

into a stable value. The same case is applicable for F-HMIPv6 and SMIPvG. For 

example, when t > 9, F-HMIPv6 (tau=1.0) merges to 52.00; when t > 6, F-HMIPv6 

(tau=1.5) merges to 52.00; when t > 5, F-HMIPv6 (tau=1.5) merges to 52.00. The 

stable value for FMIPv6 is 39.20; 12.00 for SMIPv6. Such values are shown in Figure 

4.16. 
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Figure 4.17 signalling Cost vs. Decreasing Factor 

signalling cost versus decreasing factor 

Figure 4.17 shows the relationship between the signalling costs and decreasing factor. 

In this analysis, the L2 trigger time is set to 5ms. From this figure, we observe 

that MIPv6 with route optimization (RO) mode requires the most signalling cost 

amongst all schemes, while the proposed SMIPv6 needs the least signalling costs. In 

addition, we observe that the change of the decreasing factor has no impact on the 

performance of MIPv6 and HMIPv6. Yet, it results in the augmentation of signalling 

costs for FMIPv6, F-HMIPv6 and SMIPv6. However, when the decreasing factor 

increases to certain value, the signaling cost curves for FMIPv6 tend to merge into a 

stable value. The same case is applicable for F-HMIPv6 and SMIPv6. For example, 

when r > 2.0, F-HMIPv6 merges to 52.00; when r > 2.0, FMIPv6 merges to 39.20; 
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when r > 1.5, SMIPvG merges to 12.00. We also find that the time for SMIPvG 

reaches to the stable value is earlier than FMIPv6 and F-HMIPv6. In other words, 

the decreasing factor has less influence on SMIPvG than on FMIPv6 and F-HMIPv6. 

Figure 4.18 signalling Cost vs. the Probability of Successful Anticipation 

signalling cost versus the probability of successful anticipation 

Figure 4.18 shows the relationship between the signalling costs and probability of suc­

cessful anticipation. From this figure, we observe that MIPv6 with RO mode requires 

the most signalling cost amongst all schemes, while the proposed SMIPv6 needs the 

least signalling costs. In addition, we observe that the change of the probability has 

no impact on the performance of MIPv6 and HMIPv6. Yet, it reduces signalling 

costs for FMIPv6, F-HMIPv6 and SMIPv6. The average signalling costs for SMIPv6 

are 8.70; 26.55 for FMIPv6, 39.13 for F-HMIPv6; 93.00 for HMIPv6 and 252.00 for 

MIPv6 with RO mode. 

Packet delivery cost versus L2 trigger time 

To analyze the influence of ti2 to the packet delivery cost, we exploit the same values 

as in [167] with the assumption that the network topology used for analysis is symmet­

ric. That is, tcN-PAR = tcN-NAR — 150ms, tsu = tNew = tcN-NAR + thlN-NAR = 

160ms, tMN-NAR = tMN-PAR = 10ms and tpAR-NAR = 5ms. And 5 = 0.2 and 

7 = 0.8; A = 1 packets per second (pps). 

Figure 4.19 shows the relationship between the packet delivery cost and L2 trigger 

time. From this figure, we observe that MIPv6 has the highest signaling cost while 
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Figure 4.19 Packet Delivery Cost vs. L2 Trigger Time 

SMIPv6 needs the least signalling costs. In addition, we observe that the change of 

L2 trigger time has no impact on the performance of MIPv6 and SMIPv6. Yet, it 

reduces signalling costs for FMIPv6. The average signalling costs for SMIPv6 are 

68.00; 98.60 for FMIPv6 and 196.00 for MIPv6. 

Packet delivery cost versus packet arrival rate 

Figure 4.20 shows the relationship between the packet delivery cost and packet arrival 

rate. From this figure, we observe that increasing the packet arrival rate results in an 

augmentation of packet delivery cost. In addition, MIPv6 requires the most signalling 

cost while SMIPv6 deliver better performance than other approaches. The average 

signalling costs for SMIPv6 are 374.00; 543.10 for FMIPv6 and 1078.00 for MIPv6. 

Figure 4.20 Packet Delivery Cost vs. Packet Arrival Rate 
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Figure 4.21 Packet Delivery Cost vs. Transmission Cost between PAR and NAR 

Packet delivery cost versus transmission cost between PAR and NAR 

Figure 4.21 shows the relationship between the packet delivery cost and transmission 

cost between the PAR and NAR. From this figure, we observe that increasing the 

transmission costs results in an augmentation of packet delivery cost for SMIPv6. 

when tpAR-NAR > 160ms, SMIPv6 requires more costs than FMIPv6. In other 

words, SMIPvG outperforms FMIPv6 on the condition that the transmission cost 

between the PAR and NAR is subjective to certain threshold. From the figure, we 

also find that MIPv6 requires the most costs. The average signalling costs for SMIPv6 

are 184.00, 200.10 for FMIPv6, and 392.00 for MIPv6. 

4.6 Analytical modeling 2 

Generally, performance evaluation of mobility management schemes is based on sim­

ulation and testbed approaches [94]-[96]. Nevertheless, network scenarios for sim­

ulations vary greatly, the handoff performance comparison of the aforementioned 

mobility management protocols is rarely viable. Hence, in this section, we propose 

analytical models to analyze the performance of roaming users in IPv6-based wireless 

cellular networks. 

-MIPv6 -••- FMIPv6 -*-SMIPv6 

mmmmmm 
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4.6.1 IPv6-based cellular network architecture 

We adopt the IPv6-based wireless cellular networks to evaluate the handoff perfor­

mance of the above-mentioned protocols. We assume that mobile service areas are 

partitioned into cells of equal size. Each cell is surrounded by rings of cells [97]. And 

each domain is composed of n rings of the same size. We name the inmost cell "0" 

central cell. Cells labeled "1" constitute the first ring around cell "0", and so on. 

Each ring is labeled in accordance with the distance to the cell "0". To simplify the 

analysis, we also assume that each cell is managed by one AR. Figure 4.22 illustrates 

an example of a MAP domain with 3 rings. 

Figure 4.22 Network Topology for a MAP Domain with 3 Rings 

4.6.2 Mobility models 

The literature documents two common mobility models: the fluid-flow model [99]-

[102] and random-walk model [97], [103]-[105]. The fluid-flow model is most appro­

priate for users with high mobility, few speed and direction changes while the random-

walk model is best suited for pedestrian movements where mobility is confined to a 

limited geographical area, such as a residential neighborhood or a commercial build­

ing. Our investigation considers both models. 

The random-walk model 

In the random-walk mobility model, the MN's subsequent position is determined by 

adding a random variable with an arbitrary distribution to its previous position [97], 
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[103]-[105]. For an MN located in a cell of ring r, the probability that the MN moves 

forward to a cell of ring (r + 1) or backward to a cell of ring (r — 1) can be expressed 

as follows [97]: 

P+(r) = l + l (4-29) 

p-(r) = l~l (430) 

The random-walk model can be presented by a one-dimensional Markov chain 

model. And the Markov chain state diagram is shown in Figure 4.23. 

' ^ - 2 , ^ - 1 'N-\,N 

N,N-l 

Figure 4.23 Markov Chain State Diagram for the Random-walk Model 

The state r of this Markov chain is defined as the distance from the current cell 

where it locates the MN relative to the center cell. Furthermore, the MN is in state 

r if and only if it is now residing in one cell of ring r. 

Assuming that each MAP controls a domain of N rings, the probability for an 

MN to remain in the current cell is denoted by g, the probability that the MN moves 

to another cell, equals 1 — q. The transition probability Pr,r+i and Pr,r_i represent 

the probability that an MN moves from its current state r to the state (r + 1) and 

(r — 1), respectively. They can be expressed as follows: 

1 — q ifr = 0 

^ ( 1 - g ) * ( - + - ) ifl<r<N 

Pr,r-i = t1 ~ <?) * (3 ~ ^ 

(4.31) 

(4.32) 

Let $r7v be the steady-state probability of state r within a MAP domain of N 

rings. Using the transition probabilities in Equations 4.31 and 4.32, $ r ^ is expressed 
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as: 
r~1 P 

•*• 7.7. 

»=0 " i + M 
^,w=$o, ivn#± i (4-33) 

1=0 

N 

As 2> $r,iv = 1) $o,iv c a n be expressed as: 
r=0 

*»•" = »,- lp <4-34> 
r = l t=0 l + 1 ' ! 

We assume that each cell is controlled by an AP which integrates AR function­

alities, and each MAP controls a domain of N rings, the probability that an MN 

performs an inter-domain location update is expressed as: 

P = $NtN x Pjv,;v+i (4.35) 

Where $N,N denotes the steady-state probability of state N, PN,N+I denotes the 

probability that the MN moves from a cell in ring A^toa cell in ring (N + 1). 

The fluid-flow model 

Using the fluid-flow model, the MN's directional movement is distributed uniformly 

in the range of (0,27r). Let v denote the MN's average speed (m/s), Lc, Lj the cell 

and domain perimeters (m), Sc and Sd represent the area of a cell and a domain (m2), 

and R the cell radius (m). Within a MAP domain of N rings, the cell crossing rate 

Rc and domain crossing rate R^ are given as follows: 

flc=^ = J L ^ « ^ _ (4.36) 
ix x Sc 7r x 2.6R2 it x 2.6R 

= vxLd = ^ x ( 1 2 J V + 6) 
d TtxSd IT x [3N x (N + 1) + 1] x 2.6R { ' 

4.6.3 Handoff related signalling overhead function 

We assume that HMIPv6, F-HMIPv6, FMIPv6 and SMIPv6 support route optimiza­

tion (RO) and only a pair of messages (neighbor solicitation and neighbor advertise­

ment) exchanged for the DAD process. Both MN and CN processing costs are ignored 
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during analysis. The signalling overhead functions for MIPvG with tunnel mode, 

MIPv6 with RO mode, intra-domain HMIPv6 [8], inter-domain HMIPv6, predictive 

FMIPv6 [10], reactive FMIPv6 [10], intra-domain F-HMIPv6 [17] [18], inter-domain 

F-HMIPv6, predictive SMIPv6 and reactive SMIPv6 are listed as follows: 

SMIPV6 —tunnel ~~ 6K + 2TxdAR-HA (4.38) 

SMIPVG-RO = SMIPvG-tunnel + NCN X [5« + 2 T X (d,AR-HA + d>HA-CN) + 3 r X (IAR-CN] 

(4.39) 

Sintra-HMIPvG = 6rC + 4 r X dAR_MAP (4.40) 

Winter—HMIPv6 == ^intra— HMIPv6 + SMIPV6-RO (4-41) 

SP-FMIPVG = 5re + 5T x dPAR-NAR (4.42) 

SR-FMIPV& = 3K + 4r x dPAR-NAR (4.43) 

Sintra-FHMIPvG = 7fx + 13r X dAR-MAP (4.44) 

'-'inter— FHMIPvG = Sintra-„FHMIPvG + SMIPv6-RO (4.45) 

Sp-SMIPvG = 2K (4.46) 

SRSMIPVG - « (4.47) 

Where K and r represent the unit transmission cost in a wireless and wired link, re­

spectively; (ir-y the hop distance between network entities x and y, and A^iv indicates 

the number of CNs. 

Equation 4.38 implies that 6 messages (RS/RA, NS/NA, BU/BA) are exchanged 

between the MN and AR via radio link during handover, and the signalling cost for 

each message is represented by K. In addition, 2 messages (BU/BA) are exchanged be­

tween the AR and HA via wired link, the signalling cost for each message is presented 

by r x dAR_HA- The same principles apply to other equations. 

4.6.4 Handoff signalling costs using the random-walk model 

The handoff related signalling cost function for MIPv6 with tunnel mode, MIPv6 with 

route optimization (RO) mode, predictive FMIPv6 (P-FMIPv6), reactive FMIPv6 

(R-FMIPv6), F-HMIPv6, predictive SMIPv6 (P-SMIPv6) and reactive SMIPv6 (R-
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SMIPv6) is expressed as follows: 

r l _ SMIPv6-tunnel x (1 - g) ,. .^ 
uMIPv6-tunnel ~ E(T) {4.40) 

r i _ SMIPVG-RO x (1 - q) (A - Q x 

^MiPva-RO ~ E(T) ^ - ^ y ; 

W _ -P x Sjnter-HMIPv6 + (1 — -P) X Sjntra-HMIPvG ,. r n \ 
^HMIPvS ~ E(T) 

nl _ Sp-FMIPv& x (1 ~ g) 
^P-FMIPvd — F(T) 

il SR-FMIPV6 X (1 ~ g) 

(4.51) 

^R-FMIPV6 ~~ F(T) v^-oz; 

/~il * X Oinfer — 
FHMIPv6 + (1 — -PJ x Sintra-FHMIPv6 / A KO\ 

^FHMIPvG — FIT) [4.06) 

nl _ Sp-SMIPv6 X (1 — q) 
^P-SMIPvG ~~ E(T) (4.54) 

n l _ SR-SMIPV6 X (1 - q) 

^R-SMIPVG — F(T) v 4 - 0 0 ; 

Where q denotes the probability that an MN remains in its current cell, E(T) the 

average cell residence time and P the probability that an MN performs an inter-

domain handoff. 

4.6.5 Handoff signalling costs using t h e fluid-flow model 

The handoff related signalling cost function for MIPv6 with tunnel mode, MIPv6 with 

RO mode, P-FMIPv6, R-FMIPv6, P-SMIPv6 and R-SMIPv6 is expressed as follows: 

^MIPv6-tunnd = Re x SMIPv6-tunnel x (1 — q) (4.56) 

CMIPV&-RO = -Pc x SMIPV§-RO X (1 — q) (4-57) 

n\ Rd x P X Sinter-HMIPvG + (NARRC — R-d) x Sintra-HMIPv6 x (1-P) 
^HMIPvG — AT 

MAR 

(4.58) 
CP-FMIPV6

 = Re x Sp-FMiPve x (1 — q) (4.59) 
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CR-FMIPV6 — Re x
 SR-FMIPV6 X (1 — Q) (4.60) 

nl _ Rd x P x Sjnter-FHMIPvG + (NARRC ~ Rd) x Sjntra-FHMIPv6 x (1 ~ -P) 
^FHMIPvd ~ AT 

(4.61) 

C7J, 
-SMIPvG ~ Re X Sp-SMIPv6 x (1 ~ #) (4-62) 
-SMIPvS — Re x

 SR-SMIPV§ X (1 — #) (4.63) 

Where i?c and f?<2 denote cell and domain crossing rates, g denotes the probability 

that an MN remains in its current cell, iV^ the number of ARs in a domain and P 

the probability that an MN performs an inter-domain handoff. 

4.6.6 Packet delivery costs 

Packet delivery costs per session are defined as the costs of delivering a session from 

a CN to an MN, including all nodes' processing costs and link transmission costs 

from the CN to MN. Assuming that HMIPv6, FMIPv6, F-HMIPv6 and SMIPv6 

support route optimization (RO), the packet delivery cost function for each handoff 

management scheme is given as follows: 

CMIPv6-tunnel = PHA + « X A8 + T X As X (dCN-HA + d-HA-AIl) (4-64) 

CMIPV6-RO
 =

 PHA + PCN + KX XS+T x[Xpx(dcN-HA + dHA-AR) + (K — ^p)xdcN-AR] 

(4.65) 

CHMIPVG - PMAP + CMIPv6_RO (4.66) 

CFMIPVG
 =

 PAR + Cp
MIPv%_RO + r x Xs x dPAR-NAR (4.67) 

^F-HMIPv6 = ^HMIPvQ, (4.68) 

^SMIPvd = ^FMIPvS (4.69) 

Where Xs denotes the session arrival rate (packets per second), Xp represents the 

average packet arrival rate (packets per second), Pz the processing cost at network 

entity z, dx-y the hop distance between network entities x and y , K and r denote the 

unit transmission cost in a wireless and wired links, respectively. 

In HMIPv6 and F-HMIPv6, each MAP maintains a binding cache table for trans­

lation between MNs' regional Co As and their on-link local Co As, just as the HA binds 
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MNs' HoAs to their CoAs. All packets addressed to an MN are intercepted by the 

MAP and tunnelled to the MN's new on-link local CoA. Hence, MAP processing cost 

includes lookup and routing costs. Lookup cost is proportional to the size of binding 

cache table, thus proportional to the number of MNs in a MAP domain. In addition, 

routing cost is proportional to the logarithm of the number of ARs in a MAP domain 

[104]. Therefore, the MAP processing cost can be further expressed as: 

PMAP = Xs x (a x NAR x EMN + P* log2 NAR) (4.70) 

Where Xs denotes the session arrival rate (packets per second), a is a proportionality 

factor that shows the relationship between the MAP's lookup cost and size of the 

binding cache table, (3 is a weighting factor that indicates the relationship between 

the MAP routing cost and number of ARs within a MAP domain, EMN the average 

quantity of MNs in a cell and NAR the number of ARs in a MAP domain. 

Under the RO mode, only the first packet of a session is transmitted to the HA 

to detect whether the MN is away from its home network. All successive packets of 

the session are routed directly to the MN's new location. Hence, HA processing cost 

for RO mode is expressed as: 

PHA = Ap x 6HA (4.71) 

Where Ap denotes arrival rate of the first packet of a session, which is assumed to be 

the average packet arrival rate (packets per second). 9HA indicates the unit packet 

processing cost at an HA. 

Under the tunnel mode, all packets in a session is handled by the HA. Hence, the 

HA processing cost for tunnel mode is given by: 

P'HA = A, x BHA (4.72) 

In FMIPv6, the PAR binds MNs' PCoAs to their NCoAs, so the PAR processing 

cost mainly comprises the lookup costs for searching its binding cache table, which is 

proportional to the number of MNs served by the PAR. Assuming that the processing 

costs for each AR is identical, the PAR processing costs can be expressed as: 

PPAR = PAR = K x (e x EMN) (4.73) 

Where Xs denotes the session arrival rate (packets per second), e is a weighting factor 
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showing the relationship between the PAR's lookup cost and size of its binding cache 

table and EMN the average number of MNs in a cell. 

The random-walk model 

The number of MNs in a MAP domain of N rings can be expressed as: 

r = NAR x E{MN) = [3N x (N + 1) + 1] x E(MN) (4.74) 

Where NAR denotes the number of ARs in a domain, E{MN) the average number of 

MNs served in a cell. 

The fluid-flow model 

The number of MNs in a MAP domain of N rings can be expressed as: 

T = pxAd = px NAR x Ac = p x [3iV x (N + 1) + 1] x 2.6R2 (4.75) 

Where p denotes user density in a cell (/m2), in terms of the number of MNs per 

square meter, Ac and Ad represent the area of a cell and a domain, respectively, NAR 

the quantity of ARs in a domain of N rings and R the cell radius (m). 

4.6.7 Total cost 

The total cost is defined as the sum of the handoff related signalling costs and the 

packet delivery costs. 

Total cost using the random-walk model 

The total cost function for MIPv6 with tunnel mode, MIPv6 with route optimiza­

tion (RO) mode, predictive FMIPv6 (P-FMIPv6), reactive FMIPv6 (R-FMIPv6), 

F-HMIPv6, predictive SMIPv6 (P-SMIPv6) and reactive SMIPv6 (R-SMIPv6) is ex­

pressed as follows: 

rt _ SMIPv6-tunnel X (1 — 0.) ^p 
'MIPv6-tunnel ~~ T?(T\ MlPv6-tunnel (4.76) 
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n t _ SMIPV6-RO X (1 - g) ^yp / . 7 7 N 

°Mi\Pu6-.RO — F C n ^MIPv6-RO {*•<') 

n t _ -P X Sjnter-HMIPvfi + (1 — P ) X Sintra-HMIPv6 np , . 7 R \ 
^HMIPv&~ F(T) ^^HMIPvG V 4 - ' 5 J 

r r t - SP~FMIPv6 X (1 ~ q) rp , . 7Q, 
uP-FMIPv6 — E(T) ^FMIPvG K^-'^J 

n t _ SR-FMIPV6 X (1 - q) p . . 

^R-FMIPvG — E(T) ^FMIPv6 {<±.OU) 

fit _ P x Sjnter-FHMIPv6 + U ~ P) x Sjntra-FHMIPv6 ^p , . R 1 >. 
^FHMIPvG — r-i/jn •" ^FHMIPvG V4-°-U 

^ t _ Sp-SMIPvG X (1 - g) p 

^P-SMIPVG — E(T) ^SMIPVG l 4 - 0 Z ; 

^ t _ SR-SMIPVG x (1 - g) P , , 
^R-SMIPvQ — E(T) ^SMIPv6 I^.OOj 

Where g denotes the probability that an MN remains in its current cell, E(T) the 

average cell residence time, P the probability that an MN performs an inter-domain 

handoff, and Cp
MIpv6_tunnel is given by Equation (4.64); Cp

MIPv&_RO is expressed by 

Equation (4.65); Cp
HMIPv& is expressed by Equation (4.66); CFMIPv6 is expressed by 

Equation (4.67); CFHMIPv6 is given by Equation (4.68) and CgMIPv6 is expressed by 

Equation (4.69). 

Total cost using the fluid-flow model 

The total cost function for MIPv6 with tunnel mode, MIPv6 with route optimiza­

tion (RO) mode, predictive FMIPv6 (P-FMIPv6), reactive FMIPv6 (R-FMIPv6), 

F-HMIPv6, predictive SMIPv6 (P-SMIPv6) and reactive SMIPv6 (R-SMIPv6) is ex­

pressed as follows: 

^MIPvG-tunnel ~ Pc x SMIPv6~tunnel x (1 — q) + CMIPv6_tunnel ( 4 .84 ) 

CMIPV6-RO = Pc x SMIPV6-RO x (1 - g) + Cp
MIPv&_RO ( 4 .85 ) 

CHMIPV6 — CHMIPV6 + ^HMIPv% ( 4 . 86 ) 

Cp-FMIPv6 = Pcx Sp-FMIPv6 x (1 — q) + CFMIPv6 ( 4 .87 ) 
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^R-FMIPv6 — Rc x SR-FMIPV6 X (1 — q) + CFMIPv6 

uFHMIPv6 — ^FHMIPvG + ^FHMIPvQ 

(4.88) 

(4.89) 

Cp-sMiPve — Rc x SpsMiPve x (1 - q) + CPSMIPV& (4.90) 

CR-SMIPV6 = -fk x
 SRSMIPVG X (1 - g) + C^MIPv6 (4-91) 

Where i?c and i?^ denote cell and domain crossing rates, g denotes the probability 

that an MN remains in its current cell, JV^ the number of ARs in a domain, P 

the probability that an MN performs an inter-domain handoff, Cl
HMIPv6 is given by 

Equation (4.58); CFHMIPv6 is expressed by Equation (4.61); Cp
MIPv%_tunnel is given by 

Equation (4.64); Cp
MIPv&_RO is expressed by Equation (4.65); Cp

HMIPv(i is expressed 

by Equation (4.66); CFMIPv6 is expressed by Equation (4.67); CFHMIPv6 is given by 

Equation (4.68) and Cp
SMIPv& is expressed by Equation (4.69). 
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Figure 4.24 Network Topology Used for Performance Analysis 

4.6.8 Numerical results 

This section analyzes the impact of various wireless system parameters on the above-

mentioned costs. The parameter values are taken from [99], [104], [106], [107], i.e. 

a = 0.1 and (3 = 0.2, \ s = 1, Xp = 0.1, 0HA = 20, r = 1, K = 2, NCN = 2, 

Lc = 120m, the network topology is shown in Figure 4.24. Additionally, we add the 
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value of e = 0.1, R = 20m. The hop distance between different domains is assumed 

to be identical, i.e. dHA-cN = / = 6, (ICN-MAP = d = 4, dHA-MAP = c = 6, 

dAR-MAP = 6 = 2, dAR\-AR2 — dpAR-NAR = 2. And all links are assumed to be 

full-duplex in terms of capacity and delay. 

Handoff related signalling costs versus cell residence t ime 

Figure 4.25 shows the relationship between handoff related signalling costs and cell 

residence time for q — 0.2, using the random-walk model. This figure shows dynamic 

MNs eager to move to another cell. We observe that longer cell residence time yields 

lower signalling costs. This is to be expected given that fewer handoffs are required as 

MNs remain longer in their current cells. Additionally, our proposed SMIPv6 schemes 

deliver better performance than other handoff schemes while MIPv6 with RO mode 

requires the most handoff signalling cost. The mean costs are 32.80 for MIPv6 with 

RO, 25.77 for F-HMIPv6, 19.92 for HMIPv6, 6.56 for MIPv6 with tunnel mode, 4.69 

for predictive FMIPv6 (P-FMIPv6) and 3.28 for reactive FMIPv6 (R-FMIPv6), 0.94 

for predictive SMIPv6 (P-SMIPv6) and 0.47 for reactive SMIPv6 (R-FMIPv6). 

Figure 4.26 shows the relationship between handoff related signalling costs and 

cell residence time for q = 0.8, using the random-walk model. This figure shows static 

MNs, highly likely to remain in their current cells. From the figure, we find that longer 

cell residence time yields lower signaling costs. This is to be expected given that 

fewer handoffs are required as MNs remain longer in their current cells. Additionally, 

results indicate that dynamic MNs require more handoff signalling costs than static 

MNs. Moreover, our proposed SMIPv6 schemes provide better performance than 

other handoff schemes while F-HMIPv6 requires the most handoff signalling cost. 

The mean costs are 15.23 for F-HMIPv6, 9.37 for HMIPv6, 8.20 for MIPv6 with RO, 

1.64 for MIPv6 with tunnel mode, 1.17 for predictive FMIPv6 (P-FMIPv6) and 0.82 

for reactive FMIPv6 (R-FMIPv6), 0.23 for predictive SMIPv6 (P-SMIPv6) and 0.12 

for reactive SMIPv6 (R-SMIPv6). 

Handoff related signalling costs versus user velocity 

Figure 4.27 shows the relationship between handoff related signalling costs and user 

velocity for a MAP domain with one ring, using the fluid-flow model. Here the 

probability that the MN remains at its current cell is set to 0.2. Handoff related 
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Figure 4.25 Handoff signalling Costs vs. Cell Residence Time (q = 0.2) 
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Figure 4.26 Handoff signalling Costs vs. Cell Residence Time (q = 0.8) 

signalling costs increase linearly as MNs' average velocity augments. Since MNs with 

a higher mean velocity are more likely to cross a cell and a domain, resulting in higher 

signalling costs. This figure shows that MIPv6 with RO engenders the most exorbitant 

cost, its signalling costs rising to 113.12, on average. In comparison, F-HMIPv6 climbs 

to 28.74, 22.62 for MIPv6 with tunnel mode, and 16.16 for predictive FMIPv6 (P-

FMIPv6), 15.85 for HMIPv6, 11.31 for reactive FMIPv6 (R-FMIPv6), and 3.23 for 

predictive SMIPv6 (P-SMIPv6) and 1.62 for reactive SMIPv6 (R-SMIPv6). 

Figure 4.28 show the relationship between location update costs and user velocity 

for a MAP domain with four rings, using the fluid-flow model. The probability that 

the MN remains at its current cell is set to 0.2. Handoff related signalling costs 
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Figure 4.28 Handoff signalling Costs vs. User Velocity (N = 4) 

increase linearly as MNs' average velocity augments. In addition, the domain size 

increase has no impact on the performance of MIPv6, FMIPv6 and SMIPv6, but leads 

to the reduced signalling costs for HMIPv6 and F-HMIPv6. This can be explained by 

the fact that MNs that roam in larger domains are less likely to perform handoffs. In 

this case, F-HMIPv6 descends to 26.64 while HMIPv6 descends to 13.38, on average. 

signalling costs versus cell residence time 

Figure 4.29 shows the relationship between handoff related signalling costs and cell 

residence time for N = 1 and q = 0.4, using the random-walk model. In this analysis, 

we focus on the effect of changing domain size on the signalling costs. We observe that 
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longer cell residence time yields lower handoff signalling costs. This is to be expected 

given that fewer handoffs are required as MNs remain longer in their current cells. 

Additionally, our proposed SMIPv6 schemes deliver better performance than other 

handoff schemes while MIPv6 with RO mode requires the most handoff signalling 

cost. The mean costs are 24.60 for MIPv6 with RO, 22.26 for F-HMIPv6, 16.40 for 

HMIPv6, 4.92 for MIPv6 with tunnel mode, 3.51 for predictive FMIPv6 (P-FMIPv6) 

and 2.46 for reactive FMIPv6 (R,-FMIPv6), 0.70 for predictive SMIPv6 (P-SMIPv6) 

and 0.35 for reactive SMIPv6 (R-SMIPv6). 
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Figure 4.30 Handoff signalling Costs vs. Cell Residence Time (N = 4) 

Figure 4.30 shows the relationship between handoff related signalling costs and cell 
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residence time for N = 4 and q — 0.4, using the random-walk model. We observe that 

longer cell residence time yields lower location update costs. This is to be expected 

given that fewer location updates are required as MNs remain longer in their current 

cells. Moreover, the increasing of MAP domain size has no impact on the performance 

of MIPv6, FMIPv6 and SMIPvG. Yet, results in significant reduced signalling cost for 

HMIPv6 and F-HMIPv6. We explain this by the fact that an MN moving in a larger 

domain is less likely to perform inter-domain handoffs. Additionally, our proposed 

SMIPv6 schemes deliver better performance than other handoff schemes while MIPv6 

with RO mode requires the most handoff signalling cost. The mean costs are 24.60 for 

MIPv6 with RO mode, 15.35 for F-HMIPv6, 9.49 for HMIPv6, 4.92 for MIPv6 with 

tunnel mode, 3.51 for predictive FMIPv6 (P-FMIPv6) and 2.46 for reactive FMIPv6 

(R-FMIPv6), 0.70 for predictive SMIPv6 (P-SMIPv6) and 0.35 for reactive SMIPv6 

(R-SMIPv6). 

Figure 4.31 Handoff signalling Costs vs. Domain Size (q = 0.2) 

Handoff related signalling costs versus domain size 

Figure 4.31 shows handoff related signalling costs compared to domain size for q = 0.2 

and E{T) = 5s under the random-walk model. As domain size increases, handoff 

related signalling costs are largely reduced for both HMIPv6 and F-HMIPv6, although 

the increasing of domain size does not affect the performance of MIPv6, FMIPv6 and 

SMIPv6. The average signalling cost for MIPv6 with RO mode is 22.40; 10.22 for 

F-HMIPv6, 6.22 for HMIPv6, 4.48 for MIPv6 with tunnel mode, 3.20 for Predictive 
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Figure 4.32 Handoff signalling Costs vs. Domain Size (q = 0.8) 

FMIPv6 (P-FMIPv6) and 2.24 for Reactive FMIPv6 (R-FMIPv6), 0.64 for Predictive 

SMIPv6 (P-SMIPv6) and 0.32 for Reactive SMIPv6 (R-SMIPv6). In addition, our 

proposed SMIPv6 schemes yield better performance than other approaches. 

Figure 4.32 also shows handoff related signalling costs compared to domain size for 

q = 0.8 and E(T) = 5s under the random-walk model. The increasing of domain size 

results in drastically reduced handoff related signalling costs for both HMIPv6 and 

F-HMIPv6, but has no impact on the performance of MIPv6, FMIPv6 and SMIPv6. 

Figure 4.32 shows that when the domain size counts more than 1 ring, HMIPv6 

requires less signalling costs than MIPv6 with RO mode. Figure 4.31 presents a 

scenario where dynamic MNs are eager to perform handoffs while Figure 4.32 shows 

static MNs, which are highly likely to remain in their current cells. With static MNs, 

numerical results show that F-HMIPv6 requires more handoff signalling costs than 

other solutions. The average signaling cost for F-HMIPv6 is 8.56; 5.60 for MIPv6 with 

RO mode, 4.56 for HMIPv6, 1.12 for MIPv6 with tunnel mode, 0.80 for predictive 

FMIPv6 (P-FMIPv6) and 0.56 for reactive FMIPv6 (R-FMIPv6), 0.16 for predictive 

SMIPv6 (P-SMIPv6) and 0.08 for reactive SMIPv6 (R-SMIPv6). In addition, this 

figure also shows that our proposed SMIPv6 schemes yield better performance than 

other approaches. 
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Handoff signalling costs versus cell sizes 

Figure 4.33 shows the relationship between handoff related signalling costs and cell 

sizes for a MAP domain with one ring and q = 0.2 and v = lm/s under the fluid-flow 

model. As cell radius increases, handoff related signalling costs reduces. We explain 

this by the fact that MNs roaming in a larger cell are less likely to perform handoffs. 

The average signalling cost for MIPv6 with RO mode is 4.82; 1.22 for F-HMIPv6, 

0.96 for MIPv6 with tunnel mode, 0.69 for predictive FMIPv6 (P-FMIPv6), 0.68 for 

HMIPv6, and 0.48 for reactive FMIPv6 (R-FMIPv6), 0.14 for predictive SMIPv6 

(P-SMIPv6) and 0.07 for reactive SMIPv6 (R-SMIPv6). In addition, our proposed 

SMIPv6 schemes yield better performance than other approaches. 
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Figure 4.34 shows the relationship between handoff related signalling costs and cell 

radius for a MAP domain with 4 rings and q = 0.2 and v = lm/s under the fluid-flow 

model. As cell radius increases, handoff related signalling costs reduces. We explain 

this by the fact that MNs roaming in a small cell are more likely to perform handoffs. 

The average signalling cost for MIPv6 with RO mode is 4.82; 1.52 for F-HMIPv6, 

0.96 for MIPv6 with tunnel mode, 0.76 for HMIPv6, 0.69 for Predictive FMIPv6 (P-

FMIPv6), and 0.48 for Reactive FMIPv6 (R-FMIPv6), 0.14 for Predictive SMIPv6 

(P-SMIPv6) and 0.07 for Reactive SMIPv6 (R-SMIPv6). In addition, our proposed 

SMIPvG schemes provide better performance than other approaches. 
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Figure 4.35 Packet Delivery Costs vs. Session Arrival Rate (N = 1) 

-MIPv6withRO -K-MIFV6 with tunnel - * -HMIFV6 ^^F -HMIPv6 -» -FMIPv6 - ^ S M I P v 6 

3 4 5 6 7 

Session Arrival Rate (p/s) (E(MN)=10, n=4) 

Figure 4.36 Packet Delivery Costs vs. Session Arrival Rate (N = 4) 
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Packet delivery costs versus session arrival rates 

Figure 4.35 illustrates the relationship between packet delivery costs and session ar­

rival rates for a MAP domain with 1 ring. Generally, the higher the session arrival 

rate, the higher the packet delivery costs. From the figure, we observe that MIPv6 

with tunnel mode requires the highest costs amongst all schemes, since all of the ses­

sion packets must cross a triangular path via the HA, whose steep processing costs are 

detrimental. Furthermore, MIPv6 with RO mode provides better performance than 

other approaches, since all the packets (except the first one) in a session are delivered 

to the MN through a direct path, and there is no additional processing cost at the 

MAP neither at the AR. HMIPv6 and F-HMIPv6 deliver identical performance, as 

do FMIPv6 and SMIPv6. The mean costs are 198.00 for MIPv6 with tunnel mode, 

100.99 for F-HMIPv6 and HMIPv6, and 75.90 for FMIPv6 and SMIPv6, 59.40 for 

MIPv6 with RO mode. 

Figure 4.36 shows the relationship between packet delivery costs and session ar­

rival rates for a MAP domain with 4 rings. Generally, the higher the session arrival 

rate, the higher the packet delivery costs. MIPv6 with tunnel mode requires the 

highest costs, since all of the session packets must cross a triangular path via the 

HA, whose steep processing costs are detrimental. In addition, increasing the domain 

size results in higher packet delivery costs for both HMIPv6 and F-HMIPv6. This 

is because increasing the number of ARs in a domain causes higher MAP processing 

costs. Furthermore, MIPv6 with RO mode provides better performance than other 

approaches, since all the packets (except the first one) in a session are delivered to 

the MN through a direct path, and there is no additional processing cost at the 

MAP neither at the AR. HMIPvG and F-HMIPv6 deliver identical performance, as 

do FMIPv6 and SMIPv6. The mean costs are 401.42 for F-HMIPv6 and HMIPv6, 

198.00 for MIPv6 with tunnel mode, and 75.90 for FMIPv6 and SMIPv6, 59.40 for 

MIPv6 with RO mode. In addition, increasing of MAP domain size has no impact on 

the performance of MIPv6, FMIPv6 and SMIPv6. Yet, it results in the augmentation 

of packet delivery costs for HMIPvG and F-HMIPv6. Because the lookup costs and 

routing costs increase with the augmentation of domain size. 
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Figure 4.38 Packet Delivery Costs vs. Wireless Link Costs (N = 4) 

Packet delivery costs versus wireless link costs 

Figure 4.37 shows the relationship between the packet delivery costs and wireless 

link costs for a MAP domain with 1 ring. We observe that the packet delivery costs 

increase linearly with the wireless link transmission costs. And MIPvG with tunnel 

mode requires the highest costs. The mean costs are 39.50 for MIPvG with tunnel 

mode, 21.86 for F-HMIPv6 and HMIPv6, 17.30 for FMIPv6 and SMIPv6, 14.30 for 

MIPv6 with RO mode. Generally, the higher the wireless link transmission cost, the 

higher the packet delivery costs. 

Figure 4.38 shows the relationship between the packet delivery costs and wireless 
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link costs for a MAP domain with 4 ring. We observe that the packet delivery 

costs increase linearly with the wireless link transmission costs. And F-HMIPv6 and 

HMIPv6 require the highest costs. The mean costs are 76.49 for F-HMIPv6 and 

HMIPv6, 39.50 for MIPv6 with tunnel mode, 17.30 for FMIPv6 and SMIPv6, 14.30 

for MIPv6 with RO mode. Generally, the higher the wireless link transmission cost, 

the higher the packet delivery costs. In addition, increasing the domain size results in 

higher packet delivery costs for HMIPvG and F-HMIPv6. We explain this as increasing 

the number of ARs in a domain causes higher MAP processing costs. Furthermore, 

HMIPv6 and F-HMIPv6 deliver identical performance, as do FMIPv6 and SMIPv6. 
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Figure 4.39 Total Costs vs. Session-to-Mobility Ratio (N = 1) 
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Total costs versus session-to-mobility ratio using the random-walk model 

Figure 4.39 shows the relationship between total cost and Session-to-Mobility Ratio 

(SMR) for an MAP domain with 1 ring using the random-walk model. The SMR 

is defined as the ratio of the session arrival rate over the user mobility ratio, anal­

ogous to the Call-to-Mobility ratio (CMR) used to analyze performance in cellular 

networks. Under the random-walk mobility model, the SMR is defined as As x E(T). 

The higher the SMR, the lower the total costs. When SMR < 1, i.e. the session 

arrival rate is lower than the user mobility rate, signalling costs are more dominant 

than packet delivery costs over the total costs. As a result, MIPv6 with RO mode 

requires the highest costs of all schemes. When SMR < 1, the mean costs are 338.84 

for MIPv6 with RO mode, 276.11 for F-HMIPv6, 217.53 for HMIPv6, 101.61 for 

MIPv6 with tunnel mode, 60.66 for Predictive FMIPv6 (P-FMIPv6), 46.60 for Re­

active FMIPv6 (R-FMIPv6), 23.17 for Predictive SMIPv6 (P-SMIPv6) and 18.49 for 

Reactive SMIPv6 (R-SMIPv6). In addition, as SMR > 1, the impact of packet de­

livery costs over total costs becomes much significant. The higher the SMR, the more 

important the packet delivery costs. In this case, the mean cost is 85.70 for MIPv6 

with RO mode, 77.21 for F-HMIPv6, 63.84 for HMIPv6, 50.98 for MIPv6 with tunnel 

mode, 24.50 for Predictive FMIPv6 (P-FMIPv6), 21.29 for Reactive FMIPv6 (R-

FMIPv6), 15.94 for Predictive SMIPv6 (P-SMIPv6) and 14.87 for Reactive SMIPv6 

(R-SMIPv6). 

Figure 4.40 shows the relationship between total costs and SMR for an MAP 

domain with 4 ring using the random-walk model. The higher the SMR, the lower 

the total costs. When SMR < 1, i.e. the session arrival rate is lower than the 

user mobility rate, signalling costs are more dominant than packet delivery costs 

over the total costs. As a result, MIPv6 with RO mode requires the highest costs 

of all schemes. When SMR < 1, the mean costs are 338.84 for MIPv6 with RO 

mode, 330.74 for F-HMIPv6, 272.16 for HMIPv6, 101.61 for MIPv6 with tunnel 

mode, 60.66 for Predictive FMIPv6 (P-FMIPv6), 46.60 for Reactive FMIPv6 (R-

FMIPvG), 23.17 for Predictive SMIPvG (P-SMIPv6) and 18.49 for Reactive SMIPvG 

(R-SMIPv6). Furthermore, as SMR > 1, the impact of packet delivery costs over 

total costs becomes much significant. The higher the SMR, the more important the 

packet delivery costs. In this case, the mean cost is 131.84 for F-HMIPv6, 118.46 for 

HMIPv6, 85.70 for MIPv6 with RO mode, 50.98 for MIPv6 with tunnel mode, 24.50 

for Predictive FMIPv6 (P-FMIPv6), 21.29 for Reactive FMIPv6 (R-FMIPv6), 15.94 
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for Predictive SMIPv6 (P-SMIPv6) and 14.87 for Reactive SMIPv6 (R-SMIPv6). In 

addition, increasing domain size leads to the augmentation of total costs for both 

HMIPv6 and F-HMIPv6. We explain this by the fact that the processing cost at the 

MAP, especially the routing costs increase due to the augmentation of the number 

of ARs within a domain. When SMR > 0.4, F-HMIPv6 requires more costs than 

MIPv6 with RO mode. When SMR > 0.8, HMIPv6 requires more costs than MIPv6 

with RO mode. However, SMIPv6 always delivers the best performance than other 

protocols. 

Total costs versus session-to-mobility ratio using the fluid-flow model 

Figure 4.41 shows total costs and SMRs for a MAP domain with 1 ring using the fluid-

flow model. The SMR is defined as \S/RC- As we fix the value of user velocity, the cell 

crossing rate is fixed. Hence, increasing SMR implies the augmentation of the session 

arrival rate. In this case, the higher the SMR, the higher the total costs. From the 

figure, we observe that MIPv6 with RO mode requires the highest costs of all schemes. 

The mean cost is 67.95 for MIPvG with RO mode, 33.17 for MIPv6 with tunnel mode, 

26.30 for F-HMIPv6, 19.27 for HMIPv6, 16.80 for Predictive FMIPv6 (P-FMIPv6), 

14.15 for Reactive FMIPv6 (R-FMIPv6), 9.75 for Predictive SMIPv6 (P-SMIPv6) and 

8.86 for Reactive SMIPv6 (R-SMIPv6). When SMR > 0.4, MIPv6 with tunnel mode 

requires more costs than F-HMIPv6. Additionally, the proposed SMIPv6 schemes 

provide better performance than other mobility management solutions. 
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Figure 4.41 Total Costs vs. Session-to-Mobility Ratio (N = 1) 
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Figure 4.42 Total Costs vs. Session-to-Mobility Ratio (N = 4) 

Figure 4.42 shows total costs and SMRs for a MAP domain with 4 ring using the 

fluid-flow model. The SMR is defined as \S/RC. As we fix the value of user velocity, 

the cell crossing rate is fixed. Hence, increasing SMR implies the augmentation of 

the session arrival rate. In this case, the higher the SMR, the higher the total costs. 

From the figure, we observe that MIPvG with RO mode requires the highest costs of 

all schemes. The mean cost is 67.95 for MIPv6 with RO mode, 56.75 for F-HMIPv6, 

49.52 for HMIPv6, 33.17 for MIPv6 with tunnel mode, 16.80 for Predictive FMIPv6 

(P-FMIPv6), 14.15 for Reactive FMIPv6 (R-FMIPv6), 9.75 for Predictive SMIPv6 (P-

SMIPv6) and 8.86 for Reactive SMIPv6 (R-SMIPv6). When SMR > 1.4, F-HMIPv6 

requires more costs than MIPv6 with RO mode. When SMR > 1.6, HMIPv6 requires 

more costs than MIPv6 with RO mode. When SMR > 0.3, HMIPv6 requires more 

costs than MIPv6 with tunnel mode. The increasing of domain size leads to the 

augmentation of total costs for HMIPv6 and F-HMIPv6. Yet, it has no impact on 

the costs of MIPv6, FMIPv6 and SMIPv6. We explain this by the fact that the 

processing cost at the MAP increases due to the augmentation of the number of ARs 

within an MAP domain. In addition, we find that SMIPv6 always provides better 

performance than other protocols. 

4.7 Simulations 

In order to attest the efficiency of our solution, we realized a partial performance of 

evaluation, which was in relation to the predictive seamless handoff process. In this 
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section, following the implementation details, the simulation experiments are given. 

The results are after presented and briefly discussed. The experiments were carried 

out on OPNET Modeler version 12.0. This simulator was chosen because it is open 

source and quite renowned in the scientific community. But adaptations to the code 

and the simulation environment were mandatory to facilitate the implementation. 

To evaluate the performance using simulations, we first build a network scenario 

using campus WLAN (802.11b/g), which has about 1000m radio coverage. The ad­

vantage of this selection is to have different types of configurations depending on 

the requirements from system administrator. The network comprises three WLANs, 

in which three APs are deployed. The network in which locates the AP0 emulates 

the MN's home network, thus AP0 functions as the Home Agent of the MN. Note 

that each AP integrates the functionalities of one AR. The MN starts registration at 

home network, then leaves the coverage area of the AP0, and continues moving into 

API radio range, then goes to the AP2 coverage area. To implement SMIPv6, API 

works as the PAR and AP2 functions as the NAR. The line in pink shows the MN's 

trajectory, shown in Figure 4.41. The background traffic is represented by four CNs: 

TELNET.CN, EMAIL_CN, FTP_CN and HTTP.CN sending packets to the roaming 

MN. The topology used for performance analysis is shown in Figure 4.43. 

4.7.1 Implementation details 

To implement our proposed SMIPv6 schemes, the methodology of implementation 

is to utilize an existing functional MIPv6 scenario and change the source codes of 

MIPv6 processes as little as possible. We do not modify any process of MIPv6 but 

create new ones if necessary. 

Figure 4.44 shows the implementation architecture using OPNET Modeler. At the 

network layer, we define an SMIPv6 network scenario, called smipv6scenl.nt. At the 

node layer, we define three types of nodes: MN, CN and AR, which are represented by 

smipv6-wlan-ethernet-wkstn.nd, smipvQjpppjwkstn.nd and smipyQ^wlan^ethernet-

slip.nd. At the process layer, we create new libraries for source codes in order to de­

fine data structures, which are used by the process during implementing the protocol 

SMIPv6. We define ip-dispatch smipvQ support.pr, smipv6jmn.pr, smipv6jmgr.pr, 

ipvQjr a JiostsmipvQ support.pr and ipv6_ra_gtwysmipv6support.pr. Their func­

tionalities are listed as follows: 

http://HTTP.CN
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Figure 4.43 Network Topology Used for Simulation 

• ip-.dispatch-.smipv6-Support.pr is a process which is in charge of packet recep­

tion, packet treatment and packet transmission to the corresponding outgoing 

port according to the routing table. 

• ipv6-ra-gtwysm.ipv6-Support.pr is a process that allows sending periodically 

Router Advertisement (RA) message. Such message is modified with the addi­

tion of Basic Service Set Identifier (BSSID). This enables AR to integrate the 

functionalities of the AP. 

• ipv6-r a-host smipv6 support.pr is a process to handle the received Router Ad­

vertisement (RA) messages, extract the BSSID of the AP, and lance the process 

of smipv6-mgr. 

• smipv6-mgr.pr is a process that inherits the process of ip-dispatchsmipv6support 

and controls the functionality of the protocol SMIPv6. In case where an AR 

implements such process, the AR handles the mobility related messages, such as 

http://ip-.dispatch-.smipv6-Support.pr
http://ipv6-ra-gtwysm.ipv6-Support.pr
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SBU, RA and SNA. The AR reads the value of attributes, initiates and registers 

the information about statistics, and displaces the configuration of a node, etc. 

• smipvQ-mn.pr is a process that inherits the process of smipvQjm.gr and enables 

MNs to send out mobility related messages, handle the received RA messages, 

manage some defined timer with respect to the mobility management, etc. 

Figure 4.45 shows the implementation process architecture under OPNET Modeler 

v.12.0. 
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4.7.2 Simulations results 

The simulation experiments gave different results for our proposed SMIPv6 schemes 

and the OPNET solution for MIPv6. Hereafter, we present the results for the http 

traffic sent during mobility management, the end-to-end delays during handoff, packet 

losses caused by the handoff management, and control traffic sent during handoff. 

Although we show those on the downlink way, i.e. the MN functions as a client while 

the active CNs act as servers, our discussion applies to the uplink traffic. 

HTTP traffic sent during handoff 

Figure 4.46 show's the evolution of an HTTP connection between the MN and the CN. 

Here the MN functions as a HTTP client while the CN acts as an HTTP server. The 

first part of the figure illustrates the case for Predictive SMIPv6 while the following 

part indicates the case for MIPv6. We observe that without SMIPv6, the connection 

is cut off as soon as the MN leaves its home network. From the figure, we find that 

SMIPv6 deliver better performance than MIPv6. 

Figure 4.46 HTTP Traffic Sent Comparison During Handoff 

End-to-end delays during handoff 

Figure 4.47 illustrates the variation of the average WLAN end-to-end delays during 

handoff. The red shows the performance of MIPv6 while the blue curve shows that 

of the Predictive SMIPv6. In the MN's home network, the end-to-end delays are 

similar, on average. The average delay for SMIPv6 is about 5.5ms while 9ms for 
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Figure 4.47 WLAN End-to-end Delay Comparison 

MIPv6 with RO mode. Hence, predictive SMIPv6 delivers better performance than 

MIPv6 in terms of end-to-end WLAN delays. 

Handoff caused packet drop rate 

Figure 4.48 shows the packets drop rate during handoff for predictive SMIPv6 while 

Figure 4.49 illustrates the packet drop rate for MIPv6. From the figure, we observe 

that the handoff process in SMIPv6 is much shorter than MIPv6, thus incurs less 

packet drops. 
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Figure 4.48 SMIPv6 WLAN Data Dropped During Handoff 
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Figure 4.49 Mobile IPv6 WLAN Data Dropped During Handoff 

Control traffic sent during handoff 

Figures 4.50 and 4.51 show the volume of control traffic sent by the MN during 

handoff. Generally, control traffic consists of signalling messages exchanged between 

the MN and other network entities. Sometimes, MIPv6 is better than SMIPvG. But 

in general SMIPv6 provides better performance than MIPv6, because registration 

with the PAR is done locally and simply during handoff, thus results in the reduced 

signalling overhead. 
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Figure 4.50 SMIPv6 Control Traffic Sent During Handoff 
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CHAPTER 5 

PROPOSED FAST MAC LAYER HANDOFF SCHEME 

FOR MIPV6/WLANs 

IEEE 802.11-based wireless local area networks (WLANs) have experienced rapid 

growth for some years. Increasingly ubiquitous, they are deployed in hotspots found 

in airports, campuses, malls, etc. to facilitate Internet access for mobile users. In the 

meantime, Internet service providers (ISPs) can be endowed with substantial produc­

tivity increases by enabling moving users to access data in wireless systems. Such 

facts render handoff management one of the most critical issues for WLANs. How­

ever, the IEEE 802.11 specification legacy does not provide handoff support that is 

sufficiently fast for mobile hosts as they move from one access point (AP) to another. 

As a result, a number of fast handoff schemes have been proposed in the literature. In 

this chapter, these fast handoff methods are reviewed and their strengths and weak­

nesses are exposed. Subsequently, some important design considerations for handoff 

management in future IEEE 802.11 networks are identified. Moreover, open research 

issues are highlighted relative to the enhancement of handoff performance and real­

time applications support while mobile hosts roam between WLANs. Following the 

open research issues, we propose new fast medium access control (MAC) layer handoff 

management schemes for an MIPv6/WLAN environment. The new handoff manage­

ment scheme aims to support ongoing real-time applications while MNs change their 

network point of attachment. It consists of minimizing the total number of scanned 

channels, as well as the probe-waiting time for each examined channel. Performance 

is evaluated through simulations whose results show that our proposal delivers better 

performance, compared to the IEEE 802.11b standard, the standard IEEE 802.11b 

with MinChannelTime and two other well-documented solutions in the literature: 

Selective scanning plus AP Caching and Neighbor Graphs. 
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5.1 Introduction 

The explosion of lightweight hand-held devices with built-in wireless network cards 

and the significant benefits of ubiquitous Internet access have driven the deployment 

of wireless local area networks (WLANs). Based on the IEEE 802.11 standard series, 

WLANs offer users an array of benefits such as user-friendly operations, low cost, 

large bandwidth, high throughput, etc. so that many multimedia application such as 

voice over IP (VoIP), media-streaming services, etc. tend to run on top of WLANs. 

However, wThen a mobile station moves outside the radio range of its current access 

point (AP), handoff takes place to ensure the transfer of ongoing calls or data ses­

sions. This handoff procedure involves a series of message exchanges between a mobile 

station and APs that results in unacceptable delays and packet lost. Fast MAC layer 

handoff schemes are thus required for IEEE 802.11 WLANs. 

This chapter introduces state-of-the-art concepts to improve MAC layer handoff 

performance. Firstly, the components of the MAC layer handoff procedure in WLANs 

are introduced to demonstrate the necessity to enhance performance. Then, current 

approaches to reduce handoff latencies and packet loss rates are outlined in detail, 

along with their strengths and weaknesses. Open research issues pertaining to handoff 

management are exposed. And then, potential solutions are proposed to address such 

challenges. Following the open research issue, we propose new fast MAC layer handoff 

management scheme for mobile users roaming in an MIPv6/WLAN environment. 

Performance evaluation is carried out through simulations. We also present some 

simulation results with detailed performance analysis. 

5.2 Background and related work 

5.2.1 The IEEE 802.11 handoff process 

The IEEE 802.11 Standard defines two operation modes: infrastructure and ad hoc. 

In the infrastructure mode, an AP comprises a basic service set (BSS) and provides 

network connectivity to its associated mobile stations. One or more APs comprise 

an extended service set (ESS) to cover a larger area. In the ad hoc mode, two or 

more mobile stations form a peer-to-peer wireless network without deploying any 

APs. Note that this chapter focuses only on the infrastructure mode. 

An ideal WLAN can provide successive radio signal coverage for mobile stations 
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in its service area. A mobile station may decide to handoff from one AP to another 

for mobility reasons, AP load balancing state or signal fading. The legacy MAC layer 

(L2) handoff process specified in the IEEE 802.11 Standard [108] comprises three 

phases: scanning, authentication and reassociation. The latter two sub-processes are 

also referred as re-authentication. The following subsections investigate these three 

sub-processes in detail. 

Scanning 

Mobile stations can operate either in a passive or active scanning mode depending 

on their configuration parameters. 

During passive scanning, mobile stations listen for periodic beacon frames gener­

ated by APs which announce their presence on each channel and wait for at least a 

full beacon interval to ascertain beacons receipt from as many APs as possible and 

at most a ChannelTime, on each channel. While scanning, mobile stations cannot 

transmit frames but they do rather listen for Beacon frames on each channel. 

Active scanning involves generating probe request frames and the subsequent pro­

cessing of received probe response frames. For each channel to be scanned, a mobile 

station uses active scanning to perform the following [108]: 

1. Wait until the ProbeDelay time has expired or reception of an indication from 

the physical layer; 

2. Perform wireless medium control using any normal channel access procedure, 

i.e. carrier sense multiple access with collision avoidance (CSMA/CA); 

3. Broadcast a probe request frame with the broadcast destination, service set 

identifier (SSID) and broadcast basic service set identifier (BSSID); 

4. Clear and start a ProbeTimer; 

5. Clear network allocation vector (NAV) and scan the next channel if the wireless 

medium is idle before the ProbeTimer reaches MinChannelTime; otherwise, 

continue accepting probe responses sent periodically by APs within radio range 

until MaxChannelTime and process all received probe responses; 

6. Clear NAV and scan the next channel. 



119 

As indicated above, the passive scanning delay is determined by the number of 

scanned channels, ChannelTime and beacon interval. The probe delay bound, Tp, 

can be expressed as the following: 

N x Beaconlnterval <Tp<Nx ChannelTime (5.1) 

Where ChannelTime refers to the maximal time during which a mobile station listens 

on each channel and iV represents the number of channels available (N equals 32 for 

802.11a [109], 11 for 802.11b [110] and 8'02.11g [111]). 

In the same vein, the active scanning delay depends on the number of probed 

channels, MinChannelTime and MaxChannelTime. The probe delay bound, Ta, 

can be expressed as follows: 

N x MinChannelTime <Ta<Nx MaxChannelTime (5.2) 

Where N depicts the number of channels available; MinChannelTime shows the min­

imal and MaxChannelTime shows the maximal probe-waiting time on each channel. 

Generally, scanning ends with a set of potential BSSs. Furthermore, passive scan­

ning delays are much longer than those generated by active scanning, since mobile 

stations are mandated to iterate on all available channels for beacons from APs in 

range at a set rate (default: 100ms per beacon). In addition, mobile stations must 

dwell on each channel for at least a beacon interval in order to discover as many APs 

as possible. 

Authent icat ion 

Authentication aims to identify a mobile station to become a member of a specific 

BSS, as well as to authorize this mobile station to communicate with other stations in 

the same BSS. Authentication occurs after a target AP is found. Two authentication 

methods have been specified for the IEEE 802.11 standard: open system and shared 

key authentication [108]. Open system authentication involves a pair of frames, an 

authentication request as well as an authentication response, which are exchanged 

between a mobile station and the target AP. Generally, all mobile stations can be 

authenticated. 

Shared key authentication is an optional four-step process that uses the wired 
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equivalent privacy (WEP) key. A mobile station launches the authentication pro­

cess by transmitting an authentication request to the target AP. Upon receiving this 

request, the target AP generates a challenge text using a W E P key, and sends an 

authentication response with this challenge text to the mobile station. The latter 

then encrypts the received challenge text with a shared W E P key and returns an 

authentication request along with the encrypted challenge text to the target AP. Af­

terwards, the target AP decrypts this request with the shared key and compares the 

original challenge text with the decrypted one. When they are identical, the target 

AP transmits an authentication response which confirms a successful authentication. 

Regardless of the authentication method used, the IEEE 802.11 Standard re­

quires mutually acceptable, successful authentication. Furthermore, authentication 

is required before an association can be established. Due to current security flaws in 

open system and shared key authentication, the authentication methods specified in 

IEEE 802.11 are superseded by IEEE 802. H i [112]. However, considering compati­

bility, IEEE 802.Hi allows open system authentication and exchanges authentication 

messages after the reassociation phase [112] [113]. 

R e a s s o c i a t i o n and a s soc ia t ion 

Association consists of establishing AP and mobile station mapping and enabling 

station invocation of the distribution system services whereas reassociation enables 

an established association to be transferred from one AP to another [108]. 

Reassociation is an important component of L2 handoff after a successful authen­

tication. Since the IEEE 802.11 Standard specifies that each mobile station must be 

associated with a single AP at any given time [108] and a mobile station must issue a 

reassociation request to the new AP during handoff. This request frame contains the 

previous BSSID, the mobile station's MAC address, etc. and triggers the inter-access 

point protocol (IAPP) [114] to deliver relevant context information. 

Upon receiving this frame, the new AP sends an access-request message to the 

RADIUS (remote authentication dial-in user service [115]) server, which then looks 

up the IP address of the previous AP and verifies the BSSID, before returning an 

access-accept message to the new AP. This message contains the previous AP's IP 

address along with security block items required to establish a secure communication 

channel between APs. After exchanging security elements through send-security-block 

and ACK-security-block packets, both APs have obtained sufficient information to 



121 

encrypt all further packets. Afterwards, the new AP sends an encrypted move-notify 

packet to the prior AP asking for the context of the concerned itinerant station. Upon 

verifying the mobile station's association, the old AP removes the mobile station from 

its association table and replies an encrypted move-response packet to the new AP, 

including the concerned context block. Then, the new AP adds the mobile station 

into its association table and broadcasts a layer 2 update frame to inform any layer 2 

devices, such as bridges and switches, so that they can update their forwarding table 

for the specific mobile station. At last, the new AP sends a reassociation response to 

the mobile station [114], [116], [117]. The overall handoff process is completed when 

this response is received. Figure 5.1 illustrates the overall MAC layer handoff process 

for WLANs. 
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Figure 5.1 MAC Layer Handoff Process in WLANs 
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Briefly, the inter-access point protocol (IAPP) allows an AP to communicate with 

other APs in a common ESS, while minimizing opportunities for the transmission 

of mobile stations'security information over the air. However, context transfer using 

IAPP results in additional delays during handoff. 

Numerous studies have been conducted in order to improve MAC layer handoff 

performance in terms of handoff delays (time required to complete scanning, authen­

tication and reassociation) and packet loss rates for mobile hosts roaming in IEEE 

802.11 networks. This chapter builds on previous work in [113] [118], focusing on 

the investigation of typical fast handoff schemes in recent literature. To simplify the 

analysis, two categories are investigated, namely those that reduce delays pertaining 

to probing and re-authenticating. 

5.2.2 Fast handoff schemes to reduce probe delays 

Probe delays consist of the main contributor to the overall MAC layer handoff latency 

[119] and most recently proposed handoff schemes aim to reduce this lengthy delay. 

These schemes can be further classified into: fast scanning, bypass scanning and 

cross-layer design. 

Fast scanning 

Fast scanning methods rely on reducing the number of probed channels, the time taken 

on each channel, scanning-related timers, such as MinChannelTime and MaxChan-

nelTime for active scanning, ChannelTime and beacon interval for passive scanning, 

etc. Such methods can be further classified into full and selective scanning. 

Full scanning means that all available channels are probed while the values of 

MinChannelTime, MaxChannelTim,e, probe-waiting time and/or beacon interval are 

optimized. Usually, full scanning is based on the assumption that mobile stations have 

no pre-knowledge of existing neighboring APs within their range when the handoff 

occurs and, as a result, all available channels must be searched consecutively. There 

are several full scanning methods. Here are some examples: 

• The tuning technique [120] aims to find an optimal value for MinChannelTime 

and MaxChannelTime in order to reduce active scanning delays. Through rigor­

ous calculations, the authors conclude that MinChannelTime and MaxChan-
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nelTime should be set to 1.024ms and 10.24ms respectively. Furthermore, link-

layer handoff detection delays can be reduced upon the loss of three consecutive 

frames. 

• Intelligent channel scanning [121] is designed to minimize the probe-waiting 

time on each channel. Instead of waiting for MaxChannelTime on a busy 

channel, mobile stations stop searching immediately once they have collected 

all available probe responses. Continuous monitoring techniques are thus used 

by mobile stations to evaluate the number of APs (n) on a probed channel. 

Accordingly, mobile stations stop scanning after collecting a maximum of n 

responses on a specific channel. 

• SyncScan [122] replaces the active scanning procedure with passive channel 

monitoring on nearby APs. Furthermore, a continuous tracking technique is 

devised by synchronizing short listening periods at mobile stations with regu­

lated periodic beacon transmission from APs. As a result, mobile stations can 

passively scan by switching channels at the exact moment a beacon is about 

to arrive. To do so, a staggered periodic schedule of beacon periods is created 

and spread across channels. For example, all APs operating on Channel 1 are 

forced to broadcast beacons at time T , APs on Channel 2 broadcast beacons 

at time (T + d), APs on Channel 3 broadcast beacons at time (T + 2d), and 

so on. Therefore, if a mobile station connected to an AP on Channel c receives 

beacons from Channel c at time Tc, it can receive beacons from APs on Channel 

(c+ 1) at time (Tc + d). 

In a nutshell, SyncScan reduces the cost of continuous scanning and yields better 

handoff decisions. However, time synchronization is a critical issue amongst all 

neighboring APs. On the other hand, multiple APs operating on the same chan­

nel attempt to generate and broadcast beacons simultaneously, hence bringing 

about beacon conflicts. Consequently, more collisions take place on wireless 

mediums. This side effect reduces productivity on wireless links and system 

throughput. In addition, more packets are lost while mobile stations explore 

other channels. 

• Smooth handoff schemes [123] focus on smooth channel scanning by classifying 

channels into different groups. Rather than scanning all channels consecutively, 
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once a group of channels is scanned, the mobile station pauses before switching 

back to normal data transmission mode. This scheme works as a scheduled full 

scan. 

Selective scanning : Instead of probing all available channels individually, selec­

tive scanning reduces the number of channels required to discover APs. Thus, probe 

delays are significantly minimized compared to the full scanning method. A number 

of selective scanning approaches have been proposed in the literature. Here are some 

examples: 

• The channel mask schemes [124] allow mobile stations to selectively scan chan­

nels with a mask built in previous scans. 

• The neighbor graph (NG) methods [125] [126] allow mobile stations to scan 

only channels which neighbor APs operate on, which drastically reduces the 

number of probed channels. Together with the NG method, several schemes 

are proposed to minimize probe-waiting time on each neighboring channel, i.e. 

NG-pruning approach [125], unicast probe request with fast switching between 

each probed channel [126]. A modified NG solution [126] is developed with a 

unicast probe request to a neighbor AP previously selected by an NG server. 

And to shorten probe-waiting time, mobile stations switch to another channel 

when they receive a probe response from the specific AP [126]. 

• Handover assisted by geolocation information [127] aims to predict the next AP 

and the associated subnet using the mobile station's position and the topology 

information of domain APs. 

• Sensor network-assisted handoff [128] is designed to reduce scanning delays by 

limiting the number of probed channels during handoff. Before the actual hand-

off, the sensor network is deployed and overlaid with a WLAN. Sensors collect 

the parameters of neighboring APs. Consequently, prior to a handoff decision, 

a mobile station broadcasts an AP list request. Equipped with this request, 

sensors located within range act as neighboring relay nodes and reply with an 

AP list response that contains all required information about surrounding APs. 

Accordingly, at the moment when the handoff occurs, mobile stations solely 

scan channels indicated on the list they have received. 
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Bypass scanning 

As scanning is the most time-consuming component of the overall link-layer handoff, 

certain solutions focus on bypassing scanning to eliminate the probe latency. For 

example, the caching technique or multiple radio interfaces deployed either at the 

AP or at the mobile station uses to decouple scanning with handoff so that mobile 

stations can search proactively for alternate APs while being associated with an AP 

and interleaving data communication. Here are some examples: 

• The caching technique aims to buffer neighboring APs' information and exploit 

this information to accelerate the scanning procedure. Usually, this approach 

implies trivial modifications at the mobile station and the size of caching tables 

are either fixed [124] or dynamic [129]. AP caching [124], neighbor graph caching 

(NGC) [130] and adjacent APs [131] represent typical examples. 

• Multiple radio interfaces at mobile station approach [132]-[135] is a physical 

layer approach designed to completely eradicate scanning. During handoff, one 

wTireless interface is used for normal data communication with the associated 

AP, while the other is used to search surrounding APs and find a candidate one 

to reassociate with. MultiScan [132] consists of a relevant example of such a 

strategy. 

• Multiple radio interfaces at AP approach [136]-[138] also consists of a physi­

cal layer method conceived to eradicate scanning. Additional radio interfaces 

eavesdrop on neighboring channels to rapidly detect mobile station movements 

[136] [137]. Moreover, this additional radio transceiver can be used to search 

neighboring stations located within range and control their handoff operations 

[138]. 

• Pre-scanning methods allow mobile stations to scan neighboring APs while they 

are associated with an AP. They interleave scanning with data communication, 

such as pre-scanning with selective channel mask [129], periodic scan [131], 

proactive scan with smart triggers [139], pre-active scan [140], anticipated han­

dover [141], anticipated scanning [142], continuous monitoring with smart trig­

gers [143], etc. 

• The location-based fast handoff method [144] allows mobile stations to select 

potential APs by predicting the path of their movement. By doing so, a location 
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server is deployed to provide APs' information to mobile stations so that they 

can reassociate with the new AP directly, without scanning channels. However, 

this method relies on precise localization methods. 

Cross-layer design 

It may be beneficial that mobile stations maintain IP connectivity during their move­

ments: this brings about additional requirements for efficient mobility management in 

wireless LANs. This new research objective provides support for seamless handoff and 

real-time multimedia applications in WLANs. Generally, user mobility is managed 

using MIPv6 [7] or MIPv4 [5]. The typical handoff procedure comprises movement 

detection, new address configuration and registration, etc. and turns in unacceptable 

delays for real-time services. Therefore, several handoff schemes have been proposed 

to improve handoff performance using cross-layer design strategies. Some of them are 

briefly introduced as follows: 

• Beacon with sufficient IP layer information [145] [146] allows an enhanced AP 

to assist and handle fast new address configuration by inserting IP layer in­

formation, such as router advertisement [145] and network prefix information 

[146] into beacon frames. This approach makes it possible to drastically decrease 

overall handoff latencies (both at MAC layer and IP Layer). 

• IP-IAPP scheme [147] [148] enhances APs with advanced routing functionalities 

so that they act as mobility agents for mobile stations. They are also responsible 

for IP mobility management. 

• Link-layer triggers and topology information-aided fast handoff [149] use pre-

handoff triggers to discover agents or address configuration prior to IP layer 

handoffs. In addition, post-handoff triggers are applied to eliminate movement 

detection delays. 

In the following sections, we describe three typical fast scanning approaches: se­

lective scanning and AP caching schemes, neighbor graph and NG-pruning schemes, 

and handoff assisted by geolocation information. 
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Selective scanning and A P caching schemes 

Shin et al. [124] propose channel masks and AP caching schemes to reduce probe 

delays to a level where voice over IP (VoIP) communication becomes seamless. These 

schemes focus on reducing the probing time of non-existing channels through selective 

scanning, as well as the frequency of selective scanning using caching techniques. 

Selective scanning is performed using channel masks that are built when drivers 

are first loaded on mobile stations. A full-scan is conducted through broadcasting 

probe requests on all available channels. When a probe response arrives, a channel 

mask is set for the examined channel. In addition, channel masks are set by default 

for Channels 1, 6 and 11 as they are most likely to be used in well-configured wireless 

networks. Once all channels are scanned, the mobile station selects the best AP, based 

on the received signal strength. Then, it performs authentication and reassociation 

with the newly selected AP. Accordingly, channel masks are updated by removing the 

currently associated AP from the channel mask. When the ensuing handoff occurs, 

only channels equipped with a mask are probed. If no APs are found, the channel 

mask is inverted and a new selective scan is required. If no APs are found, a full scan 

is conducted to build new channel masks. 

AP caching scheme consists of a cache table wThere the current AP's MAC address 

is indexed as a key. The list composed of the adjacent APs discovered during the 

scanning phase corresponds to the key. When a mobile station becomes associated 

with an AP, the latter is entered as a key into the cache. Cache entries are checked 

when a handoff is launched. If no entries are found, (this case is called cache miss), 

the mobile station performs selective scanning and inserts two APs with the highest 

received signal strength into the cache. If an entry is found in the cache, (this case 

is called cache hit), the station initially attempts to connect to the first AP. Once 

reassociation is done with success, the handoff is over; otherwise, it will try to as­

sociate with the second AP in the cache. When reassociation with this AP is done 

successfully, the handoff is over; otherwise, selective scanning is necessary to build 

new channel masks and find new APs for further reassociations. Figure 5.2 illustrates 

the selective scanning and AP caching schemes. 

The symbol m/n denotes APm operating on Channel n. Each mobile station 

maintains a channel mask built after a full scan. The corresponding channel mask 

is shown in Table 5.1. During ensuing handoffs, mobile stations only scan mask-

wearing channels. In Figure 5.2, a mobile station currently connected to AP\ only 
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Figure 5.2 An Example for Selective Scanning and AP Caching Schemes 

scans Channels 1, 6 and 11 during the handoff. Table 5.2 illustrates the examples of 

cache table. The cache table 1 allows a mobile station to reassociate with AP% and 

APi without scanning while the cache table 2 results in a cache miss during handoff. 

Table 5.1 Channel Mask Table for Figure 5.2 

1 
1 

2 
0 

3 
0 

4 
0 

5 
0 

6 
1 

7 
0 

8 
0 

9 
0 

10 
0 

11 1 

1 J 

Table 5.2 Examples of Cache Table 

(a) Cache Table 1 (b) Cache Table 2 
Key 

1/1 
2/6 
6/6 

1st AP 

-
1/1 
1/1 

2nd AP 

-
3/11 
5/11 

Key 

1/1 
2/6 
6/6 

1st AP 
3/11 

1/1 
1/1 

2nd AP 
4/6 
3/11 
5/11 

In short, the channel masks scheme presents a fast selective scanning technique 

as mobile stations solely need to scan channels endowed with masks after a full 

scan whereas the AP caching scheme reflects a bypassing scanning approach. These 

schemes result in enhanced handoff performance. However, as caching tables are built 

from previous scanning results, mobile stations are likely to select an incorrect AP 

during handoff, thus triggering false handovers. Furthermore, cache misses hinder 

network performance. 
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Neighbor graph and NG-pruning schemes 

Neighbor graph (NG) and NG-pruning Schemes are proposed to enhance MAC layer 

handoff performance when mobile stations roam in WLANs [125]. This newly dis­

covery method aims to reduce the total number of probed channels as well as the 

probe-waiting time on each channel. NGs dynamically capture the mobility topology 

of wireless networks [150] [151] to assist mobile stations in making decisions regard­

ing whether or not a channel needs to be scanned. Meanwhile, using non-overlapping 

graphs, mobile stations can find out whether to wait longer for probe responses on 

an examined channel, before the MaxChannelTime expires. 

Before generating an NG, a mobility graph is defined to aggregate stations' mo­

bility traces in WLANs. Using adaptive estimation techniques, an NG is created by 

abstracting handoff relationships between adjacent APs. A non-overlapping graph is 

created by abstracting non-overlapping relationships amongst APs. Three methods 

are used to implement NGs: 

• The centralized method: an NG server is used to restore the NGs and provide 

mobile stations with a NG as they join the network. 

• The distributed method: each AP stores its local NG and mobile stations retrieve 

this graph from the AP after reassociation [150] [151]. 

• The personal or user-oriented method: each mobile station keeps track of its 

mobility patterns to create its own NG. 

An NG can be defined as: G = (V, E) where V = {APt\i = 1, 2,..., n} (represents 

the set of all APs of a wireless system), E = {(APi, APj)\i ^ j} and (at least one 

mobile station handoffs from APi to APj). A non-overlapping graph can be defined 

as: G = (V, E) where V = {APi\i = 1, 2,..., n} (depicts the set of all APs of a wireless 

system), E = {(APi, APj)\i ^ j} and (mobile stations cannot communicate with APi 

and APj simultaneously with acceptable link quality). 

An example of APs location map and the corresponding NG is illustrated in Figure 

5.3. The symbol m/n denotes APm operating on Channel n. In this figure, mobile 

stations associated with AP\ can handoff to AP2 and AP5, AP2 to AP\ and AP3 to 

AP\ and AP4. Using the NG scheme, mobile stations covering by AP\ only scan 

Channel 6 during the handoff. The number of probed channels is thus drastically 

reduced using the NG. 
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Figure 5.3 APs Location Map and Corresponding NG 
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Figure 5.4 Non-overlapping Graphs for Channel 6 (left) and Channel 11 (right) 

Non-overlapping graphs for the aforementioned NG are depicted in Figure 5.4. 

Based on these non-overlapping graphs, the NG-pruning technique makes it possi­

ble for a mobile station scanning Channel 6, to stop searching the same channel 

upon receiving a probe response from AP? or AP3 or AP$, as they do not overlap. 

NG-pruning scheme can thus drastically reduce probe-waiting time on each probed 

channel. For example, mobile stations probing Channel 11 stop scanning when they 

receive a probe response from AP±, since a single AP operates on Channel 11. 

Briefly, NG and NG-pruning schemes allow mobile stations to scan only a sub­

set of all available channels and spend less waiting time on each probed channel, 

compared to the conventional handoff process defined in IEEE 802.11. However, mo­

bile stations require global knowledge of the wireless environments before the actual 

handoff. Moreover, the quality of the NG scheme can be impaired by important topol-
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ogy changes in cases where APs are added or removed [125]. Furthermore, building 

such graphs involves a considerable amount of time and maintaining mobility graphs 

happens to be a complex task. 

Handoff assisted by geolocation information 

A fast handoff method using geolocation information provided by a global position­

ing system (GPS) is proposed to reduce MAC and IP layer handoff latencies [127]. 

All mobile stations are equipped with a GPS receiver which estimates the station's 

position and reports the obtained measurements to the station every second. 

The station calculates the distance (rfi) between its current and previous locations 

using a Haversine formula. If (d\ > 1) meter, the mobile station sends a location 

update (LU) message that includes its coordinates to a GPS server. Note that this 

server keeps a list of domain APs' topology information and their relative parameters, 

such as < APJD, (x, y), Channel, SSID, IPv6-Prefix >. 

Upon receiving the LU message, the GPS server assesses the distance (c^) between 

the mobile station and its current AP. If (d2 > G), G denotes a pre-defined threshold, 

the GPS server selects the AP closest to the mobile station as the new AP and sends 

a handover initiate (HI) message to the mobile station. This message contains the 

target AP's ID, its operating channel and IPv6 prefix. 

After receiving this message, the mobile station launches a handover by sending 

out a probe request over the new AP's channel and waits for a probe response from 

the target AP. When the mobile station receives a probe response, it launches au­

thentication and reassociation processes. Simultaneously, the mobile station looks up 

the new AP's IPv6 prefix. If this prefix differs from the previous one owned by the 

station, the mobile station starts IP layer handover immediately, without waiting for 

a router advertisement (RA). 

Subsequently, the mobile station configures a new IPv6 address and sends a bind­

ing update (BU) to its home agent (HA), which then replies with a binding acknowl­

edge (BAck) message to the mobile station, thus completing the handoff when the 

BA is received. 

In summary, GPS-assisted Handoff scheme consist of a fast, selective scanning 

approach since mobile stations only need to scan a single channel during the MAC 

layer (L2) handoff. It also embodies a cross-layer design method as mobile stations can 

find out their exact new subnet prefix before completing the L2 handoff. Moreover, 
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it contains a new fast IP layer (L3) movement detection method without the support 

of router advertisements. However, as this handoff scheme uses a GPS server, it 

introduces a centralized system and the server becomes a traffic flow bottleneck. 

In addition, those pre-configured parameters have a significant impact on system 

performance which could be hindered by certain values. Moreover, in cases of fast 

movements performed by mobile stations, it becomes unreliable for the GPS server 

to select a new AP as it is likely to choose an inappropriate AP, leading to wrong 

handoff decisions. 

5.2.3 Fast handoff schemes to reduce re-authentication de­

lays 

IEEE 802.11 defines open system and shared key authentication Methods. Open sys­

tem authentication admits all stations in the distribution system while shared key 

authentication relies on wired equivalent privacy (WEP) to demonstrate the knowl­

edge of a WEP encryption key. However, given that numerous security flaws [113] 

[152] render both methods vulnerable to attacks, they have been replaced by IEEE 

802.Hi [112], a standard designed to enhance 802.11 security aspects, by introducing 

key management and establishment mechanisms, along with encryption and authen­

tication improvements [152]. 

IEEE 802.Hi incorporates IEEE 802.IX [153] as its authentication enhancements. 

As IEEE 802.IX is commonly deployed in many IEEE 802 series standards and uses a 

remote authentication dial in user service (RADIUS) [115] server to manage authenti­

cation, authorization and accounting (AAA) related activities, re-authentication (in­

cluding authentication and reassociation) processes result in important delays. There­

fore, fast handoff schemes to reduce this lengthy latency have been proposed in the 

literature. An overview of fast authentication methods is provided in [113], most of 

which are designed for intra-extended service set (intra-ESS) handoffs. Some typical 

fast authentication methods are introduced in the following paragraphs. 

IEEE 802.Hi pre-authentication 

Specified in IEEE 802.Hi and designed for mobile stations already associated with an 

AP in the ESS, pre-authentication is launched by mobile stations which act as IEEE 

802. IX supplicant [153]. It allows mobile stations to authenticate multiple APs at 
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once [112], rendering authentication independent from roaming. 

The roaming station sends an EAPOL-start (extensible authentication protocol 

over LANs-start) message to the new AP via its associated AP. Then, the new AP acts 

as authenticator to initiate an IEEE 802. IX authentication process by transmitting 

an EAT'-request/identity (extensible authentication protocol request/identity) to the 

mobile station. 

Following that, the mobile station returns an EAT'-response/identity message to 

the new AP. Subsequently, the new AP forwards a RADIUS-access-request message to 

the authentication server which replies with a RADIUS-access-challenge. Thereafter, 

the new AP forwards this challenge text to the mobile station in an EAP-request/auth 

message. The mobile station then encrypts the challenge text using a shared secret 

with the authentication server, and transmits an EAP-response/auth to the new AP 

which forwards a RADIUS-access-request containing the encrypted challenge text to 

the authentication server. 

This server decrypts the challenge, which is then compared to the original. When 

identical, the server returns a RADIUS-access-accept message to the new AP, which, 

in turn, forwards an EAP-success message to the mobile station [113], [152]. Upon a 

successful 802. IX authentication, a shared secret is created and cached between the 

new AP and the mobile station. 

Briefly, pre-authentication allows mobile stations to prevent reassociation dur­

ing re-authentication, thus leading to significantly shorter delays. However, pre-

authentication also introduces new opportunities for denial of service (DoS) attacks 

and unnecessary burden on the authentication server [113]. 

Proactive key distribution schemes 

Proactive key distribution schemes, including the proactive neighbor caching (PNC) 

[151] and the selective neighbor caching schemes [154], are designed to reduce authen­

tication latency by pre-distributing key material one hop ahead of mobile stations' 

movement. Neighbor graphs are used to dynamically capture the mobility topology of 

a WLAN with the purpose of pre-distributing mobile stations' contexts to all neighbor 

APs [151]. The PNC scheme consists of pre-positioning mobile stations' contexts to 

all neighboring APs while SNC scheme pre-distributes the context to a set of selective 

APs, based on handoff probabilities. 

Figure 5.5 illustrates the proactive neighbor caching scheme. The symbol m/n 
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denotes APm operating on Channel n. When a mobile station associates with AP2l 

its context information is propagated to all neighboring APs, {APi, AP3, AP4}. When 

this mobile station handoffs to AP4, no additional authentication is required since AP4 

has received and cached the mobile station's credentials. Simultaneously, the mobile 

station's contexts are removed from other non-neighboring APs, i.e. AP\. When 

reassociation occurs, the context information is broadcasted to all neighbors of the 

APA. 
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Figure 5.5 The Proactive Neighbor Caching Scheme 

Figure 5.6 The Selective Neighbor Caching Scheme 

Figure 5.6 illustrates the selective neighbor caching scheme. The symbol m/n de­

notes APm operating on Channel n. Suppose that the predefined handoff probability 

threshold is 0.3. The SNC scheme allows mobile stations' contexts to be transferred 

to surrounding APs, whose handoff probabilities are equal to or greater than 0.3. 

When a mobile station associates with AP2, its context information is propagated to 

a set of selective neighboring APs, {AP3, AP$}, according to handoff probabilities. 
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As a result, when this mobile station handoffs to AP4, normal authentication is not 

required since AP4 has received and cached the mobile station's credentials. Simulta­

neously, the mobile station's contexts are removed from other non-neighboring APs. 

When reassociation occurs, the context information is broadcasted to AP^s selected 

neighbors {AP2, AP5}. If this mobile station continues roaming and handoffs to APi: 

it must perform legacy Re-authentication as AP3 has removed the related context. 

In a few words, proactive key distribution schemes can reduce re-authentication 

delays since mobile stations' contexts are transferred to neighboring APs during 

(re)association. However, these schemes result in high signaling overhead, especially 

in WLANs that contain a very dense population of mobile users. To reduce context 

transfer signaling costs in the PNC scheme, the SNC scheme adds neighbor weights to 

all edges of the neighbor graph. Neighbors' weight translates into handoff probabili­

ties for each neighboring AP and is generated by monitoring mobile stations' handoff 

patterns amongst APs. Using the SNC scheme, mobile stations' contexts are solely 

transferred to neighboring APs with higher handoff probabilities. The SNC scheme 

provides similar handoff performance when mobile stations handoff to a carefully-

selected AP. However, performance degradation is noticed when stations handoff to 

an AP without cached context. In addition, as handoff probabilities consist of vari­

able factors, the SNC scheme introduces additional complexity compared to the PNC 

scheme. 

The predictive authentication scheme 

A predictive authentication scheme is proposed to reduce re-authentication delays 

using frequent handoff regions (FHRs) [155]-[157]. This scheme is referred to as 

the FHR scheme in [11]. Mobile stations' authentication information is proactively 

distributed to multiple APs chosen by an FHR selection algorithm that considers the 

mobile stations' mobility patterns, service classes, etc. The FHR comprises a subset 

of adjacent APs most likely to be visited by mobile stations in the near future. The 

essence of the approach is that when a mobile station enters an AP's covered area, it 

performs authentication procedures for multiple APs in the FHR. As a result, when 

it handoffs to an AP in the specific FHR, re-authentication delays are eliminated as 

the mobile has already registered and authenticated this AP. 

Figure 5.7 depicts the operation of the FHR scheme. A mobile station is associated 

with AP2 and its corresponding FHR comprises {APi,AP2,APA}. The mobile sta-



136 

Figure 5.7 The Frequent Handoff Region Scheme 

tion's authentication information is propagated to these three APs. As a result, when 

the mobile handoffs to AP4l a further authentication procedure is not required, as 

the Authentication Server (AS) has already dispatched the station's context to AP4. 

When connected to AP4, the mobile station generates a new FHR {AP3, AP4, AP5}, 

and its pertaining authentication material is propagated to the APs in the new FHR 

by the AS. 

The FHR scheme is based on mobility predictions to dispatch mobile stations' 

authentication information to a set of APs in frequent handoff regions. Authentication 

delays are eliminated in cases where mobile stations handover to an AP within the 

FHR. However, as the FHR is based on centralized authentication, the authentication 

server creates bottleneck problems. 

5.3 Handoff related open research challenges 

Even though a collection of fast handoff schemes has been proposed for mobile stations 

roaming in WLANs, seamless mobility support remains an important and challenging 

issue. On the other hand, real-time service support for roaming users consists of 

another complex issue. So far, several IEEE working groups have pooled their efforts 

to improve the conventional IEEE 802.11 Standard: 802.lie strives to enhance quality 

of service (QoS) [158], 802.Hi to reinforce security [112], 802.llf to upgrade the 
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inter-access point protocol (IAPP) [114], 802.11k [159] to manage radio resources, 

802.l l r [160] to support fast roaming (transit), 802.21 [63] to improve handoff between 

heterogeneous wireless networks, etc. 

Regarding fast handoff support, the IEEE 802.l lr working group is drafting a 

protocol to facilitate the deployment of IP-based telephony over IEEE 802.11-enabled 

phones by speeding up handoffs between APs or cells in a WLAN. Moreover, as 

mobile devices with multiple interfaces emerge [161], a set of technical management 

issues needs to be taken into consideration to provide seamless connectivity from one 

interface to another. In this context, the IEEE 802.21 working group is standardizing 

a general interface to manage network interface cards as well as extending their work 

to hide network heterogeneity from end users. 

Supporting seamless mobility and users' demands on multimedia applications im­

ply that future WLAN handoff solutions must meet the following requirements: 

• Backward compatibility: As a number of WLANs have been deployed using 

IEEE 802.11b/g, new handoff solutions must be compatible with the current 

legacy WLAN systems [118]. 

• Application diversity: Various applications will be proposed for WLANs. Fu­

ture handoff schemes must be designed to meet users' demands for value-added 

services. 

• Integration with other heterogeneous networks: To expand the territory of wire­

less services, new fast handoff solutions will be designed to provide broader ra­

dio coverage and seamless service for WLAN co-located with cellular networks, 

wireless LAN-based mesh networks, etc. 

• Network-controlled handoff: The inherited IEEE 802.11 Standard requires hand-

offs to be managed, autonomously and independently, by each mobile station 

without pre-knowledge of the wireless environment. However, most current 

solutions pertain to mobile station-controlled handoffs. As wireless networks 

themselves are endowed with the capacity of leveraging considerable informa­

tion regarding their topology and station proximity, network-controlled handoff 

schemes will tend to be significantly more present in future proposals. 

• Continuous signal monitoring capacity: Since most cellular networks provide 

facilities with continuously monitoring signal quality between mobile stations 
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and all neighboring APs, future WLANs should develop these types of func­

tionalities for mobile stations, using multi-mode radio interfaces. 

• Load balancing: As overloaded APs cannot provide services to newly handoff 

mobile stations, new fast handoff scheme must introduce novel techniques to 

leverage the workload in wireless networks. Several load balancing solutions 

have been reported in the literature, such as cell-breathing [162] [163], yet fur­

ther progress is required for future handoff designs. 

• Handoff in a mixed architecture: Given that the inherited IEEE standard defines 

two architectural components, i.e. infrastructure and ad hoc mode; it is possible 

for mobile stations to operate with both modes simultaneously, using double 

radio interfaces. Thus, new fast handoff solutions will be valuable for handoffs 

in mixed architectures, such as ad hoc-assisted handoff scheme [164]. 

5.4 Proposed fast MAC layer handoff scheme 

Our research objective is to provide fast handoff support for mobile hosts roaming with 

ongoing real-time applications in wireless LANs. Hence, the main research motivation 

consists of minimizing handoff delays and packet loss rates caused by handoff. We 

assume that mobile stations (or nodes) can completely skip the handoff detection 

phase using any triggers provided by the physical layer. Such fact is confirmed through 

the experimental study conducted in [120]. Additionally, the proposed fast MAC layer 

handoff scheme consists of fast scanning process, which is described as follows: 

When the received signal strength is below a pre-defined threshold, the physical 

layer of a handoff mobile node (MN) sends a physical layer event notification (also 

called LI trigger) to the MAC layer. However, it is a challenging issue to define this 

threshold as this depends on the real-life practical circumstance and affected by the 

surrounding interferences. 

Upon receiving a trigger from the physical layer, an MN with ongoing real-time 

communication with a correspondent node (CN), launches a fast scanning procedure 

by analyzing its currently associated channel. In our algorithm, a channel analyzer 

module is defined and designed to store the current associated channel information. 

Then, the MN switches to the next channel and achieves wireless medium access 

control using normal channel access procedure, e.g. carrier sense multiple access 
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with collision avoidance (CSMA/CA). The MN broadcasts a probe request on the 

examined channel and starts a probe timer. Then, it listens to the channel, waiting 

for probe responses sent by APs within range. If no response is received before the 

MinChannelTime is reached, the MN switches to next channel and performs an 

active scanning. 

Once the first probe response is received, the MN immediately begins authentica­

tion with the AP that sent the response. This optimally minimizes the probe-waiting 

time on an examined channel. Upon successful authentication and reassociation, the 

MS completes the MAC layer (L2) handoff. 

The advantage of the proposed approach is that probe delays can be reduced 

significantly, while only a subset of the allowed channels is scanned aside from the 

minimal probe-waiting time on each examined channel. As a result, handoff latencies 

and packet losses are reduced for mobile hosts roaming with real-time applications in 

progress. This proposal applies to fast movement cases as well as those where mobile 

stations need to handoff as quickly as possible. In addition, it requires neither AP 

modifications (such as SyncScan) nor pre-knowledge of the wireless network topology 

(such as the neighbor graphs approach and the selective scanning plus AP caching 

schemes). Moreover, the addition of a second radio interface for each mobile station is 

unnecessary (unlike MultiScan). Furthermore, simulation results for handoff latencies 

and packet losses are obtained from the same test bed (unlike channel masks and AP 

caching techniques), guaranteeing the consistency and credibility of results. However, 

this proposal also includes certain limitations, such as the possibility that the mobile 

does not select the best AP at the moment of handoff. 

5.5 Performance evaluation 

To evaluate the performance, simulations were conducted with SimulX [165], a C + + 

simulator developed at Louis-Pasteur University in France. Especially designed for 

IEEE 802.11 networks, SimulX also provides mobility support in IPv6 networks. 

The IEEE 802.11b standard [110] with 14 channels, mobile IPv6 (MIPv6) protocol 

[7] and the selective scanning plus AP caching schemes were already implemented. 

Based on these codes, we implement the IEEE 802.11b standard with 11 channels, 

The standard IEEE 802.11b with Min during which a mobile station only waits for 

MinChannelTime on each examined channel, the neighbor graphs schemes and our 
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proposed fast L2 handoff solution. 

5.5.1 Network topology 

The investigated scenario consists of a Mobile Node (MN) moving inside a building 

at an average speed of lm/s, communicating with a CN that sends UDP packets 

every 20ms to emulate 64kbps pulse code modulated voice stream packetized into 

160 bytes. Figure 5.8 illustrates the simulation scenario. 

BSS4 

AM n CN 

BSS1 BSS3 

Figure 5.8 Network Topology Used for Simulation 

The radio range of each network entity (including MN, CN and AP) equals 12m. 

The MinChannelTime is set to 17ms and the MaxChannelTime is 38ms corre­

sponding to Cisco devices [119]. A Pi operates on the channel 1, AP2 on channel 6, 

APj, on channel 11 and AP4 on channel 6. The default beacon interval for each AP is 
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100ms. Five LANs with a 100Mbps capacity are present, and four WLANs of which 

the transmission rate ranging from 2 to 11Mbps. 

The MN performs three movements: from AP\ to AP2, then to AP3, before return­

ing to AP\. However, the following performance analysis is based on the simulation 

results of the last two movements as the MN performs a full scan for Selective Scanning 

plus Caching schemes and constructs neighbor graphs and non-overlapping graphs for 

the Neighbor Graphs approach during the first movement. Thus, the performance 

evaluation represents a fair comparison, as the first movement of the MN is excluded 

from the analysis. 

5.5.2 Simulation results 

Probe delays versus AP's capacity 

Figure 5.9 shows the relationship between probe delay and AP's capacity. Our pro­

posed scheme outperforms the other four handoff solutions: the IEEE 802.11b stan­

dard, the standard IEEE 802.11b with Min, the selective scanning plus AP caching 

(Selective + Caching) and the neighbor graphs approaches. This is because our pro­

posed scheme enables mobile stations to quickly terminate the scanning procedure 

once they finds an available AP to associate with. The average probe delay of the 

proposed scheme equals 35.70ms, compared to 210.20ms for the IEEE 802.11b stan­

dard, the performance gain is 83.02%; compared to 189.51ms for the standard with 

MinChannelTime (Min), the gain is 81.16%; compared to 55.51ms for the selective 

plus caching, the MN spends 35.69% less of probe delay; compared to 55.51ms for 

the Neighbor Graphs, the performance gain is 35.69%. 

Authentication delays versus AP's capacity 

Figure 5.10 shows authentication delay and AP's capacity. Authentication delay de­

creases rapidly as AP's capacity increases. Neighbor Graphs provides better per­

formance amongst all solutions. The average authentication delay is 1.57ms for 

the proposed scheme; 1.34ms for the standard IEEE 802.11b; 1.32ms for the se­

lective scanning plus AP caching schemes; 1.26ms for the standard 802.11b with 

MinChannelTime; 1.24ms for the neighbor graphs schemes. Although the proposed 

fast handoff scheme requires the most authentication delay, all the time differences 

are less than 0.4ms compared with other approaches. We explain this by the fact 
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Figure 5.9 Probe Delays vs. AP's Capacity 

j HStandard ^Standard with Min 

3.50 

3.00 

~ 2.50 
n • • • ~* &l 

I2" !&l 1* • 
£ 1.50 

1 1 0 ° 
f 
< 0.50 • 

0.00 . 

* . l l . . •• 

i l l i ' 

2 

BSelecIive + Caching » Neighbor Graphs s Proposed Scheme 

. 
' r * j '.. • - -"-

Mmi} 
5.5 9 

AP's Capacity (Mbps) 

: 

i 

> » • ! • * 

[Ml1. 
11 

Figure 5.10 Authentication Delays versus AP's Capacity 

that the processing time for executing the proposed scheme is a little bit longer than 

other solutions, since mobile nodes need to find their current associated channels at 

the moment of handoff. 

Reassociation delays versus AP's capacity 

Figure 5.11 shows the relationship between reassociation delay and AP's capacity. 

From the figure, we find that reassociation delay decreases rapidly as AP's capacity 

increases for both Standard with Min and the proposed scheme. Selective scanning 

plus AP Caching schemes deliver better performance amongst all the handoff solu­

tions. The average reassociation delay is 1.63ms; 1.65ms for the proposed fast handoff 

scheme and the standard IEEE 802.11b with Min (or MinChannelTime); 1.75ms 
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for the neighbor graphs approaches; 1.80ms for the standard IEEE 802.11b. 
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Figure 5.11 Reassociation Delays vs. AP's Capacity 
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Figure 5.12 L2 Handoff Latencies versus AP's Capacity 

L2 handoff latencies versus AP's capacity 

Figure 5.12 illustrates the relationship between L2 handoff latency and AP's capacity. 

The increasing of AP's capacity leads to shorter L2 handover latencies. This is because 

the time taken for exchanging frames between the MS and the involved APs becomes 

lower due to higher transmission rate of the AP. Our proposed scheme delivers better 

performance than the other four handoff schemes. The average L2 handover delay of 

our proposal is 38.92ms, compared to 213.34ms for the IEEE 802.11b standard, the 

reduction is 81.76%; compared to 192.41ms for the standard with MinChannelTime 
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(or Min), the reduction is 79.77%; compared to 58.46ms for the selective scanning 

plus AP caching schemes, the reduction is 33.42%; compared to 58.38ms for the 

neighbor graphs approaches, the optimization is 33.33%. 

L3 handoff delays with RO mode versus AP's capacity 

Figure 5.13 illustrates the relationship between L3 handoff latency and AP's capacity 

for MIPv6 with Route Optimization (RO) Mode. The increasing of AP's capacity 

leads to shorter L3 handover latencies. We explain this by the fact that L2 handoff 

delays are an important component of L3 handoff latency. As a result, the lower the 

L2 handoff delay, the shorter L3 handoff latency. Our proposed scheme delivers better 

performance among all schemes. The average L3 handover delay is 69.91ms, com­

pared to 273.33ms for the IEEE 802.11b standard, the performance gain is 74.42%; 

compared to 254.53ms for the standard with MinChannelTime (or Min), the gain is 

72.53%; compared to 125.27ms for the neighbor graphs approaches, the optimization 

is 44.19% compared to 123.45ms for the selective scanning plus AP caching schemes, 

the gain is 43.37%. 
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Figure 5.13 L3 Handoff Delays with RO Mode versus AP's Capacity 

L3 handoff delays without RO mode versus AP's capacity 

Figure 5.14 illustrates the relationship between L3 handoff latency and AP's capacity 

for MIPv6 without RO Mode. The increasing of AP's capacity leads to shorter L3 

handover latencies. We explain this by the fact that L2 handoff delays are an impor­

tant component of L3 handoff latency. As a result, the lower the L2 handoff delay, the 
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Figure 5.14 L3 Handoff Delays without RO Mode versus AP's Capacity 

shorter L3 handoff latency. Our proposed scheme delivers better performance among 

all schemes. The average L3 handover delay is 72.42ms, compared to 276.02ms for 

the IEEE 802.11b standard, the performance gain is 73.76%; compared to 257.18ms 

for the standard with MinChannelTime (or Min), the gain is 71.84%; compared to 

127.90ms for the neighbor graphs approaches, the optimization is 43.38% compared 

to 126.33ms for the selective scanning plus AP caching schemes, the gain is 42.68%. 

Packet loss rate versus AP's capacity 

Figure 5.15 shows the relationship between packet loss rate and AP's capacity. Packet 

loss rate is defined as a ratio of the number of lost packets over the total number of 

transmitted packets at the application layer. Again, our proposed solution yields bet­

ter performance than other schemes. The average packet loss rate for the proposed 

scheme equals 1.39%, compared to 2.55% for the IEEE 802.11b standard, the perfor­

mance gain is 45.49%; compared to 2.29% for the standard with MinChannelTime 

(Min), the optimization is 39.34%; compared to 1.94% for the selective scanning plus 

AP caching schemes, the reduction is 28.39%; compared to 1.72% for the neighbor 

graphs approach, the reduction is 19.57%. To maintain VoIP quality, the packet loss 

rate should be at or below 3% [166], thus our proposed fast handoff solution can meet 

this requirement. 
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Figure 5.15 Packet Loss Rate versus AP's Capacity 

5.6 Conclusion 

This chapter first provides a survey of link-layer fast handoff schemes for mobile 

hosts roaming in WLANs. As shown above, providing seamless mobility and sup­

porting real-time applications represent challenging issues for WLANs. To resolve 

this issue, this chapter also proposes a new MAC layer fast handoff scheme for mo­

bile stations roaming in WLANs. Such scheme consists of minimizing the number 

of scanning channels and reducing the probe-waiting time on each examined channel 

to an optimal. To evaluate the efficiency of our proposal, we conduct simulations 

using the simulator SimulX. Simulation results show that our proposal deliver better 

performance than the handoff process of the standard IEEE 802.11b, the standard 

with MinChannelTime of which mobile stations only wait for MinChannelTime on 

each probed channel, selective scanning and AP caching techniques and the neighbor 

graphs approaches. 

On the other hand, IEEE 802.11 Standard working groups are currently striving 

to enhance and standardize fast handoff management. Novel handoff approaches that 

meet the aforementioned design requirements (presented in Section 5.3) represent a 

promising field of research in the near future. 



147 

CHAPTER 6 

CONCLUSION 

This thesis proposes a new Access Router Tunneling Protocol (ARTP) to enable 

communication service provider to support seamless roaming for users coming from 

other service providers. Furthermore, a novel integrated architecture is designed for 

next-generation heterogeneous wireless networks. Based on the designed architecture, 

seamless handoff management schemes are proposed to facilitate IP layer (or layer 

three (L3)) mobility support with QoS provisioning. To evaluate the performance of 

the proposal, we employ analytical models to investigate the impact of various wireless 

system parameters on the handoff process. Moreover, simulations are carried out with 

OPNET Modeler v. 12.0 to study the performance of seamless handoff procedures. 

In addition, since MAC layer (or layer two (L2)) handoff latency is an important 

component of L3 handoff delays, we also propose new fast MAC layer handoff schemes 

for MIPv6/WLANs environments in this thesis. And performance evaluation is done 

through simulations with the simulator SimulX. Major contributions of this research 

work are summarized in Section 5.1. Based on the results of this research, Section 

5.2 identifies the limitations of this work and outlines the promising research areas 

within which future works may be expected. 

6.1 Summary of contributions 

This research makes four contributions to the state of the art in research in mobility 

management for next-generation heterogeneous wireless networks: 

• Access Router Tunneling Protocol (ARTP) 

• New integrated architecture for next-generation wireless networks 

• Seamless handoff schemes for mobile IPv6-based wireless networks 

• Fast MAC layer handoff scheme for MIPv6/WLANs environments 

We summarize these four contributions individually in the following subsections. 
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6.1.1 Access router tunneling protocol 

Access Router Tunneling Protocol (ARTP) enables mobile service providers to en­

large their business scope through offering communication services to subscribers from 

other operators. In addition, such protocol is used to establish bidirectional secure 

tunnels between adjacent radio access networks before actual handoff. Service Level 

Agreements (SLAs) are made between the involved operators. Within an SLA, certain 

QoS related parameters as well as security aspects are specified for each configured 

tunnel. As a result, ongoing multimedia sessions during handoff are guaranteed with 

QoS through pre-configured tunnels. This improves session quality and satisfies the 

mobile users' needs. 

6.1.2 New integrated architecture 

So far, disparate wireless networks have been deployed in the market, and these 

networks are expected to integrate with each other to provide ubiquitous and high 

data-rate services to roaming users. In this context, we propose a new integrated ar­

chitecture to support fast and seamless roaming in next-generation wireless networks. 

The new architecture integrates different wireless communication systems using IPv6 

as interconnection protocol. Besides, new network entities are introduced into the 

proposed architecture, such as eMAP and eHAAA. 

6.1.3 Seamless handoff schemes 

Classical mobility management protocols are not suitable for seamless roaming and 

QoS provisioning, we propose newT seamless handoff schemes for mobile IPv6-based 

wireless networks. Such schemes consist of enabling mobile users to utilize their pre­

vious valid IP addresses in a new visiting network, and employ the pre-configured 

bidirectional tunnels during handoff. By doing so, new routing functionalities are 

added into access router. As a consequence, the new access router can provide rout­

ing services to mobile nodes that come from a trusted neighborhood. To evaluate the 

performance, we adopt two analytical models to investigate handoff related signal­

ing costs, packet delivery costs and total costs, and analyze various wireless system 

parameters such as cell residence time, user velocity, cell size, domain size, session 

arrival rate, wireless link cost, session-to-mobility ratio on these costs. Additionally, 



149 

simulations are carried out with OPNET Modeler v. 12.0. Both numerical results 

and simulation results show that the proposed seamless handoff schemes yield better 

performance than MIPv6 and its enhancements. 

6.1.4 Fast MAC layer handoff scheme 

IEEE 802.11-based Wireless Local Area Networks (WLANs) are experiencing rapid 

growth these days. However, the legacy standard cannot provide enough support for 

mobility management, in particular, handoff management. Therefore, we propose a 

fast handoff scheme in an MIPv6/WLANs environment for MAC layer mobility man­

agement. The new approach consists of minimizing the number of probed channels 

during handoff and reducing the probe-waiting time on each examined channel. Per­

formance evaluation is carried out through simulations with the simulator SimulX. 

Of which, the results show that our proposal deliver better performance than the 

Standard IEEE 802.11b, the Standard IEEE 802.11b with MinChannelTime, and 

two well-documented solutions in the literature: Selective scanning plus AP caching 

techniques and the Neighbor Graphs mechanisms. 

6.2 Limitations of the thesis 

Even though the proposed SMIPv6 schemes deliver better performance than MIPvG 

and its enhancements such as HMIPv6, FMIPv6, F-HMIPv6, we find that such 

schemes are always host-centric. In other words, they require mobile nodes to signal 

mobility management to their home agents and all active correspondent nodes. How­

ever, in case where a mobile node has no capability to transmit the mobility related 

signaling, host-centric mobility management protocols will be no longer functional. 

This is one of the limitations of this research work, as SMIPv6 schemes present a 

host-centric solution. In other words, the proposed seamless handoff schemes SMIPv6 

require mobile nodes possessing the capability of sending binding update messages to 

their home agents or all active correspondent nodes. In case where the mobile has 

no such capability, SMIPv6 schemes cannot function properly. Under the circum­

stances, the interworking with proxy mobile IPv6 (PMIPv6) needs to be taken into 

consideration in the near future. 

Since performance is evaluated through analytical models and simulations, the 
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utility of SMIPv6 protocol cannot be fully implemented. More specifically, simula­

tions are conducted only for the case of predictive SMIPv6. We cannot compare 

the simulation results with those of HMIPv6, FMIPv6 and F-HMIPv6 since OPNET 

Modeler has not implemented these handoff management schemes. On the other 

hand, using analytical models, we analyze different wireless system parameters, such 

as user density, user velocity, domain size, session to mobility ratio on the handoff 

performance. The numerical results show that these parameters of wireless systems 

have an important impact on the system performance. But how to select the values of 

parameters that allow the SMIPv6 to reach the goal of total seamless is a challenging 

issue. 

In addition, this thesis focuses on mobility management issue in next-generation 

wireless networks. However, in reality, each time before a mobile user obtains the 

services, it is necessary to undergo an authentication process. This results in longer 

and additional authentication delays during handoff. On the other hand, different 

wireless systems utilize different authentication protocol. The integration and inter-

working of these authentication mechanisms are a difficult issue. As a result, new fast 

authentication mechanisms are required along with seamless mobility management. 

This thesis also proposes a novel access router tunneling protocol, which allows 

routers to pre-configure bidirectional secure tunnels before actual handoff. Moreover, 

such tunnels are utilized to guarantee certain quality of service for ongoing multi­

media sessions during handoff. However, it is hard to implement this protocol as 

programmable routers are required to add new routing functionalities. This is one of 

the limitations of this research work. The difficulty of implementation also leads to 

the impossibility of evaluating the performance of this protocol. 

This thesis also proposes a new integrated architecture for next-generation het­

erogeneous wireless networks. As seen, most of the proposed integrated architectures 

have exploited analytical models to evaluate the performance. However, as analytical 

models are always based on a number of assumptions, this makes the obtained nu­

merical results questionable. Hence, implementation through setup real testbeds will 

be preferable in the near future. 
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6.3 Future work 

Several open research issues are seeking for future research. Since new MIPv6-oriented 

enhancements are brought to the working items within the IETF working groups every 

day at every moment, we believe that new seamless handoff management protocols 

are required to not only reduce handoff latencies but also to minimize packet losses 

caused by the handoff process. 

According to the limitations of SMIPvG, the integration and interworking between 

SMIPv6 and PMIPv6 will be taken into account in the near future. This prospective 

topic aims to resolve the problem when a mobile host cannot signal its mobility to 

the home agent or any peer node. PMIPvG defines the way of using mobile access 

gateway to signal mobility management on behalf of the associated mobile nodes, it is 

possible for SMIPv6 to employ such access gateway for the purpose of signalization. 

In other words, the functionalities of mobile access gateway can be added into access 

router in the SMIPv6-based wireless systems. 

Besides the seamless mobility management issue, new integrated authentication 

protocol is required to reduce the delays during handoff. This protocol should be 

combined with SMIPv6, together to guarantee session continuity and seamless handoff 

management. 

As the implementation of access router tunneling protocol is a hard issue to resolve, 

in the near future, virtual access router (or node) can be developed in order to evaluate 

the performance of using this protocol. Such virtual access router should implement 

the tables such as Neighbor Table, Forwarding Tunnel Table, Reverse Tunnel Table, 

Tunneling Key Table, etc. In addition, new routing policies will be added into the 

virtual access router. 
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