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[1] Quiet auroral arcs formation has been investigated theoretically and numerically in a
self‐consistent dynamic way. By using a three‐dimensional magneto‐hydro‐dynamics
simulation of a dipole magnetosphere‐ionosphere coupling system, it is shown that
multiple longitudinally striated structures of the ionospheric plasma density and the
field‐aligned current are formed, resulting from nonlinear feedback instability. The areas
where these structures appear are consistent with the prediction by the integrated
feedback theory that includes the effects of the spatially non‐uniform electric field
and non‐uniform plasma density. Effects of the difference of the field line lengths between
the ionosphere and the magnetospheric equator over the auroral latitudes are also
discussed on the feedback instability.

Citation: Hasegawa, H., N. Ohno, and T. Sato (2010), Simulation of feedback instability in the coupled magnetosphere‐
ionosphere system, J. Geophys. Res., 115, A08304, doi:10.1029/2009JA015093.

1. Introduction

[2] Formation of quiet auroral arcs was investigated the-
oretically based on different models of the magnetosphere‐
ionosphere (M‐I) coupling system by many authors
[Atkinson, 1970; Ogawa and Sato, 1971; Sato and Holzer,
1973; Holzer and Sato, 1973] in 1970s. Then, Sato [1978]
integrated these studies and concluded that a quiet auroral
arc is formed by a feedback instability that arises sponta-
neously between the inductive magnetosphere and the dis-
sipative ionosphere. In the vicinity of the magnetospheric
equator, the plasma convection flow can be generated by the
solar wind as shown in Figure 1. The region 1 current
system between the magnetosphere and the ionosphere
[Iijima and Potemra, 1976; Sato and Iijima, 1979] is
expected to be formed by the electric charges (electric
potential) which are induced by the magnetospheric plasma
convection flow. In such a global convection‐current
system, a feedback instability can be produced as a result
of the resonance of the ionospheric electrostatic wave with
the magnetospheric Alfvén wave.
[3] Further, the ionospheric feedback instability has been

studied by many authors. While Sato [1978] assumed that
the ionospheric dynamics is described by the height‐
integrated ionospheric equations and ignored the curvature of
the magnetospheric field line, Trakhtengertz and Feldstein

[1984] considered the actual height profile of charge parti-
cles velocity in the ionosphere and the curvature of the field
line. Also, Lysak [1986, 1988, 1991] showed that the gra-
dient in the Alfvén speed profile has an influence on the
propagation of the Alfvén waves and that a locally resonant
feedback instability is produced by the inhomogeneity of the
Alfvén speed, which was not considered by Sato [1978].
[4] So far, a number of two‐dimensional magneto‐hydro‐

dynamics (MHD) simulations for the ionospheric feedback
instability have been carried out [Lysak and Song, 2002;
Pokhotelov et al., 2002a, 2002b; Streltsov and Lotko, 2003,
2004; Lu et al., 2008]. Some results of these simulations are
in good agreement with observational studies about a sea-
sonal variation of discrete aurorae and a relation between
solar activity and aurorae [Newell et al., 1996, 1998]. Also,
other ionospheric phenomena which are expected to be
described by the feedback instability were observed [Nilsson
et al., 2005; Chaston et al., 2006; Kozlovsky et al., 2007].
[5] However, in such two‐dimensional simulations, the

longitudinal dynamics and the effect of the Hall conduc-
tivity are ignored. On the other hand, three‐dimensional
MHD simulations on the basis of the feedback theory include
them and have been carried out in order to demonstrate
the formation of quiet auroral arcs [Watanabe et al., 1986;
Watanabe and Sato, 1988;Watanabe et al., 1993].Watanabe
et al. [1986] developed a three‐dimensional MHD code that
adopted a radially extending monopole field system and
showed generation of a region 1 current system for a twin‐
vortex convection flow in the magnetospheric equatorial
plane and then the appearance of Heppner’s ionospheric
electric field pattern over the polar cap region [Heppner,
1977]. In the work of Watanabe and Sato [1988], by using
the same code, it is shown that longitudinally striated struc-
tures of the field‐aligned current and the ionospheric plasma
density were generated by the feedback instability.
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[6] In those studies, however, the curvature of the mag-
netospheric field line was neglected. Further, the length of
the field line from the ionosphere to the magnetospheric
equator was assumed to be uniform everywhere. Most sig-
nificantly, the generation of high energy auroral electrons
along the field lines is treated as a very simple parameterized
model without solving the particle acceleration microscopic
process.
[7] In a recent paper [Sato et al., 2009], a self‐consistent

holistic simulation has been successfully carried out based
on the Macro‐Micro Interlocked (MMI) algorithm [Sato,
2005]. A three‐dimensional dipole geomagnetic field
represented on the dipole coordinates [Kageyama et al.,
2006] was adopted in the numerical model.
[8] This paper describes the integrated theory of the

feedback instability and presents detailed results and the
robustness of the MHD (macroscopic) simulation (without
microscopic processes) from Sato et al. [2009]. In section 2,
we review the theory of the feedback instability. The effects
of the non‐uniform ionospheric electric field, the non‐
uniform ionospheric plasma density, and the non‐uniform
field line length on the instability are discussed. In section 3,
after describing the numerical model of the three‐
dimensional dipole M‐I coupling system, we present the
results and the implications of the simulation runs. It is
interesting to note that longitudinally striated structures have
beautifully grown. The distribution of these structures is in
good agreement with that of the theoretically predicted
growth rate. We then examine the dependence of the
instability on the Pedersen mobility, i.e., the ionospheric
density. In section 4, we summarize our work.

2. Feedback Instability

2.1. Theory of Feedback Instability

[9] First, we briefly review Sato’s feedback instability
theory [Sato, 1978].
[10] The continuity equation of the ionospheric plasma

density is given as

@n

@t
þ E? � B0

jB0j2
� r?n ¼ jk

eh
� �ðn2 � n20Þ: ð1Þ

[11] The current continuity equation is

r? � I? ¼ �jk: ð2Þ

[12] The height‐integrated ionospheric current I? is given
by

I? ¼ ehMPE?n� ehMH
E? � B0

jB0j n: ð3Þ

[13] The response equation is expressed by [Sato, 1978;
Miura and Sato, 1980, Appendix A]

r2
?FISð¼ �r? � E?Þ ¼ �Zjk: ð4Þ

[14] Here, E?, B0, and n are the ionospheric electric field,
the geomagnetic field, and the ionospheric plasma number
density, respectively; jk is the field‐aligned current density
at the ionosphere height; e is the electronic charge; h is the
effective height range of the ionospheric region of interest;
a is the recombination coefficient; MP and MH are the
Pedersen and Hall mobilities, respectively; FIS is the iono-
spheric electric potential; Z is the magnetospheric imped-
ance. The subscript ? refers to quantities or operators which
are on the perpendicular surface to the geomagnetic field.
We assume the Cartesian coordinates as shown in Figure 2,
that is, the positive x axis is directed upward along the field
line, the positive y axis toward the equator, and the positive
z axis toward the east. Further, we suppose that the iono-
spheric electric field induced by the convection flow and the
region 1 current system are constant and that they satisfy the
above equations.
[15] Next, we consider the small difference from this

equilibrium state. Here, we assume that the longitudinal
difference is negligible, i.e., ∂/∂z� ∂/∂y. Thus, the ionospheric
electrostatic waves can only propagate along the y axis and the
perturbed component of Ez does not arise. Omitting second
order terms, we can rewrite equations (1)–(4) as

@n1
@t

¼ jk1
eh

� 2�n0n1; ð5Þ

@Iy1
@y

¼ �jk1; ð6Þ

Iy1 ¼ ehMPðEy0n1 þ Ey1n0Þ þ ehMHEz0n1; ð7Þ

@Ey1

@y
¼ Zjk1; ð8Þ

Figure 1. Schematic diagram showing geometry of the
coupled magnetosphere‐ionosphere system.

Figure 2. Schematic diagram of system for theoretical
model.
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where the reference frame moves with the electric drift
velocity, VE×B

y = −Ez0/∣B0∣, in the y direction. The subscripts 0
and 1 indicate equilibrium and perturbed quantities,
respectively.
[16] Assuming that the perturbed quantities are propor-

tional to exp[i(wt − ky)], we find that linearization of
equations (5)–(8) yields the dispersion relation as

! ¼ 1þ �

1þ Z

R

MPEy0k þ 2i�n0; ð9Þ

where s and R are defined by

� ¼ MHEz0

MPEy0
; ð10Þ

R ¼ 1

ehMPn0
; ð11Þ

respectively. The magnetospheric impedance Z is approxi-
mately given by [Sato, 1978; Miura and Sato, 1980]

Z ¼ �i�0vA cotðkklÞ; ð12Þ

where m0 is the permeability; vA is the Alfvén speed; kk is
the wave number of the Alfvén wave propagating along the
magnetic field; l is the length of the field line from the
ionosphere to the magnetospheric equator; p/2 < kkl < p.
From equations (9) and (12), we obtain

Reð!Þ � W ¼ 1

1þ �2
ð1þ �ÞMPEy0k; ð13Þ

�Imð!Þ � G ¼ �

1þ �2
ð1þ �ÞMPEy0k � 2�n0; ð14Þ

where,

� ¼ ImðZÞ
R

¼ ��0vA
R

cotðkklÞ: ð15Þ

[17] Because W > 0, the ionospheric electrostatic wave
propagates to the direction of Ey0 when s > −1.
[18] At any k, equation (14) indicates that the growth rate

of the feedback instability, G, has a maximum value, Gmax,
when z = 1.
[19] On the other hand, since W is also the frequency of

the magnetospheric Alfvén wave, W at G = Gmax (i.e., z = 1)
can be given as

Wmax ¼ vAkk

¼ vA
l
cot�1 � R

�0vA

� �
: ð16Þ

[20] Using equations (13) and (16), we obtain the maxi-
mum growth rate as

Gmax ¼ Wmax � 2�n0

¼ vA
l
cot�1 � R

�0vA

� �
� 2�n0: ð17Þ

2.2. Effects of Non‐Uniform Electric Field
and Plasma Density

[21] So far, while the dependence of the feedback insta-
bility on an equilibrium ionospheric background conduc-
tivity which is spatially uniform has been studied by many
authors [e.g., Lysak, 1986, 1991], the effects of gradients of
equilibrium ionospheric electric field and conductivity have
been ignored in many cases. Here, we consider the effects of
the non‐uniform ionospheric electric field and the non‐
uniform ionospheric plasma density. In order to investigate
these effects, ∂Ey0/∂y and ∂n0/∂y (i.e., the spatial non‐
uniformity of the equilibrium quantities) are not removed at
substitution of equation (7) into equation (6). Then, we
obtain

! ¼ 1þ �þ i"

1þ Z

R
ð1þ i�Þ

MPEy0k þ 2i�n0; ð18Þ

where " and n are defined by

" ¼ 1

kEy0

@Ey0

@y
; ð19Þ

� ¼ 1

kn0

@n0
@y

; ð20Þ

respectively. From equations (12) and (18), we obtain

Reð!Þ � W ¼ Fð~"; �; �Þð1þ �ÞMPEy0k; ð21Þ

�Imð!Þ � G ¼ Gð~"; �; �Þð1þ �ÞMPEy0k � 2�n0; ð22Þ

where,

Fð~"; �; �Þ ¼ 1þ ð~"� �Þ�
1� 2�� þ ð1þ �2Þ�2 ; ð23Þ

Gð~"; �; �Þ ¼ ð1þ ~"�Þ� � ~"

1� 2�� þ ð1þ �2Þ�2 ; ð24Þ

~" ¼ "

1þ �
: ð25Þ

Because W > 0, the ionospheric electrostatic wave propa-
gates to the direction of Ey0 when F(~", n, z) > 0 and s > −1.
[22] At any k, equation (22) indicates that the growth rate

of the feedback instability, G, has a maximum value when
G also is maximum. When G becomes maximum, z are
given by

�max ¼ 1

1þ ~"�
~"þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ~"2

1þ �2

r !
: ð26Þ

Here, we show the dependence of zmax on ~" and n in
Figure 3a. This panel indicates that zmax increases with
increasing ~", that is, the magnetospheric inductance which is
required for the field‐aligned current growth decreases with
decreasing ~". This fact means that the instability arises more
frequently at the smaller ~".
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[23] From Figure 3b which represents the dependence of
F(zmax) on ~" and n, we find that F(zmax) > 0 in the region of
∣~"∣ < 1 and ∣n∣ < 1. Accordingly, the ionospheric electro-
static wave propagates to the direction of Ey0 at z = zmax.
[24] Further, Figure 3c shows the dependence of G(zmax)

on ~" and n. Figure 3c indicates that G(zmax) becomes larger
as ~" decreases or as n increases. This is explained by using a
following equation:

@n1
@t

¼ �MPn1
@Ey0

@y
�MPEy1

@n0
@y

� ðMPEy0 þMHEz0Þ @n1
@y

�MPn0
@Ey1

@y
� 2�n0n1; ð27Þ

which is derived from the elimination of jk1 from equations
(5)–(7). The first term in the right‐hand side of equation (27)
indicates that the growth rate increases as " decreases. The
phase difference between Ey1 in the second term in the right‐
hand side of equation (27) and n1 must be p (or 0) in the
case of k > 0 (or k < 0). Consequently, at k > 0 (or k < 0), the
growth rate increases with increasing (or decreasing) ∂n0/∂y,
that is, increasing n.

[25] On the other hand, W can be given as

W ¼ vAkk

¼ vA
l
cot�1 �� R

�0vA

� �
: ð28Þ

Thus, the wave number k should satisfy

Fð~"; �; �Þð1þ �ÞMPEy0k ¼ vA
l
cot�1 �� R

�0vA

� �
: ð29Þ

Using equations (21) and (28), we can rewrite equation (22)
as

G ¼ Gð~"; �; �Þ
Fð~"; �; �ÞW� 2�n0

¼ Gð~"; �; �Þ
Fð~"; �; �Þ

vA
l
cot�1 �� R

�0vA

� �
� 2�n0: ð30Þ

[26] Figure 3d shows the dependence of G (zmax) on ~" and
n. Here, G (zmax) is obtained by substitution of z = zmax into
equation (30). The parameters in Figure 3d are as follows.
The Alfvén speed is vA = 1.0 × 106 [ms−1]. The length of the
field line is l = 7.2 × 107 [m]. The effective height of the
ionosphere is h = 1.2 × 104 [m]. The Pedersen mobility is
MP = 1.6 × 104 [m2 s−1 V−1]. The recombination coefficient

Figure 3. Dependence of quantities (a) zmax, (b) F(zmax), (c) G(zmax), and (d) G(zmax) on ~" and n.
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is a = 3.0 × 10−13 [m3 s−1]. The equilibrium ionospheric
plasma density is n0 = 3.0 × 1010 [m−3]. This panel also
shows a trend similar to that in Figure 3c.

2.3. Effect of Non‐Uniform Field Line Length

[27] Actually, because l depends on y, i.e., on the latitude,
propagating waves may go into the region where the growth
condition is not satisfied. In order to investigate the effect of
the spatially non‐uniform l on the instability, we consider
the change of k with propagation of a wave which has a
constant frequency W0 = vAkk0. From equation (21), the
wave number of the ionospheric electrostatic wave is
given as

k ¼ W0

Fð~"; �; �Þð1þ �ÞMPEy0
: ð31Þ

Thus, the derivative of k with respect to y is obtained as

@k

@y
¼ 2½ð1þ �2Þ� � ��Fð~"; �; �Þ � ~"þ �

� ��

� �0vA
R

þ R

�0vA
�2

� �
kk0

@l

@y
þ k��

� 	

� k~"½1þ ð"� �Þ��



k

1þ ð~"� �Þ� ; ð32Þ

where the dependence of " and n on y is neglected. Partic-
ularly, when " = 0 and n = 0, equation (32) is rewritten as

@k

@y
¼ 2�k

1þ �2
�0vA
R

þ R

�0vA
�2

� �
kk0

@l

@y
: ð33Þ

From equation (33), we have the change rate of k per unit
time as

1

k

@k

@t
¼ 1

k

@y

@t

@k

@y

¼ 1

k

W0

k

@k

@y
¼ ð1þ �ÞMPEy0kk0

@l

@y

� 2�

1þ �2
�0vA
R

þ R

�0vA
�2

� �� 	
: ð34Þ

This change rate becomes maximum at

� ¼ 3

2
1� �20v

2
A

R2

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9

4
1� �20v

2
A

R2

� �2

þ�20v
2
A

R2

s2
4

3
5
1=2

: ð35Þ

By using the same parameters as in Figure 3d, equation (35)
yields z = 0.87. Since zmax = 1 when " = 0 and n = 0, the
change rate of k is larger at the vicinity of zmax. Assuming
that z = 1, s = 0, Ey0 = −0.1 [V/m], ∂l/∂y = −8 × 10, kk0l ∼ 2,
and l = 7.2 × 107 [m], the absolute value of k increases by
0.36% per unit time. In other words, ∣k∣ increases twice per
about 200 s. Because of such a dependence of l on the lat-
itude, z may be smaller than zmax in actual waves. And then,
from equations (22) and (24), it is expected that the growth
rate decreases with decreasing z.

3. Simulation Studies

[28] We now study the quiet auroral arc formation by the
feedback instability in such a realistic system as has a dipole
geomagnetic field by means of a three‐dimensional MHD
simulation code. In this section, we mention the numerical
model of the three‐dimensional dipole M‐I coupling system
and show the results of the simulation runs.

3.1. Model and Procedure

[29] In our simulation code, we adopted the three‐dimen-
sional dipole coordinates [Kageyama et al., 2006] in order to
express a dipole geomagnetic field. The simulation region is
confined by the ionospheric auroral zone (the region 1
auroral oval) which is from the latitude 70.0° to 72.3°, the
magnetospheric equatorial plane, and surfaces which are
made from the geomagnetic field lines connected to the
poleward and equatorward boundaries of the auroral zone.
[30] Here, we define y as the direction from the ionosphere

to the magnetospheric equator along the geomagnetic field, c
as the direction toward the equator along the meridian, and �
as the direction toward the east along the parallel of latitude.
The grid numbers in the y, c, and � directions are 1279, 66,
and 256, respectively. Figure 4 is the schematic view which
represents the simulation region and the grid system.
[31] Magnetospheric dynamics are described by one‐fluid

MHD equations,

@B
@t

¼ �r� E; ð36Þ

@ð�0vÞ
@t

¼ �r � ð�0vvÞ þ j � B; ð37Þ

E ¼ �v� B; ð38Þ

�0j ¼ r� B; ð39Þ

where B, E, v, j, and r are the magnetic field, the electric
field, the velocity of the plasma flow, the current density,
and the mass density, respectively. The mass density r is
supposed to be constant as r = r0 where r0 is given as
Alfvén speed vA is spatially uniform (the validity of this
assumption is discussed by Watanabe et al. [1993]).
[32] The dipole geomagnetic field is given by

B 0ð ; 	Þ ¼ 1þ 3 cos2½
ð ; 	Þ�
1þ 3 cos2½
ð0; 	midÞ�
� �1=2

� RE

jrð ; 	Þj
� �3

BIS: ð40Þ

Figure 4. Schematic view showing grid system.

HASEGAWA ET AL.: SIMULATION OF FEEDBACK INSTABILITY A08304A08304

5 of 10



Here, RE is the earth radius; r is the radius vector from the
center of the earth to an arbitrary point; 
 is the angle
between the polar axis and r; “y = 0” refers to the boundary
at the ionosphere; cmid represents the midpoint in the c
direction in the simulation region; BIS is the geomagnetic
field at the ionosphere height as BIS = By0(0, cmid).
[33] At the latitudinal boundaries, any plasma flows,

electric currents, and Alfvén waves across the boundaries
are prohibited. Accordingly, the boundary conditions at c =
cmax and c = cmin are given by [Watanabe et al., 1986]

B	 ¼ 0; ð41Þ

ðr � BÞ ¼ 0; ð42Þ

ðr � BÞ� ¼ 0; ð43Þ

v	 ¼ 0; ð44Þ

ðr � vÞ ¼ 0; ð45Þ

ðr � vÞ� ¼ 0: ð46Þ

[34] At the magnetospheric equatorial plane, a twin‐
vortex convection flow is supplied permanently as a
boundary condition. This plasma convection sustains a
region 1 current system (see Figure 1). The convection flow

velocity and the consistent equatorial electric field are pro-
duced by an equatorial potential,

FEqð	; �Þ ¼ �YðrÞ sin�; ð47Þ

where r = ∣r(ymax, c)∣; “y = ymax” refers to the boundary at
the magnetospheric equator; “� = 0 (or � = 2p)” represents
the direction to the sun (i.e., 12:00 local time). The profile of
Y (r) is presented in Figure 5. It is supposed that the
maximum of the equatorial potential is 10 kV as shown in
Figure 5. The potential profile Y (r) is obtained numerically
as it satisfies equations (44) and (45) at c = cmax and
c = cmin. Further, we assume that ∂B/∂t = 0 at y = ymax.
[35] At the ionospheric boundary (y = 0), the elliptic

partial differential equation of FIS,

r? � ehMPnðr?FISÞ þ ehMHn
B0 � ðr?FISÞ

jB0j
� �

¼ jk; ð48Þ

which is obtained by substitution of equation (3) into
equation (2) is solved every time step. Here, jk is given as
jk = jy (0, c, �). And then, the electric field E(0, c, �) and
the flow velocity v(0, c, �) are supplied as

Eð0; 	; �Þ ¼ �r?FISð	; �Þ; ð49Þ

and

vð0; 	; �Þ ¼ � ½r?FISð	; �Þ� � B0

jB0j2
; ð50Þ

respectively.
[36] Additionally, the time evolution of the ionospheric

plasma density is calculated by integration of the iono-
spheric plasma density continuity equation,

@n

@t
¼ �E? � B0

jB0j2
� r?nþ

jk
eh

� �ðn2 � n20Þ: ð51Þ

Here, it is assumed that ionospheric cold electrons would
not escape to the magnetosphere. Accordingly, the jk term in
equation (51) is only considered at jk > 0. Since the iono-
spheric plasma density depends on time, the ionospheric
Pedersen and Hall conductivities (eMPn and eMHn) also
change temporally.
[37] These governing equations are transformed into the

finite difference equations. Time integration is carried out
by the forth‐order Runge‐Kutta‐Gill (RKG) method
[Watanabe and Sato, 1990].

Figure 5. Profile of the equatorial potential.

Figure 6. (a) Potential, (b) field‐aligned current density, and (c) plasma density distributions at the
ionosphere height at the quasi‐steady state.
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[38] The simulation parameters are as follows. The Alfvén
speed is vA = 1.0 × 106 [ms−1]. The geomagnetic field
strength at the ionosphere height is BIS = −3.1 × 10−5 [T].
The earth radius is RE = 6.37 × 106 [m]. The effective height
of the ionosphere is h = 1.2 × 104 [m]. The recombination
coefficient is a = 3.0 × 10−13 [m3 s−1]. The Pedersen and
Hall mobilities are MP = 1.6 × 104 [m2 s−1 V−1] and MH =
3.2 × 104 [m2 s−1 V−1], respectively. The initial ionospheric
plasma density is uniform as nini = 3.0 × 1010 [m−3]. Thus,
the initial ionospheric Pedersen and Hall conductivities
(eMPnini and eMHnini) are also uniform. The time step is
Dt = 2.9 × 10−3 [s].
[39] Here, we define the Alfvén transit time tA which is

the time for propagation of an Alfvén wave from the mag-
netospheric equator to the ionosphere. In this paper, tA =
lmax/vA = 88.7 [s] where lmax is the length of the geomag-
netic field line between y = 0 and y = ymax at c = cmin.

3.2. Simulation Results

[40] First, we solved the governing equations without the
time evolution of the ionospheric plasma density (i.e.,
equation (51)) for 2,636 s (≈ 30tA). Next, supplementing
equation (1), we computed the evolution for 527 s (≈ 6tA).
Consequently, we have the quasi‐steady state as shown in
Figure 6. Figures 6a, 6b, and 6c represent the distributions
of the ionospheric electric potential, the field‐aligned current
density at the ionosphere height, and the ionospheric plasma
density, respectively. Since the actual latitudinal width of
the simulation region is very narrow (2.3 degrees), the width
in Figure 6 is widened to 8.3 degrees. Figures 6a–6c indicate
that Heppner’s potential pattern and a region 1 current
system are formed. Also, by using the quasi‐steady state
data, the distributions of ~", n, and G (zmax) can be obtained
as shown in Figure 7.
[41] Now, with addition of random small perturbations,

theM‐I coupling dynamics has been evolved. Figure 8 shows
the distributions of the field‐aligned current density pertur-
bation at the ionosphere height (Figure 8a) and the iono-
spheric plasma density perturbation (Figure 8b) at t = 3,662 s
(≈ 41tA). Here, t is the time from the quasi‐steady state and
these perturbed quantities are the difference from those of the
quasi‐steady state. In these panels, we find that some lon-
gitudinally striated structures are developed. Particularly, the
structure around 19:00 local time and 70.5° latitude is more
intensive. This trend coincides with that of the theoretical
growth rate distribution as shown in Figure 7c.

Figure 7. Distributions of quantities (a) ~", (b) n, and (c) G(zmax). These are calculated from the quasi‐
steady state data.

Figure 8. Distributions of (a) the field‐aligned current
density perturbation at the ionosphere height and (b) the
ionospheric plasma density perturbation at t = 3,662 s.
Here, t is the time from the quasi‐steady state.
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[42] Figure 9 presents the time variations of the field‐
aligned current amplitude (Figure 9a), the latitude
(Figure 9b), and the longitude (Figure 9c) of a peak in a
longitudinally striated structure. In Figure 9a, the linear
exponential growth with the growth rate of 1.6 × 10−3 s−1 is
observed in the shaded time span. Although the observed
growth rate is smaller than the theoretical maximum one
(∼7 × 10−2 s−1), this is probably due to the effects of the
nonlinear recombination (−an1 = −4.5 × 10−3 s−1) and the
non‐uniform l. Furthermore, from Figures 9b and 9c, it is
found that the perturbation moves polar‐westward with the
latitudinal velocity of ∼1.6 × 10 m/s and the longitudinal
velocity of ∼9.2 × 102 m/s, which is consistent with the
Pedersen (poleward) and Hall (westward) drift for the
poleward electric field at the position of the perturbation.
This fact also coincides with the theory [Sato, 1978]. Then,
the growth of this peak stagnates when it reaches to the limit
of the unstable region where the color becomes more red-
dish in Figure 7c.
[43] Figures 10 and 11 show the results for the case

that the Pedersen mobility is taken to be MP = 3.2 × 104

[m2 s−1 V−1], i.e., two times as large as MP in the above
original case. Figure 10 displays the distributions of the
field‐aligned current density perturbation at the ionosphere
height (Figure 10a) and the ionospheric plasma density
perturbation (Figure 10b) at t = 3,662 s (≈41tA). Further, we
show the time variation of the field‐aligned current ampli-
tude of a peak in a longitudinally striated structure in
Figure 11. The comparison of Figures 8 and 10 indicates
that the number of longitudinally striated structures and the

amplitude of perturbations in the present case are larger than
those in the previous case. Also, the growth rate of the linear
exponential growth in the shaded time span in Figure 11 is
observed as 4.6 × 10−3 s−1, which is about three times as
large as one in the previous case. These results are consistent
with the theory which predicts that the growth rate would
increases with MP increasing (see equation (22)).

4. Summary and Discussion

[44] We have studied quiet auroral arcs formation by
means of the MHD simulation of the three‐dimensional
dipole M‐I coupling system. It has been shown that some

Figure 9. Time variations of (a) the amplitude, (b) the
latitude, and (c) the longitude of a field‐aligned current
density peak at the ionosphere height.

Figure 10. Result of the simulation for MP = 3.2 × 104

[m2 s−1 V−1]. This figure shows distributions of (a) the
field‐aligned current density perturbation at the ionosphere
height and (b) the ionospheric plasma density perturbation
at t = 3,662 s. Here, t is the time from the quasi‐steady state.
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longitudinally striated structures are formed and developed
by the feedback instability in such a realistic system. The
areas where these structures appear are consistent with the
prediction by the integrated feedback theory which includes
the effects of the spatially non‐uniform ionospheric electric
field and non‐uniform ionospheric plasma number density.
From the difference between the theoretically predicted and
the observed growth rates, it is inferred that the effect of the
non‐uniform field line length is not negligible.
[45] Although Figures 8a and 10a show that there are

downward perturbations on the side of upward perturba-
tions, downward (return) current regions are little in the total
current distribution. The production of the return current on
the side of upward current as observed by rockets [Park and
Cloutier, 1971; Casserly and Cloutier, 1975; Robinson
et al., 1981] requires more growth of the current perturba-
tion. In this process, microscopic phenomena are expected
to play an important role. Actually, when the upward current
(downward electron flow) grows and exceeds a certain
threshold, the electric potential difference (anomalous
resistivity) along the magnetic field is thought to be gener-
ated by the ion‐acoustic instability [Sato and Okuda, 1980].
Then, auroral energetic electrons (1 keV ∼) accelerated by
this potential difference ionize ionospheric neutral particles.
This growth of the ionospheric plasma density probably
modifies the ionospheric electric field and the field‐aligned
current. In our following paper (H. Hasegawa et al., Holistic
simulation of quiet auroral arcs formation, manuscript in
preparation, 2010), the MMI simulation model that includes
the above microscopic process is presented and the effect of
accelerated electrons on the quiet auroral arcs formation is
discussed with the results of MMI simulations.

[46] Acknowledgments. The authors would like to thank Drs. A.
Kageyama, T. Sugiyama, K. Kusano, and S. Hirose for their valuable
discussions. The simulation was carried out on the Earth Simulator/
JAMSTEC.
[47] Robert Lysak thanks the reviewers for their assistance in evalu-
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