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SUMMARY

This thesis deals with modeling, validation and calibration problems in ex-

periments of computer models. Computer models are mathematic representations of

real systems developed for understanding and investigating the systems. Before a

computer model is used, it often needs to be validated by comparing the computer

outputs with physical observations and calibrated by adjusting internal model param-

eters in order to improve the agreement between the computer outputs and physical

observations. As computer models become more powerful and popular, the complex-

ity of input and output data raises new computational challenges and stimulates the

development of novel statistical modeling methods.

One challenge is to deal with computer models with random inputs (random ef-

fects). This kind of computer models is very common in engineering applications. For

example, in a thermal experiment in the Sandia National Lab (Dowding et al. 2008),

the volumetric heat capacity and thermal conductivity are random input variables.

If input variables are randomly sampled from particular distributions with unknown

parameters, the existing methods in the literature are not directly applicable. The

reason is that integration over the random variable distribution is needed for the joint

likelihood and the integration cannot always be expressed in a closed form. In this re-

search, we propose a new approach which combines the nonlinear mixed effects model

and the Gaussian process model (Kriging model). Different model formulations are

also studied to have an better understanding of validation and calibration activities

by using the thermal problem.

Another challenge comes from computer models with functional outputs. While

many methods have been developed for modeling computer experiments with single

xi



response, the literature on modeling computer experiments with functional response

is sketchy. Dimension reduction techniques can be used to overcome the complexity

problem of function response; however, they generally involve two steps. Models

are first fit at each individual setting of the input to reduce the dimensionality of

the functional data. Then the estimated parameters of the models are treated as

new responses, which are further modeled for prediction. Alternatively, pointwise

models are first constructed at each time point and then functional curves are fit to

the parameter estimates obtained from the fitted models. In this research, we first

propose a functional regression model to relate functional responses to both design

and time variables in one single step. Secondly, we propose a functional kriging model

which uses variable selection methods by imposing a penalty function. we show that

the proposed model performs better than dimension reduction based approaches and

the kriging model without regularization. In addition, non-asymptotic theoretical

bounds on the estimation error are presented.

xii



CHAPTER I

INTRODUCTION

1.1 Overview

Over the past decade, the use of complex computer models has grown tremendously

in modern science and engineering, and there are increasingly larger demands on the

computer experiments. Computer codes are being developed to deal with weather

modeling, chemical and biochemical reactions, particle physics, cosmology, semicon-

ductor design, aircraft design, automotive crash simulations, and much more. As

the power of computers increases, the scientific community has relied more and more

heavily on these models. They are used for a variety of tasks, including parameter

studies, design, and forecasting, and model predictions are often used to support

high-consequence decisions. Computer models are often much less expensive to run

than physical experiments, and in many cases, it is not possible at all to conduct

physical experiments.

Statistical analysis of computer models faces the following challenges. First, we

can only observe outputs at a limited number of choices for the input due to expensive

running time. Furthermore, the number of input variables may be so large that a

systematic exploration of all possible input combinations of interest may not be possi-

ble. Second, the values for some of the input variables may be unknown or randomly

distributed for the real physical process. Physical experiments are often conducted to

calibrate those unknowns. Third, the computer models are never completely accurate

representations of the real processes being modeled. The model inadequacy or model

uncertainty should be incorporated in statistical analysis of computer experiments.
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This dissertation proposal is motivated by two challenging problems recently aris-

ing in the scietific community: functional outputs produced by computer models and

uncertainty in the computer model inputs. By combining the regression-type model

and the Gaussian process model, we develop different approaches to address those

challenges and illustrate them by two real applications.

1.2 A Framework for Computer Experiment

Figure 1.1: A framework for computer experiment (Oberkampf et al. (2006))

Computer experiments can be considered as equivalent to physical experiments,

but performed on the computer models which represent physical processes. Physical

processes are complex and as a result the codes that represent them are also complex.

The complexity of computer codes makes them costly in terms of run times and

this results in small output data sets. It makes design of computer experiment an

important issue since you are given limited time and resource.

There are roughly five stages that go into developing a computer experiment.

These are as follows:

2



• Formulation of the problem and identification of inputs to a computer model

• Function implementation with computer codes

• Derivation of inputs levels or the design and its application to the codes to

obtain output

• Calibration and validation of the model with physical data

• Application of the results from the code to meet engineering goals

The first two stages usually involve engineers and model designers only. In this

thesis, we place our focus on the last three stages which are summarized in Figure

1.1.

1.3 Statistical Analysis Issues on Computer Experiments

Statistical principles have been actively involved in the study of computer models,

especially in the following areas.

• Design of computer experiments - The goal is to choose x1, . . . , xn, the

input values at which the computer model will be exercised. Classical design of

experiments techniques, such as replication, randomization, or blocking do not

apply, since what we are trying to predict is deterministic computer output with

no observational error. McKay et al. (1979) first introduced Latin hypercube

sampling to design computer experiments. The intuition is to cover the range

of the key input values and fill the space effectively (Sacks et al. (1989); Bates

et al. (1996)).

• Surrogate model and prediction - This is the subject of a specialized field

in statistics that started with the seminal paper (Sacks, Welch, Mitchell, and

Wynn, 1989) with the title ”Design and Analysis of Computer Experiments”.
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The objective is to predict the computer model output yM(z), at any un-

tried input z, conditional on the computer model runs at the design points

yM(x1), . . . , y
M(xn). The resulting prediction, together with the associated un-

certainty, is then used as a fast surrogate to the computer model, often called

an emulator. Since prediction may be many orders of magnitudes faster than

running the computer model code itself, the emulator may eventually replace

the computer model. In the following chapter, a detailed description will be

given on this issue.

• Validation - The process of determining in what degree a computer model

accurately represents the real system is referred to as model validation (AIAA

G-077-1998) that generally involves the comparison of outputs computed from

a computer model to observations collected from physical experiments. One

approach for validating computer models is to formulate model validation as a

hypothesis testing problem (Hills and Trucano 1999, Hills and Trucano 2002,

Hills 2006). Oberkampf and Barone (2006) argue that computer model vali-

dation should be done quantitatively through the use of computable measures

that compare computer outputs and physical observations over a range of input

variables. Those measures have been referred to as validation metrics.

• Calibration - A simple explanation is to adjust a set of parameters associated

with a computational science and engineering code so that the model agree-

ment is maximized with respect to a set of experimental data (Trucano et al.

(2006)). The most common example of a calibration method used in practice

is linear or nonlinear least-squares regression. However, those methods assume

no uncertainty in the computer model itself. Recently, Kennedy and O’Hagan

(2001) develop a statistical model to classify sources of uncertainty arising in

the use of computer models. The Bayesian approach they proposed is the first

4



attempt to calibrate the computer model with explicit consideration of all the

sources of uncertainty .

• Sensitivity and uncertainty analysis - Sensitivity analysis is the study of

how variation in an observed response can be apportioned to different possi-

ble sources or factors. Saltelli et al. (2000) presents the large literature on

this problem. Uncertainty analysis is the process of estimating the probability

distribution of the model output that is implied by probability distributions

associated with model inputs.

1.4 Thesis outline

This thesis is concerned with validation of computer models with random inputs or

with functional outputs. In general, given the input vector z, the computer model

produces a value denoted as yM(z) or a function of time denoted as yM(z, t). In

many problems, z can be written as z = (x, θ), where x is a vector of controllable

inputs, θ is a vector of unknown calibration parameters that reflect key charateristics

of the field runs. We use θij to represent the true values (related with the real

process), for the jth tested specimen in the ith configuration. The remainder of the

dissertation is organized as follows. Chapter 2 gives a review of existing methods

for modeling of computer outputs, model validation and calibration. Afterwards,

Chapter 3 and 4 move to model validation problems with two recent challenges.

In Chapter 3, we will study the validation and calibration problem with unknown

random inputs. Specificly, the number of unknown θ is as many as that of the field

specimens, and must be dealt with in the analysis. The existing Bayesian approach

becomes computationally expensive as the number of the field specimens becomes

larger since more parameters are required to update through MCMC. To overcome the

computational problem, We propose a mixed effects model approach for the problem

and use the MLE method to implement it. Furthermore, the proposed approach is

5



integrated with existing Gaussian process based methodology. The major challenge

in Chapter 4 is the high frequency functional response which complicates the problem

by the curse of dimensionality. We first propose a functional regression model which

are easy to implement and very efficient for functional outputs. In the later part of the

chapter, a novel approach is developed to enhance and simplify the use of Gaussian

process interpolation to functional responses.

6



CHAPTER II

REVIEW OF EXISTING METHODS

In this chapter, we will review some existing methods for computer experiment prob-

lems under different setups. The first section focuses on the popular surrogate mod-

eling approach, the Gaussian process model. The second and last sections illustrate

different approaches for model validation problems with and without calibration pa-

rameters respectively.

2.1 Gaussian Process Models

Often times people develop a computer model to describe the relationship among a set

of input and output parameters. Such a model may serve a variety of purposes, but the

use of the model itself is often constrained by time and/or cost to exhaustively explore

the relationship between the inputs and outputs. In this case, people might want

to develop a ”surrogate model” as an inexpensive approximation of the functional

relationship that is described by the computer model.

Gaussian process (GP) model (kriging model) is a powerful technique originated

from spatial statistics that has recently gained interest in the engineering commu-

nity for its potential as a surrogate modeling technique. GP modeling uses a set of

observed inputs and outputs (the ”training data”; for example the results from ten

different runs of a computer model) to construct an approximation to the underly-

ing relationship. In most cases, one wants the resulting approximation to directly

interpolate the observed data (as in the case of a surrogate to a deterministic com-

puter simulation), and GP models are typically constructed in this manner, but the

flexibility does exist to construct GP models that instead ”smooth” or regress the

observations.
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One of the primary advantages of GP interpolation is that it is a non-parametric

technique, which means that a priori assumptions about the functional relationship

that exists between the inputs and the outputs (e.g., a linear relationship) are not re-

quired. However, the framework is still quite flexible: assumptions about smoothness

properties can be reflected in the model, and large-scale variations can be captured

via a parametric trend function.

2.1.1 Model Formulation

Consider that one wants to build an approximation to a function of a d-dimensional

vector-valued input x = (x1, . . . , xd), based only on m observations of the inputs and

outputs: Y (x1), . . . , Y (xm). The basic idea of the GP interpolation model is that the

outputs, Y , are modeled as a Gaussian process that is indexed by the inputs, x.

A Gaussian process is simply a set of random variables such that any finite subset

has a multivariate Gaussian distribution. A Gaussian process is defined by its mean

function and covariance function, which in this case are functions of x. Once the

Gaussian process is observed at m locations x1, . . . , xm, the conditional distribution

of the process can be computed at any new location, x∗, which provides both an

expected value and variance (uncertainty) of the underlying function.

The key here is that the function describing the covariance among the outputs,

Y , is a function of the inputs, x. The covariance function is constructed such that

the covariance between two outputs is large when the corresponding inputs are close

together, and the covariance between two outputs is small when the corresponding

inputs are far apart. As shown below, the conditional expected value of Y (x∗) is a

linear combination of the observed outputs, Y (x1), . . . , Y (xm), in which the weights

depend on how close x∗ is to each of x1, . . . , xm. In addition, the conditional variance

(uncertainty) of Y (x∗) is small if x∗ is close to the training points and large if it is

not.

8



To develop the theory, let Y (x) denote a Gaussian process which can be written

as

Y (x) = fT (x)β + ε(x) (2.1)

where f(x) = (f1(x), . . . , fm(x))T is a set of pre-specified functions and = (β1, ..., βm)T

is a set of unknown coefficients. The ε(x) is assumed to be a realization of a stationary

Gaussian process with covariance

cov(ε(x), ε(x∗)) = σ2R(x, x∗) = σ2 exp[−d(x, x∗)]. (2.2)

The correlation function R(x, x∗) in (2) is a function of the ”distance” between x and

x∗ . Many correlation functions are available in the literature (Santner et al. (2003)).

In this research, we will consider the Gaussian correlation function which implies the

distance d(x, x∗) =
∑
φi(x

i − (x∗)i)2. In general, a flexible distance function can be

defined as d(x, x∗) =
∑d

1 φi(x
i − (x∗)i)ρi , where φ = (φ1, . . . , φd) and ρ = (ρ1, . . . , ρd)

are scale and power parameters, respectively.

2.1.2 Predicting Output and Predictive Distributions

In the general case, we observe y = (y1, . . . , yn)T and are interested in predicting y

at a new point x∗. The empirical best linear unbiased predictor (BLUP) (Santner,

Williams and Notz 2003) is

ŷ(x∗) = E(y(x∗)|y) = f(x∗)T β̂ + rR−1(y − Fβ̂) (2.3)

where r = (R(x∗, x1), . . . , R(x∗, xn))T , β̂ = (F TR−1F )−1F TR−1y, R is the (n × n)

matrix with entries R(xi, xj) for i, j = 1, . . . , n and F = (f(x1)
T , . . . , f(xn)T )T . Usu-

ally the correlation parameters φ are unknown and need to be estimated from data.

It is done by maximizing the log likelihood

−1

2
(n ln(σ̂2)) + ln |R|), (2.4)

where σ̂2 = 1
n
(y − Fβ̂)TR−1(y − Fβ̂).
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Often times, a predictive distribution for y(x∗) is desired since it provide very

useful information for model validation and uncertainty quantification, which we will

see in the next section. The predictive distribution of y∗ = y(x∗) based on y is defined

to be the conditional distribution of y∗ given y (denoted by [y∗|y]). It has been shown

(Santner et al. (2003)) that assuming σ2 and correlation parameters φ known and

β ∼ N(b0, τ
2V0), the predictive distribution of y∗ is a normal distribution. When

only φ are known, assuming σ2 ∼ χ2
v or σ2 ∼ 1

σ2 , the predictive distribution of y∗

is a t-distribution. When both σ2 and φ are unknown, there are two ways to get

the predictive distribution of y∗. The first is to plug in φ̂ which is an estimator of φ

(usually MLE). An alternative way that accounts for uncertainty in φ is to assume a

prior distribution for φ and derive the full posterior distribution [y∗|y].

2.2 Model Validation

Model Validation explores the degree to which the predictive capability of the model

is suitable for a particular purpose. In general, there are several sub-fields within

model validation, such as the design of the validation experiments, the design of

the computer experiments, uncertainty quantification, and validation (or compari-

son) metrics. Bayarri et al. (2007) proposed a framework for validation of computer

models which consists of six steps. They involve (1) problem definition (inputs,

outputs, initial uncertainties); (2) evaluation criteria; (3) experimental design; (4)

computer model output approximation; (5) comparison and the combination of field

and computer run data; (6) feedback for revising the model, performing additional

experiments, and so on. This framework can help engineers conduct validation stud-

ies under a statistical guidance. In a narrow sense, step 5 is usually considered as

the central piece of the validation activity which involves comparing and combining

computer outputs with physical observations.

Thereafter, we will focus on study of validation metrics which is the basis for
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comparing computer outputs and physical observations and analysis of combination

of computer outputs and physical observations.

The first statistical method introduced as validation metrics is hypothesis testing

(Hills and Trucano 1999, Hills and Trucano 2002, Hills 2006). For example, Hills and

Trucano (2002) considered a χ2 test for computer model validation. It was assumed

that the vectors of computer outputs and physical observations follow independent

multivariate normal distributions and they computed a χ2 statistic to test a null

hypothesis that the model bias (i.e., the difference of the two vectors) has a zero

mean.

Oberkampf and Barone (2006) gave a comprehensive review on validation metrics

of computer model validation. They discuss a variety of properties that a valida-

tion metric should possess and emphasize that a validation metric should quantify

uncertainties in the comparison of computer outputs and physical observations. Un-

certainties could be due to random experimental errors in the physical observations

or errors resulting from post-processing computer outputs and physical observations,

(e.g., errors resulting from fitting models to computer outputs or physical observa-

tions). Oberkampf and Barone (2006) propose a validation metric that uses the sta-

tistical confidence intervals for quantifying the uncertainties. In their approach they

first fitted a nonlinear regression model to physical observations and constructed a

confidence band together with the fitted curve. They then compared the fitted regres-

sion curve and its confidence band with the computer outputs for model validation.

For the regions of input space where the computer outputs fall outside the confidence

band, the computer model is considered to be inadequate in those input regions.

However, there are some concerns over their approach such as mis-specification of a

nonlinear regression model and using only physical data to build model.

To overcome those drawbacks, Wang et al. (2009) propose a Bayesian approach for

computer model validation. First, they considered fitting Gaussian processes to the
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data, which is non-parametric and flexible. Second, their proposed approach combines

both physical observations and computer outputs to provide more accurate prediction

than fitting a model using only physical observations. Finally, the Bayesian approach

produces a posterior distribution of the system output, thus provides a simple way

to compute the prediction intervals of the true system output. Furthermore, this

approach derives the posterior distributions of the computer model and bias function

(the deviation between the computer model and true outputs) separately. This allows

them to decompose the prediction error and understand how combining computer

outputs and physical observations can provide more accurate predictions than using

only one set of data.

Recently, a new validation metric is developed by Ferson et al. (2008) to deal with

the case in which either or both predictions and data are expressed as probability

distributions. When the computer outputs are probability distributions due to the

variability in some parameters, it becomes insufficient to only compare the mean

behaviors of computer outputs and physical observations. In order to compare the

entire distribution, the proposed validation metric is based on the non-parametric

test statistics which is very similar to the Cramer-von-Mises test statistic. They

also considered using probability distribution function to transform the observations

into common uniformly distributed ones. By using such a transformation, the data

over the entire validation domain can be integrated into a single measure of overall

disagreement. We will further illustrate this idea in Chapter 3.

Another problem arising in model validation is the needs to deal with functional

outputs, which are not only functions of physical attributes but also functions of

time or space. Bayarri et.al (2005) considered a Gaussian process approach that

considers time as an additional model input. However, this straightforward approach

can only work when we have limited observations which is usually not the case for

functional outputs. Bayarri et al. (2007) proposed a new approach that utilizes a
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wavelet representation of the functional data. They apply a hierarchical version of

the scalar validation methodology to the wavelet coefficients, and transform back, to

ultimately compare computer model output with field output. Alternatively, Hidgon

et al. (2008) considered using basis vectors based on singular value decomposition

(SVD) to represent the functional data. Again, the weights of those basis vectors are

modeled as Gaussian processes. They apply their approach to a different objective,

however, the common idea of these two approaches is that different strategies are

adopted for modeling function data over physical attributes and over time or space.

By doing so, the efficiency of modeling functional outputs can be greatly improved.

Recently, people begin research on using the straightforward approach with subset

of functional data which are carefully selected from the entire dataset. McFarland et

al. (2008) proposed a point selection scheme which, in each step, selects the point

with the largest prediction error based on the existing fitted model. Hung et al.

(2009) consider a different approach in which a point is selected if it gives the largest

improvement of overall prediction error. In addition, they also develop a new updating

scheme for calculating covariance matrix which can further improve the efficiency of

the overall algorithm. In Chapter 4, we will consider a modification to Hung et al.’s

approach to adapt to a different situation.

2.3 Model Validation with Presence of Calibration Param-
eters

We can directly compare and combine computer outputs with physical observations

when computer models only have controllable parameters. However, in reality, it is

very common that there is uncertainty in the value of important physical constants

which researchers can not control. For example, a simple chemical kinetics model

(Loeppky et al. (2006)) is defined as follows:

φ(x|τ) = c+ y0 exp(−τx),

13



where c is the residual concentration of the chemical at the end of the reaction process,

y0 is the initial concentration of the chemical, x is the time and τ is an unknown

decay rate that is specific to the chemical reaction under consideration. It is clear

that without a correct knowledge of τ , the model cannot be used for further analysis.

The estimation of such a parameter via experimental observations might be termed

model calibration.

This type of model calibration is quite widespread in quantitative analysis. One

common example is that of linear regression analysis. A linear relationship is postu-

lated between a dependent variable and one or more independent variables, and then

a set of observed values are used to estimate the unknown parameters that determine

the model.

However, the meaning of the term calibration, when used in reference to computer

simulations, must be defined more explicitly, because in the modeling and simulation

fields, the word calibration can have several interpretations. Trucano et al. (2006)

define calibration as to adjust a set of code input parameters associated with one

or more calculations so that the resulting agreement of the code calculations with a

chosen and fixed set of experimental data is maximized. McFarland et al. (2008)

consider calibration and validation both involving comparing the computational im-

plementation of a model against experimentally observed outcomes, but the objective

of calibration is to make inferences about unknown parameters that govern the com-

putational implementation.

Trucano et al. also raised an important question about distinguishing between

calibration and validation. Since both activities involve comparing the computer out-

puts and physical observations, there is an strong interaction between calibration

and validation. Without calibration efforts, it is difficult to get satisfying validation

results. However, calibration under wrong model assumptions may lead to mislead-

ing validation results. Therefore, it is very important to separate calibration and
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validation clearly in scientific studies.

Hereafter, we will review general calibration methods which include classical

regression methods and recent developed Gaussian process approaches. Campbell

(2006) gives an overview of various statistical methods that have been proposed for

the calibration of computer simulations. One of the most popular approaches is to

express the calibration problem in terms of nonlinear regression analysis (Trucano et

al., 2006).

When nonlinear regression analysis is applied to the calibration of computer mod-

els, the dependent variable is the computer output, the independent variables are

typically observable experimental conditions, and the unknowns are those internal

computer model parameters that are to be estimated. Thus, the relationship between

the dependent and independent variables is expressed as

yi = S(xi, θ) + εi

where yi’s is the physical response, εi is a mean zero random error, θ is a p-dimensional

vector of calibration parameters, xi is the vector of design or controllable parameters

and S(·, ·) represents the computer model.

In general, we can assume that ε = (ε1, . . . , εn)T have a multivariate normal dis-

tribution N(0, σ2R). In the case that R = I, εi are taken to be independently and

identically distributed. Under this assumption, the estimation of θ can be done by

minimizing the weighted sum of squared errors function:

LS(θ) = (y − S(x, θ))TR−1(y − S(x, θ)).

The uncertainty of the estimator θ̂ is characterized by the covariance matrix cov(θ̂) =

s2(V ′V ), where V is a n× p matrix and Vij = ∂S(xi,θ)
∂θj
|θ=θ̂

The nonlinear regression methods described above are used in calibrating param-

eters of models, taking into account uncertainty in the physical data but assuming
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no uncertainty in the model itself. This motivates people to develop formal statis-

tical methods that address model uncertainty. One important approach is that of

Kennedy and O’Hagan (2001). Their formulation for calibration data includes an

random error term (similar to the random error term in nonlinear regression) and a

model discrepancy term, which represents the deviation of the computer model from

real process. Model discrepancy is modeled by a Gaussian process.

The model can be written as

yR = ρη(x, θ) + δ(x),

yF = yR + ε.

η(·, ·) represents the computer model, similar to S(·, ·), however, a different notation

is used here since it could also be a surrogate model (but not fitted separately). ρ is

introduced as an unknown regression parameter, and δ(x) is the model discrepancy

or model inadequacy function and is treated as independent of η(·, ·).

The estimation of parameters is done by using MCMC. The posterior distribu-

tion of θ is considered as the calibration result. To predict the future output at a

new site x∗, they use the posterior mean of yF given data (y = Y ): E(y(x∗)|Y ) =

Eθ(E(y(x∗)|Y, θ)).
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CHAPTER III

VALIDATION WITH THE PRESENCE OF

CALIBRATION PARAMETERS UNDER

MIXED-EFFECT MODELS

3.1 Introduction

We have discussed the problem of model validation with calibration parameters in

Chapter 2. In all approaches introduced, though they consider the uncertainty of

the calibration parameters, they all assume that the calibration parameters are held

constant over all experiments. However, in reality, uncertainties can arise from a

variety of sources: uncertainty in the specification of initial conditions; uncertainty

in the value of important physical constants (e.g., thermal conductivity, equations of

state, and material strength); inadequate mathematical models in the code to describe

physical behavior; and inadequacies in the numerical algorithms used for solving the

specified mathematical systems (e.g. unresolved grids).

There are two forms of uncertainty explicitly addressed in the thermal challenge

problem. These include uncertainty associated with the thermal properties due to

random variability in the material reflected through the thermal properties, and un-

certainty due to possible model form error associated with a significant, but not

modeled temperature dependence in a thermal property.

For the uncertainty related to random variability of thermal properties, it could

be treated as a random effect in a standard mixed model. This motivates us to con-

sider using well-established method for nonlinear mixed effect models on this thermal

problem.

In this chapter, we describe an approach for combining observations from field
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experiments with the mathematical model of a physical process to carry out statistical

inference. Of particular interest here is determining uncertainty in the resulting

predictions. This typically involves estimation of experimental errors, calibration of

distributions of parameters in the computer simulator, and accounting for inadequate

physics in the simulator.

This chapter is organized as follows. We give a description of thermal challenge

problem in the next section. In Section 3.3, some existing methods are reviewed

and discussed. We propose our new approach and formulations in Section 3.4 and

illustrate the results in Section 3.5, followed by discussion and some future works in

Section 3.6 and 3.7.

3.2 Problem Description

The thermal validation challenge problem (Dowding et al., 2008), developed at San-

dia National Laboratories, is a hypothetical problem that presents the analyst with

several pieces of validation data and a corresponding mathematical model. In this

problem, we have an ensemble of safety-critical devices that exhibit unit-to-unit vari-

ability due to manufacturing processes. Each device is a material layer of thickness L

that is exposed to a heat flux. In the intended application the devices are exposed to

environments that are well characterized, q = 3500 W/m2. The thickness is L = 1.90

cm. These quantities are defined by specifications of performance and therefore have

no uncertainty. It is prohibitively expensive to assess regulatory compliance through

lot sample testing of the safety devices; consequently, it is expected that the validated

model will play a critical role in the assessment of regulatory compliance.

Experimental data from a series of material characterization, validation, and ac-

creditation experiments related to the mathematical model were provided by Sandia

National Laboratories. People were asked to evaluate the validity of the provided
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Figure 3.1: Schematic of heat conduction problem

mathematical solution for use in a specified application with a defined regulatory cri-

terion, and were asked to use the solution to predict regulatory compliance. Following

an engineering procedure, specifically, people are first expected to use material char-

acterization data to estimate a probabilistic model for the physical properties that are

inputs to the mathematical model. The second and third objectives involve assessing

the model’s accuracy based on available experimental data (model validation). The

final objective is to use the model to predict whether or not a specified regulatory

requirement will be met.

The temperature response of the device in the intended application is modeled by

one-dimensional heat conduction through a slab (Fig. 1). The boundary conditions

are specified flux on the x = 0 face and adiabatic on the x = L face. Furthermore, the

thermal properties, κ and ρCp and initial condition, Ti, are described by constants.

The analytical solution for the temperature in the body (for t > 0) can be written as

yM(κ, ρCp, T0, x, L, q; t)

= T0 +
qL

κ

[
κt/ρCp

L2
+

1

3
− x

L
+

x2

2L2
−

6∑
n=1

2

π2n2
exp(−π

2n2κt

L2ρCp
) cos(nπ

x

L
)

]
. (3.1)

The information of all inputs of the model is summarized in Table 3.1.

Validation experiments are conducted at the four heat flux/thickness points shown
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Table 3.1: The input/uncertainty table
Parameter name Parameter symbol Uncertainty Current status

Thermal conductivity κ Yes Unknown
Volumetric heat capacity ρCp Yes Unknown

Heat flux q None 1000, 2000, 3000
Thickness L None 0.0127, 0.019, 0.254
Position x None 0

Initial temperature T0 None 25
Time t None 0, 50, 100, . . ., 1000

in Fig 3.2. The physical experiment data and simulation data based on estimated

calibration parameters are presented in Fig 3.3.

Figure 3.2: Parameter space for the validation activities. (Dowding et al. (2008))

There are some limited data with x 6= 0 in the accreditation data set but we

ignore them because only surface temperature (x = 0) is involved in the intended

application (regulatory condition) and little benefit is expected by including them.

In all that follows, x is fixed at 0. We thus remove x from the input list. In the later

sections, we will refer the design parameters L and q as x, and calibration parameter

κ and ρCp as θ.
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Figure 3.3: The experimental traces with simulation data: Red: Physical data; Grey:
Simulation data

Figure 3.4: Thermal conductivity vs temperature
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3.2.1 Material Characterization

The first challenge problem objective is to use data from the material characterization

experiments to characterize a probabilistic model for the material properties κ and

ρCp, which are inputs to the heat-transfer model given by Eq. (3.1). In a standard en-

gineering approach, the estimated probabilistic model can be further used to generate

random samples of thermal properties which will be plugged into the mathematical

model for prediction. For a Bayesian approach. the estimated probabilistic model

is used to be priors for MCMC implementation. Then, physical observations could

be used to further calibrate the probabilistic model. Under the assumption of the

thermal mathematical model, the thermal properties should be random distributed

independently of other design parameters and experimental outcomes. However, this

assumption is obviously violated in this problem by checking the relationship between

κ and temperature (Fig 3.3). Several people (McFarland (2008), Ferson et al. (2008))

have argued that the inclusion of a temperature-dependent material model requires

modification of the given analytical heat transfer solution (e.g., implementation of

an iterative solution scheme), and doing so is decidedly inconsistent with the pur-

pose of the challenge problem validation activities, which are to assess the accuracy

of and make predictions with an inherently ”flawed” model (one that ignores the

temperature-dependence of the material properties).

However, ignorance of such dependence is problematic for calibration and predic-

tion purpose. In this analysis, we will show that we can achieve better calibration and

prediction by putting additional structures on thermal properties without changing

the basic mathematical model.

3.3 Different Approaches

Hills et al. (2008) summarizes various approaches used to address the thermal vali-

dation challenge problem. In this section, we will focus on presenting some of them
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which are closely related to our method.

3.3.1 Gaussian Process with Bayesian Scheme

The Gaussian process model which has been described before is naturally extended

to this problem. Higdon et al. (2008) and Liu et al. (2008) follow this framework.

Both methods are extensions of the basic approach of Kennedy et al. (2001) in which

the field observations are modeled according to the basic decomposition:

field data = simulator + discrepancy + error

where the simulator has been calibrated, or tuned, to be consistent with the field data.

The discrepancy term accounts for differences between the simulation model and the

physical system. This discrepancy may be due to missing or inadequate physics, as

well as numerical inaccuracies in the code. A direct application of the model formu-

lation of Kennedy et al. (2001) to the thermal problem is rather inefficient since it

treats the temperature profile produced by an experiment or simulation as a sequence

of separate experiments or simulations, each producing a single temperature. Because

of this, the computational demands required for posterior sampling via Markov chain

Monte Carlo can be prohibitive.

Facing this difficulty, Higdon et al. considered a modified approach to more ef-

ficiently deal with the multivariate nature of the output. They use basis functions

to represent the multivariate output from the simulations as well as the experiments.

Assume yM(x, θ) to be a time trace of 11 points at specification (x, θ), a basis function

representation is

yM(x, θ) =

pm∑
i=1

φiwi(x, θ) + ε,

where Φm = [φ1, . . . , φpm ] is a collection of orthogonal, 11-dimensional basis vectors,

the wi(x, θ)’s are GPs over input space, and ε is a 11-dimensional error term. Similarly,

they define the discrepancy model which, like the model for yM(x, θ), is constructed

using a basis representation, placing GP models on the basis weights. Denote the
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discrepancy function as δ(x), then we have

δ(x) =

pδ∑
k=1

dk(t)vk(x) =

pδ∑
k=1

dkvk(x), (3.2)

where dk’s are the basis functions and vk(x)’s are GPs over input space of x.

Given the model specifications for the simulator yM(x, θ) and the discrepancy

δ(x), the full model yF (x) = yM(x, θ) + δ(x) + ε can be rewritten as

yF (x) = Φmw(x, θ) +Dv(x) + ε,

where the discrepancy basis matrix D is determined by the function form given in

(3.1). As Hidgon et al. suggest, the basis representations substantially reduce the

dimension of the GP models for the emulator and the discrepancy to reduce the

computational burden.

Liu et al. use another approach to overcome the diffculty with time dimension. In-

stead of building a surrogate model for the mathematical model, they take advantage

of the computational efficiency of that model and use it directly in the full model.

For the discrepancy function (or bias function), they assume a GP model on it which

includes time as an additional input. Their model can be written as

yF (xi, t) = yM(xi, θij, t) + δ(xi, t) + ε(t),

where yM(x, θ, t) is the mathematical model which is given to us, δ(x, t) is a GP over

input space of x and t, and ε(t) is the error term with autocorrelation over time.

Hidgon et al. and Liu et al. both use the Bayesian approach to implement

their full models. However, in addition to the different model formulations, they

have another significant difference. In Hidgon’s model, though they assume random

distributions on thermal properties, they also assume that thermal properties are

constant over all sample materials. This constant assumption is not adopted by Liu’s

model where each replicate i is associated with a θi. Since uncertainty associated

with random variability in the material is a major factor in this application, the
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constant assumption can’t be valid. Liu’s assumption is more reasonable in this

application, however, the introduction of different θi’s makes the Bayesian approach

computationally very expensive. Nonetheless, their model provides a connection with

likelihood-based mixed effect model which could be an interesting problem to study

with in uncertainty analysis.

3.3.2 Engineering Approaches

In this subsection, we summarize two approaches from the enigeering society. Ferson

et al. (2008) makes a major contribution in designing a new metric to compare

data from different settings. In their modeling effort, they have concerns over the

statistical modeling approach which may confound calibration with validation and

prediction. Therefore, they clearly distinguish these activities in their analysis. The

field data are not used to fit any model but only to provide validation metrics. The

material characterization (MC) data are used to generate random samples of thermal

properties which then are plugged into the mathematical model. Alternatively, they

also consider to use the MC data to build a regression relationship between thermal

properties and final temperature. Based on this regression relationship, they can

iteratively generate random samples from the regression model and the mathematical

model until the distribution of random samples converges. Ferson et al. provide

an important idea to evaluate the mathematical model directly rather than using the

fitted statistical model. However, ignoring the physical data entirely is not an efficient

method from the statistical point of view.

Xiong et al. (2008) consider several alternative models from model updating point

of view. And they also use the mathematical model directly rather than building a

surrogate model for it. Therefore, their setup is very similar as Liu et al.’s. However,

they implement their models using the maximum likelihood based approach rather
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than the Bayesian approach. They also consider incorporating the temperature de-

pendence into one of their models and simplify the discrepancy term to be a linear

function instead of a GP.

3.4 Proposed Approach

Our proposed approach is based on nonlinear regression analysis introduced in Chap-

ter 2. There are two major contributions in our work. First, following Xiong et

al’s idea of model updating, we formulate their models more formally in statistical

sense and implement them based on more accurate likelihood approximation from

recent statistical research. Second, we use this formulation as a foundation to include

Gaussian process which is more flexible than linear functions.

In general, an updated model can be formulated as follows,

yF (x) = yR(x) + ε = yM(x, θ) + δ(x) + ε. (3.3)

In this model formulation, x are the controllable input variables which are fixed with-

out uncertainty. θ are the uncontrollable input variables which have to be calibrated

using physical experiments. Under Kennedy and O’Hagan’s assumptions, θ are as-

sumed to be unknown but constant parameters. However, this assumption is ob-

viously violated in the thermal problem, since the calibration parameters, θ, have

unit-to-unit variability. Therefore, in our formulation, we will assume that θ follow

a random distribution among different specimens. δ(x) is the bias function which is

used to capture the systematic bias of computer models. There are many candidate

functions for δ(x). The most popular choice is the Gaussian process, but it is also

possible to consider other alternatives such as linear functions. ε represents random

errors associated with the processes (e.g. measurement error).
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3.4.1 Nonlinear Mixed-Effects Models

Here we will start with an introduction of nonlinear mixed effects model and describe

in detail how to implement this model to our problem. Nonlinear mixed-effects models

are mixed-effects models in which some, or all, of the fixed and random effects occur

nonlinearly in the model function (Pinheiro and Bates (2000)). The basic nonlinear

mixed-effects (NLME) model for repeated measures is defined as follows.

yij = f(φij, νij) + εij, i = 1, . . . ,M, j = 1, . . . , ni, (3.4)

where M is the number of groups, ni is the number of observations on the ith group,

f is a general, real-valued, differentiable function of a group-specific parameter vector

φij and a covariate vector νij , and εij is a normally distributed within-group error

term (εi = (εi1, . . . , εi1) ∼ N(0, σ2Λ)). The function f is nonlinear in at least one

component of the group-specific paramter vector φij , which is modeled as

φij = Aijβ +Bijbi, bi ∼ N(0,Ψ), (3.5)

where β is a p-dimensional vector of fixed effects and bi is a q-dimensional random ef-

fects vector associated with the ith group (not varying with j) with variance-covariance

matrix Ψ (assuming Ψ−1 = σ−2∆T∆). The matrices Aij and Bij are of appropriate

dimensions and depend on the group. Observations corresponding to different groups

are assumed to be independent and the within-group errors may be heteroscedas-

tic and correlated, but independent of the random effects bi. In our example, for

each experimental specimen, we will measure its temperatures in the experiment over

time. Thus they could be thought as repeated measures and each specimen would be

treated as a group. Then the mathematical model yM or yM + δ will be f function

in the NLME model. The design variables x and the time t are νij in the model. The

calibration paramter θ and the parameter δ(x) (assuming δ(x) = fδ(x; βδ)) are φij in

the model.
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In general, we could assume that

θ = θ0 + bθ + sθ(x, t; βθ), (3.6)

where θ0 and βθ are fixed effects and bθ is the random effect following a random

distribution N(0,Ψθ). In this research, we consider two cases of sθ: sθ ≡ 0 and

sθ(x, t; βθ) = z(x, t)Tβθ. For the first case, it means that θ does not depend other

design parameters or change over time. For the second case, it means just the opposite

which corresponds to the temperature-dependent κ.

After having made all the assumptions and model setups, the total likelihood

could be written as

L(µθ,Σθ; y
F ) =

∫∫ ∏
fM(yF (xi)|θi)fθ(θi|µθ,Σθ)dθ̃ (3.7)

To maximize this likelihood, the Laplacian approximation or adaptive Gaussian ap-

proximation (Pinheiro and Bates (2000)) can be used here for approximating the

loglikelihood function and a two-step alternating procedure is constructed to esti-

mate all parameters.

1. The first step is to minimize a penalized nonlinear least squares objective func-

tion

M∑
i=1

g(β,∆, yi, θi) =
M∑
i=1

[‖Λ−T/2[yi − f(θ0 + sθ(xi; βθ), b
θ
i )]‖2 + ‖∆bθi ‖2]

to get the conditional modes b̂θ of the random effects bθ with β = (θ0, βθ) and

∆ fixed. Hereafter, we denote fi(·) as f(θ0 + sθ(xi; βθ), b
θ
i )

2. The second step is to minimize the Laplacian approximation of the log-likelihood

l(β,∆) = −N
2

[1 + log(2π) + log(σ̂2)] +M log |∆|

−1
2

∑M
i=1 log |G(β,∆, yi)| − 1

2
M log |Λ|

to the estimates of the fixed effects β and ∆, where

G(β,∆, yi) =
∂fi(β, b

θ
i )

∂bθi

∣∣∣∣
b̂θi

Λ−1
∂fi(β, b

θ
i )

∂(bθi )
T

∣∣∣∣
b̂θi

+ ∆T∆
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and

σ̂2 =
M∑
i=1

g(β,∆, yi, b̂θi )/N.

These two steps will be repeated until the convergence is achieved.

3.4.2 Nonlinear mixed effects model with Gaussian process bias

The above estimation approach will only work if we assume the bias function is linear

function of other parameters. In case that we want to use a Gaussian process for the

bias term, the assumption of independence of between-group errors will not hold any

more. Therefore we have to develop a new estimation procedure which is one of our

contribution in this work. There are two ways to estimate parameters with a Gaussian

process involved. The first method is still to use the above approximation but modify

the objective functions to adapt to the new likelihood. The other method is to use

EM algorithm to optimize the exact likelihood directly. Here, in this section, we will

adopt the first method, since it is easy to implement under the current settings.

Under the Gaussian process assumption,

δ(x, θ, t) ∼ N(f δ(x, t)Tβδ, σ
2
dR)

where f δ(x, t) = (f δ1 (x, t), . . . , f δk (x, t))T and R is a N ×N matrix with elements

R((x, t, bθ), (x∗, t∗, bθ∗)) = c((x, t, bθ), (x∗, t∗, bθ∗))

= exp[−(
∑p

i=1[φ
x
i (xi − x∗i )ρ

x
i ] + φt(t− t∗)ν +

∑q
i=1[φ

θ
i (b

θ
i − bθ∗i )ρ

θ
i ])]

Assume that ỹ = (yT1 , y
T
2 , . . . , y

T
M)T , f̃(β, b̃θ) = (f1(β, b

θ
1), . . . , fM(β, bθM))T and Λ̃ =

Λ 0 · · · 0

0 Λ · · · ...

...
...

. . . 0

0 0 0 Λ


. The two-step procedure will be modified as follows.

1. The new penalized nonlinear least square objective function becomes

g̃(β, δ, ỹ, b̃θ) = ‖((σd
σ

)2R + Λ̃)−T/2[ỹ − f̃(β, b̃θ)− Fδβδ]‖2 +
M∑
i=1

‖∆bθi ‖2
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2. The Laplacian approximation to the new likelihood becomes

l(β,∆, φ̃, ρ̃, ν) = −N
2

[log(2πσ2)] +M log |∆| − 1
2

log |G̃(β,∆, ỹ)|

−1
2
σ−2g̃(β, δ, ỹ, ˆ̃bθ)− 1

2
log |(σd

σ
)2R + Λ̃|

where

G̃(β,∆, ỹ) =
∂f̃(β, b̃θ)

∂b̃θi

∣∣∣∣ ˆ̃
bθ

((
σd
σ

)2R + Λ̃)−1
∂f̃(β, b̃θ)

∂b̃θi
T

∣∣∣∣ ˆ̃
bθ

+Diag(∆T∆,M)

and Diag(∆T∆,M) =



∆T∆ 0 · · · 0

0 ∆T∆ · · · ...

...
...

. . . 0

0 0 0 ∆T∆


M×M

In the first step, we get the conditional modes of the random effects b̃θ with β, ∆, φ̃,

ρ̃ and ν fixed. In the second step, after maximizing the approximated likelihood, we

can get the estimates of β, ∆, φ̃, ρ̃ and ν. Then these two steps are repeated until

convergence.

3.4.3 Model Formulations

After introducing the technical implementation of the nonlinear mixed effects model,

we can consider different types of model formulations which can all be fit by the

preceding estimation procedures. Different model formulations can help us explain

different types of uncertainties presented in the physical data. Through examining

and comparing results of different model formulations, we could understand better

the underlining computer model. The following model formulations are studied in

this work.

Model 1:

yF (xi, t) = yM(xi, t, θi) + ε(t), i = 1, . . . ,M (3.8)

Here we make no change to the original computer model, so the calibrated distribution

of θ will not depend on other input variables or temperatures. Also, there is no bias
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term, so the original computer model is expected to explain all uncertainties in the

physical data.

Model 2:

yF (xi, t) = yM(xi, t, θi(xi, t)) + ε(t), i = 1, . . . ,M (3.9)

Here we assume that the mean of the random distribution of θ will depend on design

parameter x and time t. This assumption is reasonable since one of the calibra-

tion parameters, κ, is highly correlated with temperature. However, it is impossible

to incorporate this temperature-dependent relationship directly into the mathemat-

ical model without significantly modifying it. McFarland (2008) considers a simple

approach in which a ’representative’ temperature value, T, is determined for each

configuration of the system for which calibration data are available. Xiong et al.

(2009) consider modeling T as a function of position xl to accommodate the tem-

perature dependence. There are mainly two problems with these two approaches.

The first is that they ignore the time varying nature of calibration parameters. Since

temperature is increasing over time, temperature-dependent calibration parameters

should have similar behaviors. The second is that since they don’t model calibration

parameters as functions of design parameters, it will not provide much information

at new untried settings. Therefore, we consider an alternative approach in which the

mean of the calibration parameter, specifically µκ, is modeled as a function of design

parameter x and time t. Again, there is no bias term, so the original computer model

with design-specific time dependent calibration parameters is expected to explain all

uncertainties in the physical data.

Model 3:

yF (xi, t) = yM(xi, t, θi) + δ(xi, t) + ε(t), i = 1, . . . ,M (3.10)

Like Model 1, the calibration parameters are assumed independent of other input

variables or temperature. However, a bias term is added here to capture possible
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systematic uncertainty generated by the original computer model. This formulation

is based on the Bayesian calibration framework developed by Kennedy and O’Hagan

(2001). The bias term can be assumed to be either a linear function of other input

variables or a Gaussian process function.

Model 4:

yF (xi, t) = yM(xi, t, θi(xi, t)) + δ(xi, t) + ε(t), i = 1, . . . ,M (3.11)

This is a combination of Model 2 and Model 3. To some extent, it can be thought as

a full model like in traditional regression. It is not necessarily good to be as compre-

hensive as model 4, however it is our interest to compare results and performances of

different model formulations.

3.5 Summary of Thermal Problem Results

The nonlinear mixed effects models without bias function or with linear bias function

are implemented in R, a freely available statistical software package. The library we

are using calls ”nlme” which is written by Pinheiro and Bates. We use Matlab 7.6 to

implement the Gaussian process based models.

Before we get to the results, the details of different model formulations are sum-

marized in Table 3.2.

Table 3.2: Model components and assumptions
Function Form Bias Form Fixed Effects Error Structure

Model 1 f(x, θ) No θ0 = (µκ, µρCp) AR1(h(t) = ρt)
Model 2 f(x, θ(x, t)) No θ0, βθ AR1
Model 3 f(x, θ) δ(x, t) = fTδ (x, t)βδ θ0 AR1
Model 4 f(x, θ(x, t)) δ(x, t) = fTδ (x, t)βδ θ0, βθ AR1
Model 5 f(x, θ) δ(x, θ, t) ∼ N(0, σ2R) θ0 No
Model 6 f(x, θ(x, t)) δ(x, θ, t) ∼ N(0, σ2R)) θ0 No
Model 7 f(x, θ) δ(x, θ, t) ∼ N(fTδ (x, t)βδ, σ

2R) θ0 No
Model 8 f(x, θ(x, t)) δ(x, θ, t) ∼ N(fTδ (x, t)βδ, σ

2R) θ0 No

Among those models, Model 5 and 6 are extensions of Model 3 and Model 7 and

8 are extensions of Model 4. And for hyperparamters in the Gaussian process model,
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we assume that ρx = 2 and ρθ = 2 which correspond to the Gaussian correlation

function.

3.5.1 Parameter Estimation & Calibration Results

The following table (Table 3.3) presents the estimation results from different model

formulations. Since the measurements for one experimental run (group) are recorded

consecutively, the within-group errors of Model 1-4 are assumed to be autocorrelated

over time. In Model 5-8, we assume that there is no random errors (ε = 0). This

assumption is due to the fact that the measurements are claimed to be highly accurate

which suggests that σ2
ε is relatively small compared to σ2

δ . This assumption also makes

possible to profile the loglikelihood on σ2
δ instead of estimating it together with other

paramters.

Table 3.3: Estimation results from Model 1-8
κ0 σk0 βκ ρCp0(1E5) σρCp0 ρ σε/σδ

Model 1 0.0502 0.00289 0 4.38 0.361 0.983 3.636
Model 2 0.0502 0.00354 5.60E-06 4.08 0.287 0.996 2

Model 3 (Linear) 0.0512 0.00488 0 3.74 0.247 0.993 0.848
Model 4 (Linear) 0.0522 0.00496 2.80E-06 3.82 0.285 0.992 0.71
Model 5 (GP1) 0.0493 0.00276 0 4.45 0.422 no 2.4514
Model 6 (GP1) 0.0504 0.00239 5.20E-06 4.11 0.257 no 2.7431
Model 7 (GP2) 0.0503 0.0028 0 3.99 0.284 no 1.7935
Model 8 (GP2) 0.0495 0.008 4.27E-06 4.29 0.879 no 0.3229

Fig 3.5 and 3.6 show the calibration results compared to material characterization

data based on Model 1-4 and Model 5-8, respectively. The goal here is to match

the calibrated parameter distributions to measured material data as close as possible.

The first graph in each subplots compares histograms of observed thermal conduc-

tivities (κ) and estimated random effects κ̂i’s (=κ̂0 + b̂κi) for Model 1, 3, 5 and 7

or scatterplots of observed thermal conductivities (κ) and estimated κ̂i’s versus tem-

peratures for Model 2, 4, 6 and 8. The middle graph in each subplots compares the

histograms of deleveled thermal conductivity (κ) and estimated random effects b̂κi’s.
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The ’delevel’ means that the mean value of κ’s of the same temperature is subtracted

from individual observations accordingly. This allows us to compare the true varia-

tion of observed thermal conductivities. The third graph in each subplots compares

the histograms of observed heat capacities, ρCp, and estimated ˆρCp’s.

Apparently, the estimated means of ρCp in Figure 3.5(a) and 3.6(a) deviate sig-

nificantly from the observed mean of ρCp due to the fact that we don’t consider the

relationship between κ and temperature and no bias function is used to correct the

original computer model. The estimated variation of calibration parameters in Fig-

ure 3.6(d) are much larger than the true variation which suggests that the estimation

results may not be very reliable.
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(a) Model 1 (b) Model 2

(c) Model 3 (d) Model 4

Figure 3.5: Calibrated distribution compared to material characterization data (Model 1-4)
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(a) Model 5 (b) Model 6

(c) Model 7 (d) Model 8

Figure 3.6: Calibrated distributions compared to material characterization data (Model 5-8)
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3.5.2 Prediction and Validation

3.5.2.1 Prediction

The prediction under Gaussian process bias function is a natural extension of standard

kriging prediction. Following (2.3), given new x∗, t∗ and θ∗,

δ̂(x∗, t∗, θ∗) = E(δ(x∗, t∗, θ∗)|y) (3.12)

= fδ(x
∗, t∗, θ∗)β̂δ + rR−1(yF − yM(x, t, θ̂)− Fδβ̂δ) (3.13)

ŷ(x∗, t∗, θ∗) = f(x∗, t∗, , θ∗) + δ̂(x∗, t∗, θ∗) (3.14)

where r = (c((x∗, t∗, θ∗), (x1, t1, θ1)), . . . , c((x
∗, t∗, θ∗), (xN , tN , θN))).

In reality, we only know x∗ and t∗ at which we want to predict. Therefore, we

have to simulate θ∗ from the calibrated distribution. The prediction at (x∗, t∗) will

be a collection of points and the prediction at x∗ will be a collection of functional

curves. Figure 3.7 and 3.8 show predictions at configurations 1-4 for Model 1-4

and 5-7 respectively. The red solid lines represent the physical observations at those

configurations. The blue dash lines represent the 99%, median and 1% quantile curves

of predictions. The predictions of Model 8 are not shown here since the estimated

correlation matrix is not stable which gives unreliable results. It will be our future

work to investigate the possible causes of such instability and improve the estimation

procedures for Model 8.
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(a) Model 1 (b) Model 2

(c) Model 3 (d) Model 4

Figure 3.7: Prediction distributions under 4 different configurations (Model 1-4)
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(a) Model 5 (b) Model 6

(c) Model 7

Figure 3.8: Prediction distributions under 3 different configurations (Model 5-7)
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3.5.2.2 Validation

It is very difficult to judge the performance of different models based solely on graph-

ical comparisons, therefore a validation metric is called on to provide a quantitative

measure of the performance. In this paper, we adopt a modified version of the u-

pooling method recently developed by Ferson et al. (2008) for model validation. As

we have introduced in Section 2.2, a nice feature of the u-pooling method is that it

allows to integrate or pool all available physical experiments over a validation domain

at different input settings x into a single aggregate metric. First, a value ui is obtained

for each experiment by calculating the CDF at yei , i.e., ui = Fxi(y
e
i ) (i = 1, . . . , N),

where yei represents a physical observation at the experimental site xi. Fxi(y
e
i ) rep-

resents the corresponding CDF generated by the statistical model at xi. According

to Ferson et al., if each physical observation yei hypothetically comes from the same

’mother’ distribution Fxi(·),all ui’s are expecte toconstitute a standard uniform dis-

tribution on [0, 1]. An illustration of the u-pooling method with three experimental

sites is given in Fig 3.9. By comparing the empirical distribution of ui to that of

the standard uniform distribution, the area difference (depicted as the shaded region

in Fig 3.9) can be used to quantify the mismatch between the dispersion of physical

experiments and the distributions of model output.

Following their idea using ui to pool information together, we consider the non-

parametric Cramér-von-Mises test statistics which is defined as

T =
1

12n
+

n∑
i=1

[
2i− 1

2n
− u′i

]2
. (3.15)

u′i’s are rank statistics of ui’s.

The metric under the original model is calculated by using simulations directly

sampled from fitted distribution of material charactarization data. It should be no-

ticed that in terms of prediction, the Gaussian process based models don’t perform

well compared to nonlinear mixed effects models with linear bias functions. There
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Figure 3.9: Illustration of the u-pooling method.

are two possible reasons: the Gaussian process models (Model 5-7) tend to under-

estimate the variance of calibration parameters and there is an strong interaction

between random effects and the Gaussian process bias funtion which leads to un-

stable estimations. In general, all statistical models performs much better than the

original computer model without careful calibration. And more likely Model 4 should

be considered for future inference.

Table 3.4: Validation metrics from different models
Model Original 1 2 3 4 5 6 7
Metrics 0.303 0.076 0.085 0.069 0.065 0.078 0.159 0.125

3.6 Discussion

Different model formulations and combinations with Gaussian process bias functions

can help us much better understand uncertainties involved in this application. Fig-

ure 3.5 and 3.6 provide a way to evaluate performances of different approaches by

comparing calibrated distributions to independently measured data. Clearly, adding

more structures to calibration parameters help getting more desired results. Also,
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a flexible Gaussian process assumption on bias function tends to give better results

than much restricted linear functions.

From the prediction point of view, it is not very clear which formulation or type of

bias function outperforms others. One possible reason is that computer model itself

is already capable enough on the design domain, which is far away from the testing

area. To improve prediction performance, it is much more helpful to add design points

which are closer to the testing area. The other alternative is that we may want to

generate some data from computer models of higher fidelity.

The proposed approach is based on the nonlinear mixed effects model which re-

quires a explicit function form of computer model. However, it is not limited to this

kind of computer experiments. When the computer model becomes expensive to run,

we can build a surrogate model first and then treat it as the function in the NLME

model.

3.7 Future Works

The previous results show that there are significant interaction effects between two

calibration parameters and the Gaussian process bias function. It will be necessary

to conduct various simulation studies to understand how the interaction effects have

influence on model results.

The approximation of the loglikelihood function used in the current research is

not accurate enough when the bias function is assumed to follow a Gaussian process.

To improve the credibility of the proposed modeling approach, either a new approxi-

mation or a EM type method based on the exact loglikelihood should be considered

in future research.

The MLE implementation of the proposed approach is easy to understand and

carry out for computer model users or engineers. However, it is difficult to consider

and understand the full uncertainty of all parameters and the model itself. This
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limitation calls on combining Bayesian analysis with the proposed approach. Nagy

et al. (2008) consider an new approach to combine MLE and Bayesian inference.

Following their idea, we could develop a similar approach for our proposed model.
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CHAPTER IV

REGRESSION MODELING FOR COMPUTER MODEL

VALIDATION WITH FUNCTIONAL RESPONSES

4.1 Introduction

In recent years, functional data have arised in many engineering applications with

dynamic computer models, e.g. vehicle crashworthiness test (Bayarri et al. (2005)),

dynamic stress analysis (Bayarri et al. (2006)), and response histories study (Schwer,

L.E. (2007)). Therefore, it is very important to extend the existing additive bias

function approach for functional responses that are not only functions of physical

attributes but also functions of time or space. The major challenges for dealing with

functional outputs are complexity and high-dimensionality, which make it infeasi-

ble to either apply the traditional frequentist approach or the computation-intensive

Bayesian approach. Bayarri et al. (2005) considered a Gaussian process approach that

considers time as an additional model input. However, their approach will become

infeasible if there are a large amount of time points (e.g, 1000), which makes the algo-

rithm extremely inefficient. Bayarri et.al. (2006) considered an alternative approach

which utilizes wavelet decomposition for highly irregular functional data. However,

owing to its computational complexity, it is difficult to implement the method.

A lot of literatures exist on functional data analysis based on longitudinal data in

biological science application, in which data are characterized by relatively few mea-

surements per individual with large experimental errors. The individual’s progress

or curve is often approximated by a simple parametric form. However, as we have

more accurate and well-controlled measurements for each individual or unit, it may

not be reasonable to make strong parametric assumptions. Recently, functional data
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analysis has become more popular due to the availability of large amount of accu-

rate measurements. Faraway (1997) had proposed a functional regression analysis

approach for ergonomically correct design of equipment. Nair et.al. (2002) applied

the similar approach to analyze some robust design studies. Ramsay et al. (2002)

gave a comprehensive review of functional regression models.

Oberkampf and Barone (2004) pointed out that regression functions are commonly

used to approximate the bias function between computer outputs and physical experi-

ments when the input variables are all physical parameters. In this paper, we propose

a piecewise regression approach for computer model validation with functional out-

puts. Specifically, the first step is to build a functional regression model for fitting

functional data with multiple input variables. Secondly, we will use this model to fit

the bias function between physical and computer outputs. The proposed approach

is expected to be efficient for a smooth functional response with a large amount of

time points. As illustrated in this paper, the approach can be easily implemented and

combined with validation metrics for assessing the accuracy of a computer model.

This chapter is organized as follows. Section 4.2 presents the formulation of the

functional regression model and methods of analysis for the purpose of validation.

A real industrial application is described in Section 4.3. In Section 4.4, we will

introduce a new approach based on Gaussian process and illustrate it using the same

application. We conclude our work in Section 4.5, followed by some future works in

Section 4.6.

4.2 Models and Methods of Analysis

4.2.1 Functional Responses

Unlike single-output systems, the responses of multiple-output or real time system

is of functional forms, i.e. yi(t) for run i under a specific model input condition

x. In practice, however, we only observe yi(t) at discrete time points, i.e. yi(tij),
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j = 1, . . . ,mi. The number of measurements, mi, will not always be the same for

every run under setting x. This is true because the time interval for shift events varies

for every run. In that case, under a specific criterion, the experiment may be stopped

at different time intervals for every run. Our attempt is to reconstruct the curves

yi(t) based on functional data as well as to predict the time interval for shift events.

Faraway (1997) mentioned that there are two kinds of variability here, variability

specific to the particular observations, yi(tij), and variability related to the whole

functional curve, yi(t). It is not easy to separate these two types of variability. Smooth

estimation has been introduced to eliminate (or at least reduce) the variability of the

first kind (Ramsay et.al. (2002)).

One approach is to smooth each yi individually without reference to the particular

model being fit. Various parametric or nonparametric regression model could be

considered here and the smoothing parameters could be selected automatically in the

presence of correlated errors. We are particularly interested in using basis functions

to represent functional curves. A basis function system is a set of known functions φk

that are mathematically independent of each other and have the property that any

function can be approximated arbitrarily well by choosing a weighted sum or linear

combination of a sufficiently large number K of these functions. Spline functions are

the popular choice of approximation system for non-periodic function data. In this

paper, we focus on spline functions with order no more than two.

4.2.2 Functional Regression Model

Suppose that the functional responses, yi(t), arise from the model y = Xβ+ε, where β

is a vector of functions (β1(t), . . . , βp(t))
T and X is the n×p design matrix formed from

the p-vector valued covariates xi, i = 1, . . . , n. Moreover, y is a vector of response

functions (y1(t), . . . , yn(t))T and ε is a vector of error functions (ε1(t), . . . , εn(t))T .

Each εi(t) is an independent realization of a stochastic process with mean 0 and
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variance σ2.

To create a functional model that best matches with the data, we choose β̂ to

minimize
∑n

i=1 ‖yi − xTi β‖2. The minimum can be achieved by minimizing each ti

individually, which turns out to be a pointwise regression. In fact, Faraway (1997)

used this approach to analyze the body motion data in his study.

In the pointwise approach, we tend to ignore the parametric relationship between

y and t. However, this approach is questionable if the relationship between y and t

is simple and smooth. Therefore, our model becomes

y(t) =
∑
i=0

XβiI{ti ≤ t < ti+1}+
∑
i=0

XξitI{ti ≤ t < ti+1}+ ε (4.1)

After assigning all ti’s, fitting such a model will give us a piecewise linear regression.

More specifically, we have k+1 knots t0, t2, . . . , tk where t0 = 0 and tk is associated

with the last observation over the time interval for each run under a specific model

input condition.

In reality, very often we observe that the functional responses tend to change

smoothly over time which will be illustrated in the example in Section 3. To achieve

smoothness in the piecewise linear model, we choose k+1 basis functions (order two

spline functions):

h1(t) = 1, h2(t) = t, h3(t) = (t− t1)+, . . . , hk+1 = (t− tk−1)+

y(t) =
k+1∑
i=1

Xβihi(t) + ε, (4.2)

where βi is a p × 1 vector and X, design matrix, is a n × p matrix. It is noted that

the term β(t) in the general model y(t) = Xβ(t) + ε becomes
∑k+1

i=1 βihi(t). Such

formulation enables us to model the data globally instead of pointwisely.
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4.2.3 Modeling for Interval Shifting Events

As mentioned in Section 4.2.1, for some engineering problems, the interval of interest

(the shift interval) can vary for different inputs x under different runs. The conven-

tional approach models the interval as a function of only input variables. However,

the approach becomes questionable if the shift intervals and functional responses are

strongly correlated with each other. In that case, the conventional approach may

not be able to provide an accurate prediction due to ignoring this high correlation.

Therefore, we propose a two-stage approach which allows prediction of both the shift

time and the response at the shift time.

1. Rescale all tij, j = 1, . . . ,mi to be within [0, 1] and denote the rescaled time as

t′ij

2. Build a functional regression model for response profile under scaled time:

y(t′) = f(x, t′)

Predict the response at the shift time at a new setting: ye = f(x, 1)

3. Build a regression model for the shift time: Ts = fT (x, ye)

Predict the shift time at the new setting using the predicted value of ye obtained

in Step 2.

This two-stage approach (Step 2 and 3) takes into account the relationship between

the shift time and the functional responses, which is expected to significantly improve

the accuracy of a prediction model.

4.2.4 Computer Model Validation for Functional Model

There are few literatures in validation of computer model with functional outputs.

For single-output systems, the existing model validation approach is to validating a

computer model by directly comparing the results from both computer and physical

experiments.
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An alternative design validation approach, proposed by Chen et al. (2007), em-

phasized on enhancing the predictive capability of a computer model for the purpose

of design decision making. Recent methods under existing model validation approach

can be divided into two categories, namely classical frequentist approach and Bayesian

approach. Under frequentist’s approach, linear or nonlinear regression models are fit-

ted for bias function using physical and computer outputs and then a validation metric

could be built according to the fitted bias function. Under Bayesian’s approach, ap-

propriate priors of certain parameters are assumed and the posterior distribution of

the model bias serves as a basis for the quantitative comparison of computer outputs

and physical observations. For the design validation approach, a bias-corrected com-

puter model is first built by characterizing the bias function between the computer

model and physical experiments. Together with the uncertainty quantification of a

bias function, the approach provides a confidence assessment of a design alternative

being superior to other alternatives in terms of their design objective function values.

It is noted that the bias function is widely used in computer model validation

literature to provide a basis for comparing computer and physical outputs (Chen et.al.

(2006)). It can also capture the potential model or method error, which sometimes

cannot be compensated for by other means. The basic bias-correction model for a

single output is given as follows.

ye = ym + δ + ε, (4.3)

yr = ym + δ, (4.4)

where yr is the true response, ym is the computer model output , δ stands for the

discrepancy between reality and a computer model (also called the bias function) and

ε is the experimental error. This model has been used in a Bayesian approach for

computer model validation (Kennedy, M.C. and O’Hagan, A. (2001) and Wang et.al.

(2007)). In that approach, two Gaussian process models are assumed for ym and δ
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and a Bayesian approach is used to provide prediction and uncertainty quantification

of both δ̂ and ŷr.

In the functional regression model, a similar bias-correction model can be defined

at each time points, i.e.,

yr(t) = ym(t) + δ(t). (4.5)

Similarly, another functional regression model is fitted to the bias profiles between

computer outputs and physical observations, i.e.,

δ(t) =
k+1∑
i=1

Xβih
δ
i (t) (4.6)

where hδi (t)’s are defined similarly as hi(t)’s in Section 4.2.2.

4.3 An Industrial Application

Computer simulation is a powerful tool for investigating complex transmission sys-

tems. This can lead to shorter product design cycles, reduce development cost, and

allow engineers to explore many options early in the design phase. Simulating the

transient characteristics of an automatic transmission is, however, complicated be-

cause many factors affect the shift quality during gear changes. In our problem, a

computer model provided by industry is used to simulate acceleration performance

and gear shift events of motor engine under various conditions. The complete model

consists of two parts: a drive-line model which produces acceleration values and a

transmission model which produces torque values and decide the time of shift event.

The flow of computer engine system modeling is illustrated in Figure 4.1.

4.3.1 Experiment Data

Physical experiments and computer experiments were carried out as follows. For

physical experiments, there are four input parameters: Tire coefficient (low or high),

Drag coefficient (low or high), Road grade (slope, 4 choices), and Throttle position

(4 choices). A 4222−1 fractional factorial design (32 combinations) is chosen. At
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Figure 4.1: A complex transmission system for computer model

each combination, the vehicle was driven twice, i.e., two replicates for each design

combination. The acceleration and torque values were recorded every 0.002 seconds

until the first gear shift occurred. Finally, the shift times were recorded for each

experiment. For computer experiments, there are several submodels in the mathe-

matical model which correspond to different subsystems in physical engine system.

In this analysis, we isolate the drive-line model (more like a transmission system)

from the entire system. For this drive-line model, it used torque values from physical

experiments as another input variable to generate acceleration profiles for each input

combination. Our focus in to validate the isolated drive-line model, so the torque

values are not considered as an input variable. Finally, functional acceleration values

with shift times were collected from both physical and computer experiments for all

64 (32× 2) runs. The experiment description is summarized as follows.
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4.3.1.1 Acceleration Model Parameter Definition

Responses Acceleration Profile yi(t), Shifting Time ti

Input Variables A (Tire coefficient (low or high)), B (Drag coefficient (low or high)),

C (Road grade (slope; 4 choices)), D (Throttle position (4 choices)

Dynamic Variable Torque Profile q(t)

4.3.1.2 Experimental Design

A 4222−1 fractional factorial design is planned as follows.

• A 25 full factorial design table is created.

• Denote each column as 1, 2, 3, 4, 5.

• Replace two columns 1, 2 by a four-level column C and two columns 3, 4 by

a four-level column D. Assign 5 to a column B and finally assign 12345 to a

column A.

The defining word of this fractional factorial design is A = BC3D3, where C3 = C1C2

and D3 = D1D2.

4.3.1.3 Objectives

We set three study objectives:

1. Prediction of Acceleration Profiles based on Functional Data

2. Prediction of Ending Acceleration and Shifting Time

3. Prediction of Bias Function for Validation of Functional Computer Model

4.3.2 Rescaling and Data Preprocessing

As explained in Section 4.2.3, to effectively predict both functional responses and the

shift time, we rescale [0, tshift] to [0, 1] by dividing each t by tshift. Thus, tscaled does
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not represent time, merely the proportion of the acceleration between the start and

the first shift. For a given combination, y(t) is observed on an equally spaced grid of

points, but the number of such points varies from experiment to experiment.

A plot of physical observation data after this rescaling is shown in Figure 4.2.

Figure 4.2: Field Observation (16 Combinations, each plot consists of 2 replicates)

One issue for this dataset is that there are several aberrant combinations observed

from physical experiments. For this specific problem, we have found that when D=0

and C > 0.5, the acceleration profile and shift time are very different from other

settings (See Figures 4.3 and 4.4). The dashed line in Figure 4.4 clearly separates the
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regular combinations from the outlier combinations.

Figure 4.3: Left panel: Outlier combinations; Right panel: Regular combinations

After initial analysis, we concluded that the outliers need to be eliminated first

to ensure accuracy of our analysis. Therefore, the eight problematic points (four

combinations, each with two replicates) were removed from our analysis; hence the

final data set consists of 56 runs and 28 combinations.

Finally, the original data set contains too many time points that can be handled

in limited computer resource environment. To overcome this difficulty, without sacri-

ficing the prediction accuracy, we used a subset of samples generated from the entire

dataset by including 250 data points from the rescaled time period 0-0.2 and 250 data

points from the rescaled time period 0.2-1.

4.3.3 Prediction of Acceleration Profiles

In this section, we illustrate how the proposed approach can be used to model and

predict acceleration profiles. We only consider physical experiment data here, since
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Figure 4.4: Ending Acceleration vs Shift Time

it is sufficient to demonstrate the strength of the proposed method.

For those 56 runs, excluding outliers described in Section 3.3, we randomly chose

ten runs as testing (confirmation) sample and the remaining 46 runs as training

sample. In the ten runs of testing sample, four of them are replicates from two

different combinations. Therefore, we have 26 combinations in the training sample

with 20 of them being replicated. The proposed functional regression model described

in Section 2 was fitted to the training data and the fitted model is used to predict

the acceleration profiles for the testing data.

Figure 4.5 shows the fitted acceleration profiles and the original acceleration pro-

files. Figure 4.6 shows the predicted acceleration profiles for the two combinations

with replicates in the testing sample. Both the fitting and prediction look quite

satisfactory based on visual inspection.

4.3.4 Prediction of Ending Acceleration and Shift Time

With the functional regression method we proposed, we can predict the ending ac-

celeration properly and independent of the shift time based on the idea of rescaling.
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Figure 4.5: Fitted Acceleration for 4 Combinations of Inputs: Observation (solid
line), Fitted (dashed line)

Figure 4.6: Prediction for 2 Combinations: Observation (solid line), Prediction
(dashed line)
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Using the approach proposed in Section 4.2.3, the model for shift time becomes

tshift ∼ f(A,B,C,D, yend)

. Following Section 4.2.3, the two stage approach for prediction of shift time and

ending acceleration is listed as follows.

1. Build a functional regression model for acceleration profile under scaled time:

A(t) = fA(A,B,C,D, t)

Predict ending acceleration for a new setting: Ae = fA(A,B,C,D, 1)

2. Build a regression model for shift time: Ts = fT (A,B,C,D,Ae)

Predict shift time for a new setting and using predicted values of Ae

Table 4.1 compares the prediction of shift time using our proposed two-stage

approach versus an approach using the regression model without ending acceleration.

For comparison, we fitted a simple regression model of Ts = ft(A,B,C,D) without

taking Ae as an input and used the training data to predict the testing settings.

As indicated by the results in Table 4.1, prediction without the ending acceleration

can be quite poor for combinations not in the training sample. We find that the

proposed procedure significantly improves the prediction of shift time for the testing

settings. As shown in Figure 4.7, the plot of shift time versus ending acceleration

indicates that a simple linear regression model without considering ending acceleration

is inadequate.

4.3.5 Validation of Computer Model to Physical Process

As we have pointed out before, the bias function plays a very important role in

computer model validation. Following the formulation in Section 4.2.4, functional

regression analysis can be applied to build a functional regression model for the bias

function. Afterwards, either a specific validation metric can be applied to verify the
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Table 4.1: Comparison of Two models for Prediction of Shift Time
Combination 5 9 12 12 13

Observation 4.444 3.068 3.230 3.204 3.678
Proposed Method 4.916582 3.349589 3.075773 3.075773 3.999299
Regression w/o Ae 4.041277 2.968270 10.545518 10.545518 8.502972

Combination 13 15 20 29 30
Observation 3.624 4.942 3.212 4.206 5.310

Proposed Method 3.999299 5.044591 2.908936 4.912238 6.254730
Regression w/o Ae 8.502972 5.679730 3.212000 4.006397 5.217603

RMSE of Proposed Method: 0.45613553
RMSE of Regression w/o Ae: 3.940357455

Figure 4.7: Ending Acceleration vs Shift Time (56 runs)
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validity of the original computational model or the prediction of bias function can be

used to update the existing computer model to achieve better accuracy.

In this particular industrial application, the bias profiles are significant over all de-

sign combinations, meaning the original computer model is not sufficiently accurate.

Therefore, our objective is to see if combining computer outputs and physical obser-

vations gives more accurate predictions of physical process, or whether an updated

computer model can improve the accuracy of the computer model outputs.

The procedure for model validation in this application is listed as follows.

1. We randomly divided our data into two groups: training group (for bias function

fitting) and validation group.

2. A functional regression model was fitted to the training group for the bias

function using equation (6).

3. We predicted the bias functions for the validation group using the fitted func-

tional regression model.

4. We combined the computer outputs in the validation group with the prediction

of bias functions using Eqn (5) to obtain an updated computer model.

5. Validation metrics were applied to the updated computer outputs against the

physical outputs in the validation group.

In the last step, we need to choose a functional validation metric for our problem.

Schwer, L.E. (2007) gives a clear demonstration of two existing validation metrics for

comparing measured and simulated response histories: the Sprague and Geers metric

and the Knowles and Gear metric. In this paper, we illustrate our example using the

Sprague and Geers metric which combines magnitude and phase differences between

different functional responses in comparison. The metric is also general and easier to

implement.
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The definition of Sprague and Geers metric is given in the Appendix. Figure 4.8

shows the prediction of the bias function and the updated computer outputs for one

setting in the validation group. The prediction of bias function matches the real

bias function very well which leads to a much more accurate updated model than

the original computer model. Table 4.2 gives the quantitative measures of accuracy

(validation metrics) of the updated model and the original computer model. These

results will be further compared to the one from using Gaussian process model in the

next section.

Figure 4.8: Bias Function and Updated Computer Outputs (Prediction: Dashed;
Physical (or real bias function): Solid; Computer: Dotted)

4.3.6 Comparison with Gaussian Process Model

As we have mentioned before, several Gaussian Process (GP) approaches have been

proposed to model the functional responses of physical and computer experiments.

In terms of formulation, a general functional GP approach assumes that
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Table 4.2: Validation Metrics for Three Models
Sprague and Geers Metric

Original Computer Model 0.4836016
Updated GP Model 0.2530137

Updated Functional Regression Model 0.0899152

δ(t) =
k+1∑
i=1

βi(X)hδi (t) + ε (4.7)

where βi(X)’s are GP models and hδi (t)’s are basis functions of time. Higdon et al.

(2007) consider hδi (t) to be the principle component functions and Bayarri et. al.

(2007) choose them to be wavelet basis functions. In practice the choice of basis

functions should be specific to data type (smooth or irregular, high or low time

resolution).

It is our interest to compare the results from the proposed regression-based ap-

proach with the existing Gaussian process approaches. Here, we consider the simple

extension of the Gaussian process model which uses time as an additional input vari-

able. The sample time points for the GP model are chosen to be 0, 0.2 and 1, which

are scaled times. It is a reasonable treatment because the responses within those

three points are highly linear with respect to time (see Figure 4.9). Figure 4.10 shows

the graphical comparison of those two results. The prediction curve of the functional

regression model match the physical outputs better than the curve of the Gaussian

process model. Table 4.2 gives the average validation metrics comparing model out-

puts to physical measurements for different settings in the validation sample. A

smaller value of the validation metric indicates better accuracy.

Clearly, the proposed functional regression model achieves better performance

in terms of prediction. One reason is that the proposed method uses much more

data than the Gaussian Process model, which significantly reduces the prediction

variability. In addition, by assuming functional relationship between acceleration

and time, the proposed method is better in capturing the intrinsic structure of the
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Figure 4.9: A typical functional curve which changes nonlinearly around t = 0.2)

observed data.

4.4 Gaussian Process Based Approach

In the previous sections, we have built a functional regression model to analyze func-

tional outputs of physical and computer experiments. It is shown that it can achieve

better performance than the Gaussian process model with arbitrarily chosen data

due to its inefficiency. However, it is still interesting to develop an approach to im-

prove the Gaussian process model with limited data. Hereafter, we will describe out

attempt to this goal and present some results by using our approach.

If the dimensionality of the functional output is small, one might consider either

building a separate, independent Gaussian process model for each output quantity

(four or five points) or incorporating the variables that index the output spectrum

(e.g. time, location) into the Gaussian process model. However, as we described in

previous sections, this approach becomes far too cumbersome when there are a large

number of time and/or space instances.

One way to tackle this problem of high dimensionality is to use some dimension
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Figure 4.10: Comparison of Functional Regression model (Left) and Gaussian Pro-
cess model (Right): Top Panel: A: 0 B: 1 C: 1 D: 0.67; Bottom Panel: A: 0 B: 0 C:
0.22 D: 0.67 (Prediction of yr: Dashed; Physical: Solid; Computer: Dotted)
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reduction techniques, such as wavelet decomposition (Bayarri et al., 2007) and prin-

cipal component analysis (Hidgon et al., 2008). However, these direct extensions

to computer experiments have some drawbacks as suggested by Hung et al. (2009).

Firstly, it is difficult to interpret results of those functional representations. Secondly,

special features of computer experiments are not considered in those techniques (say,

deterministic outputs). Lastly, the implementation is not easy for engineers and the

learning curve is very deep.

Hung et al. (2009) proposes an approach to naturally extend the kriging model

to functional outputs by reducing sampling rates. She utilize the fact that the N ×N

correlation matrix Φ can be represented by Φ = Φ(x)⊗Φ(t) where ⊗ is the Kronecker

product operation. Since Φ−1 = Φ(x)−1 ⊗ Φ(t)−1, the inversion of a N × N matrix

can be replaced by inversions of n×n and m×m matrices. Then the problem can be

reduced to how to select points for calculating Φ(t)−1. She proposes a point selection

scheme to improve uniform selection of time points. The new points are selected to

minimize the root mean square prediction error (RMSPE) based on m untried data.

In addition to the point selection scheme, she develops an update formula for

Φ−1(t) to avoid the computational burden of estimating Φ−1(t) when a new point is

added. Assume that the correlation matrix with k + 1 points is

Φk+1(t) =

Φk(t) B

BT 1

 ,

where B = (φ(t1, tk+1), . . . , φ(tk, tk+1))
T is a k × 1 vector and φ(·, ·) denotes the

correlation function of t. The update formula is defined as

Φk+1(t)
−1 =

Φk(t)
−1 + Φk(t)

−1BBTΦk(t)
−1H−1 −Φk(t)

−1BH−1

−BTΦk(t)
−1H−1 H−1

 (4.8)

where H = 1 − BTΦk(t)
−1B. By using this update procedure, the calculation of

Φk+1(t)
−1 requires no matrix inversion and thus the computational time can be saved

dramatically.
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However, this update procedure can not be directly implemented in the GM ap-

plication since acceleration profiles have irregular time points (not a grid design) after

rescaling which invalidates the Kronecker product representation of Φ. In addition,

under Ying’s procedure, when a new time point is added, all data points sampled at

that time are included in the model fitting. Though it is a reasonable procedure, the

size of one step becomes too large when the design space is of considerable size (e.g.,

128 in the GM example).

McFarland et al. (2008) considers another simple point selection scheme in which

one data point is added at a time. The new point is selected as the point with

largest prediction error under the existing Gaussian process model. This selection

criterion avoids the problem of estimating a new Gaussian process model in each

step, however, the selected point is not guaranteed to provide the smallest prediction

error when included in the model fitting.

In this section, we will introduce a new procedure which combines ideas from the

above two approaches and use the GM example as an illustration.

The new point selection algorithm is as follows.

1. Choose some initial points (Either randomly or using some domain knowledge).

2. Calculate functional prediction error for each run and rank all runs. (Sprague

and Geers measure)

3. Starting from the top run, choose one point per run which minimize the func-

tional prediction error until the improvement become negligible or achieve max-

imum points preset in this step (or overall). This step is the same as Ying’s

step.

4. Repeat to step 2.

In Step 3, to improve the efficiency of the proposed algorithm, we can also adopt

the updating formula developed by Hung et al. (2009). Assume that the correlation
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Figure 4.11: Prediction errors versus number of points in the model

matrix with k + 1 points is

Φk+1(x, t) =

Φk(x, t) D

DT 1

 ,

where D = (φx(x1, xk+1)×φt(t1, tk+1), . . . , φx(xk, xk+1)×φt(tk, tk+1))
T is a k×1 vector

and φx(·, ·) and φt(·, ·) denotes the correlation function of x and t respectively. Then

the update formula 4.8 still holds where let B = D. We apply the proposed method

to the GM application. The Gaussian process model is defined as

Y (x, t) = (xT , t)β + Z(x, t) (4.9)

and we use the Gaussian product correlation function

c(x) = exp(−
p∑
i=1

φix
2
i ).
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Figure 4.12: Prediction errors versus added time point
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The Sprague and Geers metric is considered as our prediction error, since it provides a

more comprehensive measure of the difference of two functional responses. The initial

points are chosen as starting time points and ending time points of all experimental

runs (56 runs). This choice is consistent with the previous analysis.

Figure 4.11 shows the prediction errors as new points are added to our sample.

As a comparison, we also calculate the prediction errors (Figure 4.12, the smallest

error is 4.645) based on grid design scheme in which we choose 56 points sampled at

the same time in one step. We can see that by using our procedures only 20 points

are needed to achieve the similar prediction error.

4.5 Concluding Remarks

A functional regression modeling approach is proposed to analyze functional outputs

of physical and computer experiments. Traditional procedures for modeling functional

data generally involve two steps. Models are first fit for each individual setting to

reduce the dimensionality of the functional data, and then the estimated features

are treated as new responses, which are further modeled using existing approaches.

Alternatively, pointwise models are constructed and then functional curves are fit for

parameters estimated pointwisely. On the contrary, the proposed method is more

direct and only involves a single step. By reducing the number of steps and following

the traditional regression analysis, the proposed model is easier to interpret and

implement for practice users. Through a comparison with the existing Gaussian

process model, we demonstrate that the proposed method yields sufficient accuracy,

performs efficiently and achieves accuracy in global prediction.

In Section 4.5, we introduce a new algorithm to fit the Gaussian process model

for functional response. The new algorithm is more useful when a grid design is not

presented and we have irregular time points among all experimental runs. In addition,

since we can choose different numbers of points for all experimental runs, the new
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algorithm may have better performance in case that experimental runs show different

extents of variations.
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CHAPTER V

GAUSSIAN PROCESS MODELING FOR FUNCTIONAL

RESPONSES

5.1 Introduction

In Chapter IV, we introduce the functional data problem for computer experiment

and modeling. Due to the computational complexity caused by high-dimensionality

of the response, it is infeasible to directly apply the traditional Gaussian process mod-

eling approach which requires inversion and determinate calculation. To reduce the

computational burden, many different approaches have been proposed for modeling

functional data from computer experiments in two steps., such as wavelet decompo-

sitions (Bayarri et al., 2007) and principal component analysis (PCA) (Higdon et al.,

2007). In our work, we proposed a piecewise linear regression approach for computer

model with functional outputs. Since the proposed model is straightforward and only

invloves a single step, it is easier to interpret and implement for practice users. In

general, the proposed model assumes that

Y (t) = fT (x)β(t) + ε(t) (5.1)

where f(x) = [f1(x), . . . , fq(x)]T and ε(t) ∼ N(0, σ2). However, we can see that this

model is still based on the regular regression model which assumptions can’t hold for

computer experiment outputs. Thus, in this chapter we will modify our approah to

use the Gaussian process assumption rather than the standard normal assumption,

which means that

Y (t) = fT (x)β(t) + Z(x, t) (5.2)
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where Z(x, t) is a Gaussian process with mean 0 and the covariance function

cov{Z(x1, t1), Z(x2, t2)} = σ2r(x1 − x2, t1 − t2).

To extend the functional regression model into a functional linear model with

error following a Gaussian process as defined above, two main challenges have to be

addressed:

1. Variable selection through regularization

Since the entire variable space {f(x, t) = g(x) × h(t)} is spanned by the de-

sign variables and basis functions in the functional dimension, the number of

regressors will be considerablely large even if we have a moderate number of

design variables and basis functions. Joseph et al. (2008) have argued that un-

necessary variables in the mean model can deteriorate the performance. They

suggested that only those variables that have a significant effect on the response

should be used for the mean model. In this work, we will propose an approach

to accomplish variable selection and fitting the kriging model simultaneously.

2. Computational efficiency and irregular grid

For large N , the calculation of N × N correlation matrix LU decomposition,

inverse and determinant is computationally intensive. Furthermore, the nu-

merical solver for all these operations becomes very unstable when N becomes

extremely large due to its rounding errors. Hung et al. (2011) presented a new

procedure to overcome the computational problems. It involves using Kronecker

product and finding a explicit solution for a part of the correlation matrix. In

this paper, we will use the same idea and modified it according to some specific

needs in our problem. As we have discussed in Chapter IV, the GM acceleration

data have observations at different number of time points for different design

combinations (irregular grid). Hung et al. (2011) also presented an idea to

treat the observed data as a collection on regular grids but with some ’missing’
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observations. Then by following an EM-type approach, they will fit the model

and estimate the missing data iteratively. The advantages of their approach

are that it has very good theoretical properties and is computationally efficient.

However, in the GM example, the end time is actually the shift time which

implies a systematic change will happen after the end time. Therefore it may

not be appropriate to estimate those ’missing’ observations after the shift time

and use them to fit the model again. In this work, we will provide an simple

alternative solution for the irregular grid problem.

This chapter is organized as follows. Section 5.2 presents the formulation of the

functional regression kriging model and a literature review of existing approaches.

Section 5.3 introduces our proposed model and an algorithm to fit the model. The

model’s theoretical properties will be given in Section 5.4. In addition to a simulation

study, the GM example will be revisted in Section 5.5. We conclude our work in

Section 5.6, followed by some future works in Section 5.7.

5.2 Review of Existing Methods

Here we first briefly review the basic formulations for a kriging model and then extent

it into a functional kriging model. Several existing approaches will be described and

discussed.

Let Y (x) denote a Gaussian process which can be written as

Y (x) = fT (x)β + Z(x) (5.3)

where f(x) = (f1(x), . . . , fq(x))T is a set of pre-specified functions and = (β1, ..., βq)
T

is a set of unknown coefficients. The Z(x) is assumed to be a realization of a stationary

Gaussian process with covariance

cov(Z(x), Z(x∗)) = σ2R(x, x∗) = σ2 exp[−d(x, x∗)]. (5.4)
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The correlation function R(x, x∗) in (2) is a function of the ”distance” between x and

x∗ . Many correlation functions are available in the literature (Santner et al. (2003)).

In this research, we will consider the Gaussian correlation function which implies the

distance d(x, x∗) =
∑
φi(x

i − (x∗)i)2 for design variables and d(t, t∗) = φi|t − t∗| for

the functional space.

As we have described in Chapter IV, usually functional responses are collected over

an interval of an index denoted by t. For example, under the setting xi, the functional

response yi(t) is observed at discrete time points ti1, . . . , timi . A direct extension of

kriging model to functional responses will incorporate the functional index (t) as an

additional input of the model. Thus, the functional kriging regression model will be

Y (x, t) = fT (x, t)β + Z(x, t) (5.5)

where Y (x, t) is the response measured at point t in the functional space given the

input variable x. f(x, t) = [f0(x, t), . . . , fq(x, t)]
T are collections of known functions

and usually f0(x, t) = 1. We assume that Z(x, t) is a Gaussian process with mean

0 and the covariance function cov(Z(x, t), Z(x∗, t∗)) = σ2R((x, t), (x∗, t∗)). Usually,

a separable product correlation struction is assumed for the correlation function.

That is, R((x, t), (x∗, t∗)) = Rx(x, x
∗)Rt(t, t

∗), where Rx(x, x
∗) is the same as we

have defined in the standard kriging model and Rt(t, t
∗) is the correlation function

for variable t. Correlation parameters associated with these correlation functions are

denoted by φ.

Suppose the N × 1 vector y = (y1
T, . . . ,yn

T)T = (Y1, . . . ,YN)T is the collection

of all the outputs with N =
∑n

1 mi and (Xi, Ti) is associated with the output yi.

Based on model (5.5), the universal kriging predictor is given by

ŷ(x, t) = f(x, t)T µ̂+R0(x, t)
TR−1N (y − Fµ̂) (5.6)

where F = (f(X1, T1), . . . , f(XN , TN))T , µ̂ = F TR−1N y/F TR−1N F ,
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R0(x, t) = (R((x, t), (X1, T1)), . . . , R((x, t), (XN , TN)))T and RN is an N × N ma-

trix with elements RN(i, j) = R((Xi, Ti), (Xj, Tj)). The correlation parameters are

estimated by minimizing the negative log-likelihood

φ̂ = arg max
φ

(N log σ̂2 + log |RN |), (5.7)

where σ̂2 = 1
N

(y−Fµ̂)TR−1N (y−Fµ̂). However, Hung et al. (2011) states that the di-

rect implementation of this model is computationally prohibitive due to the inversion

and determinant calculations of the covariance matrix (R−1N and |RN |). To tackle the

computational difficulty associated with functional response and successfully extend

kriging, they proposed a new procedure in their work. For our problem, we intend to

follow their approach in reducing the computational difficulty and a few modifications

have to be made to accomodate some special needs of this particular data.

Another type of approach which we will compare to in this chapter is to first

apply dimension reduction methods, e.g. PCA or SVD, to functional data. Then in-

dependent Gaussian processes are fitted based on the results of dimension reduction

methods. The model will combine these two steps together to estimate and predict.

Techniques such as wavelet decomposition (Bayarri et al. 2007) and principal compo-

nent analysis (PCA) (Higdon et al. 2007) have been used to model functional outputs.

Here we describe the model setup from Dancik et al. (2008). Let [y]ij be a m × n

matrix with elements Yj(ti) and r = min(m,n). Using singular value decomposition,

[y]ij = Um×rDr×rV
T
r×n =

r∑
p=1

λp{αp}i{wp(x)},

where λp is the pth singular value, αp is the pth column of U , and wp(x) is the pth row

of V T . The jth column of V T , which contains the elements {wp(x)}, p = 1, . . . , r,

is called a vector of principle component weights corresponding to the jth design

setting. The output Y is approximated by keeping the l < r most important principle

component weights, corresponding to the l largest singular values. Then independent
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Gaussian processes are fitted to the most important principle component weights

w1(x), . . . , wl(x).

5.3 Models and Methods of Analysis

5.3.1 The functional regression model with Gaussian process errors

In functional data analysis (FDA), the functional regression can correspond to ei-

ther functional predictors or functional responses. James et al. (2009) proposed a

functional linear regression model for functional predictors which, through variable

selection techniques, produce estimates that are both interpretable, flexible and accu-

rate. In our work, we will extend their model to both scalar and functional responses

with Gaussian process error.

The standard functional regression (FLR) model relates functional predictors to

a scalar response via

Yi = β0 +

∫
Xi(t)β(t)dt+ εi, i = 1, . . . , n (5.8)

where β(t) is the ”coefficient function”. There are generally two approaches for mod-

eling the structure of β(t) to interpolate the responses. In the first method, β(t) is

represented using a p-dimensional basis function, β(t) = B(t)Tη where p is expected

to be large enough to capture the patterns in β(t) but small enough to regularize the

fit. Then (5.8) can be rewritten as Yi = β0 +XT
i η + εi, where X i =

∫
Xi(t)B(t)dt,

and η can be estimated using ordinary least squares. This method actually is directly

related to the approach we have developed in Chapter IV, with the exception that

we are dealing with functional responses rather than scalar responses. In the second

method, a penalized least squares estimation procedure is introduced to shrink vari-

ability in β(t). The penalty, P (β) can be either of the form
∫
β(d)(t)2dt with d = 2

being a common choice or of the form ‖η‖1. In either cases, β(t) can be found by

minimizing
∑n

i=1(Yi − β0 −
∫
Xi(t)β(t)dt)2 + λP (β).

Based on these existing results, James et al. (2009) presented a new idea to
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reformulate the problem as a form of variable selection. In particular they divide the

time period up into a fine grid of points. Then they use variable selection methods to

determine whether the dth derivative of β(t) is zero or not at each of the grid points.

The formulation of their method is described as follows.

First they assume there is a p-dimensional basis function B(t) = [b1(t), . . . , bp(t)]
T

and

β(t) = B(t)Tη + e(t) (5.9)

, where e(t) represents the deviations of the true β(t) from their model. They also

showed that since p can be chosen arbitrarily large under this method, |e(t)| can

generally be assumed to be small.

Combining (5.8) and (5.9) we will have

Yi = β0 +XT
i η + ε∗i (5.10)

where X i =
∫
Xi(t)B(t)dt and ε∗i = εi +

∫
Xi(t)e(t)dt.

Let t1, . . . , tp stands for p evenly spaced points in the functional space, approx-

imation of β(2)(tj) can be written as γj = p2
[
B(tj)

Tη − 2B(tj−1)
Tη +B(tj−2)

Tη
]
.

Therefore, we have

γ = Aη,

where A =
[
DdB(t1), . . . , D

dB(tp)
]T

, and Dd is the dth finite difference operator

whereDB(tj) = p
[
B(tj)

T −B(tj−1)
T
]
, D2B(tj) = p2

[
B(tj)

Tη − 2B(tj−1)
Tη +B(tj−2)

Tη
]
,

etc. Let V = [1|XA−1], the final model can be written as

Y = V γ + ε∗. (5.11)

If we replace the standard normal error ε∗ with a Gaussian process error Z, the kriging

version of the functional regression model for scalar responses will be

Y = V γ + Z (5.12)
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where Z ∼ N(0,Σ) and Σ(i, j) = R(Xi(t), Xj(t)). A common choice for R will be

R(x(t), y(t)) = exp(−
∫
φ|x(t)− y(t)|ρdt).

To make this approach work for functional responses, we first have to rewrite the

model. The basic model states that

Yi(t) = fT (X i)β(t) + εi(t) (5.13)

whereX i = (xi1, . . . , xis), f(X i) = Fi = (f1(X i), . . . , fq(X i))
T and β(t) = (β1(t), . . . , βq(t))

T .

It should be noted that in general, X i could also change over time which means

X i(t). However, in this thesis, we will only consider the case that X i is constant over

time. And it is not difficult to extend our results to time-varing X i. Based on the

same basis function we have defined above, we have that βj(t) = B(t)Tηj + ej(t) for

j = 1, . . . , q. Let η = (η11, . . . , η1p, η21, . . . , ηqp)
T and e(t) = (e1(t), . . . , eq(t))

T , the

regression model can be rewritten as

Yi(t) = (f(X i)⊗B(t))Tη + ε∗i (t) (5.14)

where ε∗i (t) = fT (X i)e(t) + εi(t). Then let

Y = (Y1(t11), . . . , Y1(t1m), Y2(t21), . . . , Yn(tnm))T ,

B = (B(t1), . . . , B(tm))

and

F = (F1, F2, . . . , Fn),

the final model will be

Y = W Tη + ε∗ (5.15)

where W = F ⊗B.

By choosing some particular basis functions, we could assume that η is sparse and

estimate η using a variable selection procedure such as Lasso. If there is no reason

to assume that η will be sparse, we can also adopt the idea from James et al. (2009)
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which assumes that one or more of its derivatives are sparse i.e. β(d)(t) = 0 over large

regions of t for one or more values of d = 0, 1, 2, . . .. Then let A = Iq×q ⊗ A and

γ = (γ11, . . . , γ1p, γ21, . . . , γqp)
T , if

γ = Aη,

the alternative model will be

Y = V Tγ + ε∗ (5.16)

where V = WA−1. Like the model for scalar responses, p can be chosen arbitrarily

large here. Thus fT (X i)e(t) can also be assumed to be small. We should note that if

we believe more than one derivatives of β(t) are sparse, Amay no longer be invertible.

In that case, James et al. (2009) provided one useful extension which can be directly

applied in such a problem.

Again here we could replace the error ε∗ with a Gaussian process error Z. Then

the kriging version of the functional regression model for functional responses will be

Y = W Tη + Z or Y = V Tγ + Z (5.17)

where Z ∼ N(0, RN).

The kriging predictor is given by

ŷ(x, t) = (f(x)⊗B(t))T η̂ +R0(x, t)
TR−1N (Y −W T η̂) (5.18)

where η̂ are the Lasso estimate under some penalty paramter λ. In the next section,

we will explain how to find the Lasso estimate.

5.3.2 Fitting the Model

Since η or γ is assumed sparse, if the model has the standard Normal errors, poten-

tially a variety of variable selection methods can be used to fit (5.11) and (5.15). A

few examples include the Lasso (Tibshirani, 1996), SCAD (Fan and Li, 2001), the

Elastic Net (Zou and Hastie, 2005) and Danzig selector (Candes and Tao, 2007). We
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opted to focus on the Lasso selector in this work since it has demonstrated strong em-

pirical results on variable selection and also has very efficient algorithm to calculate

the solution path. However, it will not be difficult to extend our approach to other

similar variable selection methods.

In the linear regression model Y = Xβ + ε, the Lasso estimate, β̂, is defined by

β̂L = arg min
β
‖Y −Xβ‖22 + λ‖β‖1 (5.19)

where ‖Y − Xβ‖22 + λ‖β‖1 is the penalized negative log-likelihood, ‖ · ‖1 and ‖ · ‖2

respectively denote the L1 and L2 norms and λ ≥ 0 is a tuning parameter.

Under the kriging model, the penalized negative log-likelihood becomes

L(σ,η, θ|Y ) = N log(σ2) + log(|RN(θ)|)

+
1

σ2
(Y −W Tη)TRN(θ)−1(Y −W Tη) + λ‖η‖1 (5.20)

The regression coefficents η, the variance parameter σ and the correlation parameters

θ are estimated by minimizing L(σ,η, θ|Y ), i.e.

(σ̂, η̂, θ̂) = arg min
σ,η,θ

l(σ,η, θ|Y ).

Given η and θ, we have

σ̂2 =
1

N
(Y −W Tη)TRN(θ)−1(Y −W Tη).

Li and Sudjianto (2005) considered an iterative procedure to estimate η and θ.

Though the penalized parameter is θ, in their model, we could still adopt a similar

scheme for estimation of our model. The two iterative steps we consider here are

based on two conditions: when θ and σ are given and when η is given.

In the first case (step A), after comparing (5.19) and (5.20), we can show that for

given values of θ, the Lasso model and the penalized kriging model are equivalent.

Thus, η̂ can be estimated through the efficient algorithm for Lasso. To reexpress
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(5.20), we have to use the fact that RN(θ) = UTU by calculating the LU decomposi-

tion of RN(θ) where U is an upper triangle matrix. Then (5.20) becomes

L(σ, η, θ|Y ) = N log(σ2) + log(|UTU |)

+
1

σ2
(Y −W Tη)TRN(θ)−1(Y −W Tη) + λ‖η‖1

Since θ and σ are given, to optimize l(η, θ, σ|Y ) over η we can consider the part

involving only η which is:

L1(η|Y , σ, θ) =
1

σ2
(Y −W Tη)T (UTU)−1(Y −W Tη) + λ‖η‖1.

Let Y t = (U−1)TY /σ and W t = WU−1/σ, then

L1(η|Y , σ, θ) = ‖Y t −W T
t η‖22 + λ‖η‖1 (5.21)

which means that Y t and W t can be used by existing Lasso algorithms to estimate

η̂.

In the latter case (step B), taking out the penalty term from the penalized kriging

model, it becomes the standard kriging model. For σ, we have

σ̂2 =
1

N
‖Y t −W T

t η‖22.

For θ, it is estimated by minimizing N log(σ̂2) + log(|RN(θ)|). Any optimization

algorithm would be a feasible solution for this problem. To speed up the method, we

could also adopt the Fisher scoring algorithm by Li and Sudjianto (2005).

The computing algorithm for the proposed procedure is summarized as follows.

1. Choose initial values for η̂(0),θ̂(0),σ̂(0). η̂(0) can be chosen by fitting the functional

regression model (5.15) directly.

2. Perform step A to estimate η̂(i+1) using the LARS algorithm. λ is chosen by

minimizing the Cp value.

3. Perform step B to estimate θ̂(i+1),σ̂(i+1) by using η̂(i+1).
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4. Repeat 2 and 3 until the convergence is achieved. Then declare η̂,θ̂ and σ̂ to

be the estimates.

In the second step, we use the Cp criterion instead of the more popular cross

validation because the transformed matrix W t can’t be directly split into training

and testing groups. An algorithm using cross validation would be formulated as

follows.

1. Choose initial values for η̂(0),θ̂(0),σ̂(0). η̂(0) can be chosen by fitting the functional

regression model (5.15) directly.

2. Randomly split the training set in to k groups.

3. Calculate W
(−j)
t for the training data except the jth group for j = 1, . . . , k.

4. Perform step A to estimate η̂(−j)(i+1) using the LARS algorithm for all λ and

j = 1, . . . , k.

5. Perform step B to estimate θ̂(−j)(i+1),σ̂(−j)(i+1) by using η̂(−j)(i+1) for all λ and

j = 1, . . . , k.

6. Repeat 3, 4 and 5 until the convergence is achieved. Then λ is chosen to

minimize the validation error and the corresponding η̂,θ̂ and σ̂ are declared to

be the estimates.

5.3.3 Implementation Details

Here we will discuss more details of implementing the previous algorithm for the GM

acceleration data. Especially, we will follow the work of Hung et al. (2011) to develop

efficient algorithm for matrix operations.

5.3.3.1 Efficient Matrix Operations

Though the algorithm developed in the last section enables us to estimate all parame-

ters η, θ and σ, the calculation of N×N correlation matrix LU decomposition, inverse
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and determinant is still computationally intensive. Furthermore, the numerical solver

for all these operations becomes very unstable when N becomes extremely large due

to its rounding errors. Therefore, it is necessary to develop an explicit solution rather

than relying on the numerical solution. The idea in Hung et al. (2011) is to take

advantage of the product form of the correlation function together with the Kronecker

product techniques. By using these, explicit solutions of those matrix operations can

be derived.

Assume that the functional data are collected with regular grid, the functional

responses are observed in the same locations for each experimental setting, i.e., t1j =

· · · = tnj = t for all j = 1, . . . ,m. Then the correlation matrix RN(θ) can be

represented by RN = Rx ⊗ Rt, where ⊗ refers to the Kronecker product operation,

Rx us a n-by-n correlation matrix with elements R(xi,xj), and Rt is a m-by-m

correlation matrix with elements R(ti, tj). Under the Kronecker product form, R−1N

can be calculated as

R−1N = R−1x ⊗R−1t ,

|RN | will be

|RN | = m|Rx| · n|Rt|

and the upper matrix of the LU decompostion UN will be

UN = Ux ⊗ Ut

where Ux and Ut are upper matrixs of the LU decompostion of Rx and Rt respectively.

It is obvious that those matrix operations on Rx and Rt are much cheaper and more

stable than the ones of N ×N matrix RN .

However, for the functional model we are considering here, m could still be quite

large for numerical program to handle due to its near singularity. It motivates us

to consider a special case of the regular grid collection, under which observations

are collected with equal spacing, i.e., ti2 − ti1 = · · · = tim − ti(m−1) = ∆t for all
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i = 1, . . . , n. For the purpose of illustration, we assume that the colletion points in

the functional space are 1, . . . ,m for each experimental setting. In this situation, the

computational burden in fitting the kriging model can be further reduced by a special

correlation matrix which results closed-form solutions for LU decompostion, inversion

and determinant of the correlation matrix.

As defined before, we have Rt(i, j) = exp[−dt(i, j)] = exp[−θt|i−j|]. Let ρ = e−θt ,

then Rt(i, j) = ρ|i−j| and Rt can be written as

Rt =



1 ρ ρ2 · · · ρm−1

ρ 1 ρ · · · ρm−2

...
...

...
...

ρm−1 ρm−2 · · · · · · 1


.

By some calculations, we can show that |Rt| = (1− ρ2)m−1,

Ut =



1 ρ ρ2 · · · ρm−1

0 (1− ρ2)1/2 ρ(1− ρ2)1/2 · · · ρm−2(1− ρ2)1/2
...

...
...

...

0 0 0 (1− ρ2)1/2 ρ(1− ρ2)1/2

0 0 0 0 (1− ρ2)1/2


(5.22)

and

U−1t =
1

(1− ρ2)1/2



(1− ρ2)1/2 −ρ 0 · · · 0

0 1 −ρ · · · 0

...
...

...
...

0 0 0 1 −ρ

0 0 0 0 1


. (5.23)

Since Ut can be written in a closed form and Ux is generally easy to calculate, the

complexity of fitting the kriging model (5.17) becomes much smaller.
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5.3.3.2 Replicates in Computer Experiments

As we described in the last chapter, a special property of the GM experiment is

that there are other uncontrollable input variables in the computer model which

generate two replicate observations for each design setting. The model we introduced

in the precious sections can only deal with the situation in which there is exactly one

observation for each combination of a design setting and a point in the functional

space. To overcome this problem, first we will reexpress our model (5.13) to handle

replicate observations. A functional kriging regression model with replicates is given

by

Yik(t) = fT (X i)β(t) + Zi(t) + ζik(t) i = 1 . . . n, k = 1, . . . d, (5.24)

where Yik(t) and ζik(t) are the observation and the random effect or error function

respectively, for design setting i and replicate k.

In literature, model (5.24) can be generally considered to be a two-level hierachical

model where units (replicates) are nested within treatment groups (design settings).

There have been some developments of methodologies for dealing wih hierarchical,

spatially correlated functional data. Most recently, Zhou et al. (2010) develop a

reduced rank mixed effects model under which the unit level random effects are mod-

eled using different sets of principal components and the spatial correlation of unit

level random functions is modeled through the spatial correlation of the principal

component scores. In our situation, since the main objective is to study the mean

function fT (X)β(t), we will adopt a simplified assumption on ζik(t). However, it is

possible to extend their approach to the functional kriging regression model as the

hierarchy of data becomes more complex.

In the functional kriging model with replicates, we assume that ζik(t)’s are mean

0 and independent with Zi(t)’s. The covariance cov(ζik(t), ζi′k′(t
′)) = 0 if i 6= i′ or

k 6= k′ and cov(ζik(t), ζik(t
′)) = σ2

ζ exp(−θζ |t− t′|). Then the covariance matrix of Y
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in model (5.17) becomes

cov(Y ,Y ) = cov(W Tη + Z + ζ,W Tη + Z + ζ)

= cov(Z + ζ, Z + ζ)

= cov(Z,Z) + cov(ζ, ζ)

= σ2
ZRN + σ2

ζR
ζ

where RN = Rx ⊗Rt and Rζ = In×n ⊗Rζ
t .

To further simplify the calculation in our problem, we will assume that θt = θζ .

This is a reasonable assumption as long as the replicate functional responses from

the same design setting have similar shapes in the functional space. Under this

assumption, we have Rζ
t = Rt and

cov(Y ,Y ) = (σ2
ZRx + σ2

ζIn×n)⊗Rt.

Then let

Σx = Rx + (σζ/σZ)2In×n,

cov(Y ,Y ) can be written as

cov(Y ,Y ) = σ2
ZΣN = σ2

Z(Σx ⊗Rt).

Assume U is the upper triangle matrix of the LU decompostion of ΣN , given θ and η

σZ can be estimated the same way as before,

σ̂Z
2 =

1

N
‖Yt −W T

t η‖22.

5.3.3.3 Irregular Grid and Rescaled Time

As discussed in the last chapter, the GM acceleration data have observations at

different numbers of time points for different design combinations. We also rescale

[0, tshift] to [0, 1] by dividing each time point, t, by the shift time tshift to effectively

predict both functional responses and the shift time. Under the original time scale,
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we could utilize the EM algorithm proposed by Hung et al. (2011) to overcome the

irregular grid problem. However, in this work, we plan to exploit an alternative

strategy for the rescaled time.

Since all observations fall into the unit interval [0, 1] under the rescaled time, we

can devide [0, 1] into m-1 equal subintervals, i.e., [0, 1/m),. . ., [m−1
m
, 1]. Using the

collected observations, we can interpolate on those boundary points, 0, 1/m, . . ., 1.

Since we have an intensive sampling rate and assume the functional responses are

smooth, the loss of information would be almost negligible as long as m is reasonably

large. We could also take one further step to update the interpolated values using

estimated parameters. The procedures will continue until the convergence or no

improvement.

5.4 Theoretical Properties

In this section, we will show that the penalized functional kriging model enjoys sim-

ilar good theoretical properties as the FLiRTI approach in James et.al (2009) which

include tight, non-asymptotic, bounds on the error in the estimate.

Let η̂λ correspond to the Lasso solution using tuning parameter λ. Let Dλ be

a diagonal matrix with jth diagonal equal to 1, -1 or 0 depending on whether the

jth component of η̂λ is positive, negative or zero respectively. Consider the following

condition on the transformed design matrix, Wt,

u = (DλW̃t(θ)W̃t(θ)
TDλ)

−11 ≥ 0 and
∥∥∥W̃t(θ)W̃t(θ)

TDλu
∥∥∥
∞
≤ 1, (5.25)

where W̃t corresponds to Wt after standardizing its rows, 1 is a vector of ones and the

inequality for vectors is understood componentwise. (5.25) is required for the Lasso

to enjoy the Dantzig selector’s non-asymptotic bounds (Candes and Tao, 2007). The

following Theorem 1 is an extension of Theorem 1 in James et.al (2009).

Theorem 1 For a given p-dimensional basis Bp(t), let ωip = supt |eip(t)| for each

i = 1, . . . , q. Suppose that ηp has at most Spq non-zero components and δW2Spq +
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φWSpq ,2Spq < 1. Further, suppose that we estimate β(t) using the penalized functional

kriging model with any value of λ such that (5.25) holds and

max |W̃t(θ)ε
∗| ≤ λ. (5.26)

Then, for every 0 ≤ t ≤ 1,

|β̂i(t)− βi(t)| ≤
1√
nm

Cθ
n,p,i(t)λ

√
Spq + ωip (5.27)

for each i = 1, . . . , q.

As suggested by James et.al (2009), the constant δ and φ are both measures of the

orthogonality of W . The closer they are to zero the closer W is to orthogonal. The

condition δW2Spq + φWSpq ,2Spq < 1 ensures that β(t) is identifiable.

Before we prove the theorem, we first present definitions of δ, φ and Cθ
n,p,k(t).

Definition 1 Let X be an n×m by p× q matrix and let XT , T ⊂ {1, . . . , pq} be the

n × m by |T | submatrix obtained by standardizing the columns of X and extracting

those corresponding to the indices in T. Then we define δXS as the smallest quantity

such that (1− δXS ) ‖c‖22 ≤ ‖XTc‖22 ≤ (1 + δXS ) ‖c‖22 for all subsets T with |T | ≤ S and

all vectors c of length |T |.

Definition 2 Let T and T’ be two disjoint sets with T, T ′ ⊂ {1, . . . , pq}, |T | ≤ S and

|T ′| ≤ S. Then, provided S + S ′ ≤ pq, φXS,S′ is defined as the smallest quantity such

that (XTc)TXT ′c′ ≤ φXS,S′ ‖c‖2 ‖c′‖2 for all T and T’ and all corresponding vectors c

and c′.

Finally, let Cθ
n,p,k(t) =

αθn,p,k(t)

1− δW2S − φWS,2S
where αθn,p,k(t) =

√∑
i∈Tk

b2i (t)
1
nm

∑nm
j=1wij(θ)

2

and Tk is the indices corresponding to fk(·) for k = 1, . . . , q.

The following lemma comes from James et.al (2009) and is utilized in the proof

of Theorem 1.
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Lemma 1 Let Y = X̃T η̃ + ε where X̃ has norm one columns. Suppose that η̃ is an

S-sparse vector with δX2S + φXS,2S < 1. Let ˆ̃η be the corresponding solution from the

Lasso. Then
∥∥∥ˆ̃η − η̃

∥∥∥ ≤ 4λ
√
S

1−δX2S−φ
X
S,2S

provided that (5.25) and max |X̃ε| ≤ λ both hold.

Now we begin the proof of Theorem 1. First note that functional regression model

for kriging errors can be reexpressed as,

Y = Wt(θ)
Tη + ε∗ = W̃t(θ)

T η̃ + ε∗, (5.28)

where η̃ = DWη and DW is a diagonal matrix consisting of the row norms of Wt(θ).

Hence, by Lemma 1, ‖DW η̃ −DWη‖ =
∥∥∥ˆ̃η − η̃

∥∥∥ ≤ 4λ
√
S

1−δW2S−φ
W
S,2S

provided (5.26) holds.

Let ei be a vector of length q with the ith element equals to 1 and all other

elements equal to 0. Then β̂i(t) = (ei ⊗ Bp(t))
T η̂ = (ei ⊗ Bp(t))

TDw(θ)−1 ˆ̃η while

βi(t) = (ei ⊗Bp(t))
Tη + ep(t) = (ei ⊗Bp(t))

TDw(θ)−1η̃ + ep(t).

Therefore we have

|β̂i(t)− βi(t)| ≤ |β̂i(t)− (ei ⊗Bp(t))
Tη|+ |eip(t)|

=
∥∥∥(ei ⊗Bp(t))

TDw(θ)−1(ˆ̃η − η̃)
∥∥∥+ |eip(t)|

≤
∥∥(ei ⊗Bp(t))

TDw(θ)−1
∥∥ · ∥∥∥ˆ̃η − η̃

∥∥∥+ ωip

=
1√
nm

αθn,p,i(t)
∥∥∥ˆ̃η − η̃

∥∥∥+ ωip

=
1√
nm

αθn,p,i(t)λ
√
Spq

1− δW2Spq − φ
W
Spq ,2Spq

+ ωip

5.5 Summary of Results

We have described the model setup for the functional kriging regression model, the

algorithm to fit such a model and its good theoretical properties. In this section, we

demonstrate the performance of the proposed method by a simulation study and the

GM experiment.
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5.5.1 Simulation Studies

To evaluate the perfomance of the functional kriging regression model, we first con-

duct a simulation study based on some known functions. The performance will be

evaluated in two aspects: the accuracy of coefficient function estimations and pre-

diction errors. They are both measured by mean integrated square errors calculated

based on true coefficient functions and randomly generated testing data. In addition,

we will also show the confidence regions for coefficient function estimations. The

functional kriging model with the Lasso is illustrated and the results are compared

with those according to the regular kriging model. To demonstrate the performance

with the increase of the sample size, simulations are conducted for different numbers

of design combinations (20 and 30) with 25 and 50 time points for each design setting.

The prediction performance is evaluated only for the case of 30 runs.

Four known coefficient functions are defined on the input space [0, 1] and they all

belongs to the family of piecewise linear functions but with different magnitudes.

β0(t) =


0, if x < 0.4

0.5t− 0.1 if x ≥ 0.4

, β1(t) =


0, if x < 0.2

2t− 0.4 if 0.2 ≤ x < 0.8

1.2 if x ≥ 0.8

β2(t) =


t, if x < 0.2

0.2 if 0.2 ≤ x < 0.8

t− 0.6 if x ≥ 0.8

, β3(t) =


1.8− 3t, if x < 0.4

0 if x ≥ 0.4

Let β(t) = [β0(t), β1(t), β2(t), β3(t)]
T and x = [1, x1, x2, x3]

T . Then the response

function y(x, t) is defined as:

y(x, t) = xTβ(t) + Z(x, t)

where Z(x, t) is a Gaussian process with mean 0 and the covariance function

cov{Z(x1, t1), Z(x2, t2)} = σ2r(x1 − x2, t1 − t2),
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θ = (2, 1, 0.5) and σZ = 0.1. The response are generated by using the multivariate

normal distribution and the experimental designs used are Latin hypercube designs

(McKay et al. 1979) with 3 variables and sample sizes n = 20, 30 and m = 25, 50 .

Latin hypercube designs are a popular choice for computer experiments because they

are easy to use and fill the design space relatively well. The vector of basis functions,

B(t), is chosen to be

B(t) = (b0(t), . . . , b10(t))
T

where b0(t) = 1, b1(t) = t and bi(t) = tI{t− ξi−1} for i = 2, . . . , 10 with ξ1 = 1
10
, ξ2 =

2
10
, . . . , ξ9 = 9

10
. For the case of n = 30, we will use 25 settings as training data and

the remaining 5 settings as testing data.

Figure 5.1: A comparison of 90-percent CIs of estimated coefficient functions of un-
penalized and penalized kriging models under n = 20. The solid line: True coefficent
functions; The dash line: Penalized model; The dotted line: Unpenalized model
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Table 5.1: MISE based on known coefficient functions (10−3)
Sample Size X n = 20 n = 25

t β0(t) β1(t) β2(t) β3(t) β0(t) β1(t) β2(t) β3(t)

m = 25
Penalized 5.5 3.9 3.9 4.7 2.9 2.9 2.9 2.6

Unpenalized 9.9 6.6 5.9 4.9 6.4 5.7 5.1 2.8

m = 50
Penalized 3.8 3.8 1.9 4.0 3.1 3.1 2.6 3.0

Unpenalized 8.9 7.8 3.8 4.2 6.7 6.4 4.5 2.9

We compare performance using mean integrated squared error (MISE):

1

N

N∑
i=1

∫
T

(ŷ(t)− y(t))dt/|T |.

Based on 100 interations, the performances of coefficient function estimations with

penalized and unpenalized functional kriging models are shown in Table 5.1, Figure

5.1 and Figure 5.2. We can see that penalized estimations consistently offer tighter

confidence intervals and the benefits of penalized estimation are more significant when

the coefficient functions are relatively small. Theorem 1 suggests that the estimation

errors become smaller as n and m increase if all other parameters, e.g. δ, φ and

Cθ
n,p,k(t), stay relatively constant. From Table 5.1, we can see that this statement

holds true for the number of design settings (n). However, it is not always the case

for the number of functional samples (m). This probably suggests that as m increases,

either the necessary conditions for Theorem 1 become invalid or δ, φ and Cθ
n,p,k(t)

changes significantly.

Table 5.2: MISE based on 5 test settings

Methods
MISE (10−4)

m = 25 m = 50
Penalized 1.19 1.12

Unpenalized 1.30 1.22
PCA-based 4.75 13.4

The MISEs based on the 100 simulations are summarized in Table 5.2 to assess

the prediction accuracy of the fitted models. The penalized model performs better
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Figure 5.2: A comparison of 90-percent CIs of estimated coefficient functions of un-
penalized and penalized kriging models under n = 20. The solid line: True coefficent
functions; The dash line: Penalized model; The dotted line: Unpenalized model
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than the unpenalized model as expected. And they are both significantly better than

the PCA-based kriging model (Dancik et al. (2008)).

5.5.2 GM Experiment

Here we will compare results from fitting the GM acceleration data using the PCA

based kriging model with l = 3 (Dancik et al. (2008)), the unpenalized functional

kriging regression model and the penalized functional kriging regression model. Two

types of data are considered: one is the computer experiment output and the other

is the discrepancy (bias) between field experiments and computer experiments (yb =

yF − yM).

For both groups, we will choose 121 data points from all experimental runs. Thus

the length of an interval between two consective time points is 1/120 units of rescaled

time. As we described in the last section, these 121 data points for each run are

interpolated by using existing observations. Piecewise-linear basis functions with 19

knots (ξ1 = 1
20
, ξ2 = 2

20
, . . . , ξ19 = 19

20
) are used in this study to be consistent with our

previous efforts. However, we are considering more knots here to illustrate benefits

of the penalized estimation. Under this setting, B(t) is chosen to be

B(t) = (b0(t), . . . , b20(t))
T

where b0(t) = 1, b1(t) = t and bi(t) = tI{t− ξi−1} for i = 2, . . . , 20. The design func-

tion f(X) is assumed to be (1, xA, xB, xC , xD, xCD = xCxD)T based on premilinary

analysis of the data.

Similarly to the study in Chapter IV, we will only consider those 56 ”‘normal”’

runs and randomly divide them into training and testing groups. The training group

consists of 25 design combinations (50 runs) and the test group consists of 3 design

combinations (6 runs). We first introcuce the estimation results based on the training

group and they are followed by the prediction performance of the test group.
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5.5.3 Estimation

5.5.3.1 Computor Outputs

Figure 5.3: A comparison of estimated coefficient functions of unpenalized and pe-
nalized kriging models for computer outputs. The solid line: Penalized model; The
dash line: Unpenalized model

Figure (5.3) shows the estimated coefficient functions β0(t), βA(t), βB(t), βC(t),

βD(t) and βCD(t) for unpenalized and penalized kriging models of computer outputs.

They present similar shapes for all fi(x). However, it is clear that the penalized

estimation are much smoother than the penalized estimation.

5.5.3.2 Bias Function

Figure (5.4) shows the estimated coefficient functions β0(t), βA(t), βB(t), βC(t), βD(t)

and βCD(t) for unpenalized and penalized kriging models of bias functions. Unlike
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Figure 5.4: A comparison of estimated coefficient functions of unpenalized and pe-
nalized kriging models for bias function. The solid line: Penalized model; The dash
line: Unpenalized model
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results from computer outputs, the estimated coefficient functions differ greatly from

each other. The penalized estimations are far more sparse than the regular regression

estimations.

5.5.4 Prediction

In addition to the penalized and unpenalized functional kriging models, for compar-

ison of prediction performance, we will also consider the PCA-based kriging model

(Dancik et al. (2008)).

5.5.4.1 Computor Outputs

Figure 5.5: A comparison of predictions on the test group. Solid black line: Physical
observations; Dashed red line: Penalized model; Dashed green line: Unpenalized
model; Dotted blue line: PCA-based Kriging model

The predictions from penalized and unpenalized models show similar performance

and they are all better than the PCA-based kriging model. The similarity in perfor-

mance is due to the fact that the estimated coefficient functions β(t)’s have similar

shapes for both models. It implies that likely true β(t)’s are not zero for most t

in [0, 1]. In that case, penalizing the coefficient paramters can’t largely improve the
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prediction. However, it could be proved to much more helpful if we consider a basis

system with higher order or more interactions among design variables.

5.5.4.2 Bias between Computer and Physical Outputs

Figure 5.6: A comparison of predictions on the test group. Solid black line: Physical
observations; Dashed red line: Penalized model; Dashed green line: Unpenalized
model; Dotted blue line: PCA-based Kriging model

In the bias case, we just show that estimated coefficient functions differ signifi-

cantly between penalized and unpenalized models with penalized estimation showing

many zero effects. From Figure 5.6, we can tell that the benefits of additional penalty

are more clear in the prediction.

5.6 Discussion

In this work, we develop a penalized functional kriging regression model which achieves

model fitting and variable selection simultaneously. This model is a natural exten-

sion of our work in Chapter IV and can be considered as a bridge between classical

functional data analysis and kriging modeling approaches. The new formulation of

the functional kriging model is based on the work of James et al. (2009), which
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allows the efficient algorithms for estimating penalized parameters. The implemen-

taion also utilizes the results of Hung et al. (2011) to overcome the computational

issues involved with correlation matrix operations. The penalized functional kriging

model is illustrated by a simulation study and revisiting the same GM experiment in

Chapter IV. In simulation study, we show that the proposed model performs better

than the one without regularization in terms of coefficient estimation. In GM experi-

ments, we show that in terms of prediction the proposed model performs better than

the dimension reduction method for computer outputs and better than both of the

dimension reduction method and the kriging model without regularization for bias

function. Under certain conditions, we also give tight, non-asymptotic, bounds on

the estimation error of the proposed model in Section 5.4.

5.7 Future Research

In this chapter, we only consider the problem with both functional outputs and func-

tional inputs. However, the technique originally developed in James et al. (2009) is

targeted at the problem with scalar outputs and functional inputs. It is interesting

to see how the proposed method will perform under the orignal problem. In addition,

the more general functional linear regression model is given by (Wu et al. 2010)

E(Y (t)|X,Z) = µY |Z(t) +

∫
S
β(Z, s, t)(X(s)− µX|Z(s))ds. (5.29)

It will be also interesting to extend our proposed method to this more general model.

In the functional kriging model, essentially we treat design variables and functional

variables in the same way when we construct the covariance matrix. However, it is

very common that the shape of the functional curve changes dramaticly from the

start point to the end point. Therefore we may want to allow the correlation and

variance parameters change over the functional space. However, this flexiblity will

require us to develop new efficient algorithm for matrix operations.

Due to the issue of identifiability raised in Loeppky et.al (2006), it is also of interest
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to investigate more on the relationship between the mean functions and the Gaussian

process. By doing so, we may be able to improve the prediction performance of the

proposed model.
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APPENDIX

Definition of Sprague and Geers Validation Metric for Functional Model

Denote m(t) as the physical outputs, and c(t) is the corresponding computer outputs,

then the following time integrals are defined

υmm = (t2 − t1)−1
∫ t2

t1

m2(t)dt

υcc = (t2 − t1)−1
∫ t2

t1

c2(t)dt

υmc = (t2 − t1)−1
∫ t2

t1

m(t)c(t)dt

where t1 < t < t2 is the time span of interest for the functional outputs. The error

in magnitude is given by

MSG =
√
υcc/υmm − 1

which is insensitive to phase discrepancies, as it is based upon the area under the

squared functional outputs. Equation (9) represents the ratio of the area under the

squared computer and physical outputs, with the -1 providing a zero metric value

when the two areas are identical.

The phase error by

P =
1

π
cos−1(υmc/

√
υmmυcc)

which is insensitive to magnitude differences.

The final validation metric is given by

CSG =
√
M2

SG + P 2

which combines magnitude and phase differences.
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