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 

Abstract—With the steady development of technology, 

electric motors (EMs) have become one of the most 

important components in modern industry. To ensure 

stable industrial production, detecting and classifying the 

EM faults is crucial. A novel intelligent deep-learning-based 

multi-fault detection method for EMs under varying 

working conditions is proposed in this paper. This method 

involves two steps: first, a 2D convolution network without 

pooling layer is proposed to extract features from raw EM 

data. In addition, a long short-term memory (LSTM) 

network is applied to extract the fault features for 

comparison. Second, a capsule network (Caps-Net) based 

on a dynamic routing algorithm is used as a classifier to 

realize intelligent multi-fault detection and improve the 

generalization performance of the proposed model. The 

proposed method is applicable to raw physical signals of 

EMs, which improves the overall efficiency of the fault 

detection. Moreover, the proposed method has a strong 

generalization ability. The simulation results demonstrate 

that the proposed approach can achieve higher accuracy 

than various benchmark methods. Moreover, its fault 

detection accuracy is higher than those of other state-of-the-

art models under two working conditions, in which the load 

type and size of the EM are changed, respectively. 

 

Index Terms—Electric machine (EM), Intelligent multi-

fault detection, Capsule network, Date-Driven, Current 

signal. 

 

I. INTRODUCTION 

N modern industrial manufacturing, electric motors (EMs) 

are widely applied to pumps, fans, machine tools, 

compressors, mechanical arms, and other devices. With the 

development of renewable energies, EMs play an important role 

in the fields of wind power generation and electric vehicles. As 

one of the most basic members of modern industry, EMs 

usually operate under severe and varying working conditions. 

Consequently, these machines suffer frequently from various 

emergency faults, which may cause malfunction and huge 
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economic losses. In addition, the operation and maintenance 

costs increase with the wide application of EMs. To ensure the 

economic and reliable operation of the mechanical equipment 

and industrial system and to increase the operational 

effectiveness of complex and expensive mechatronic systems 

[1]-[3] the monitoring of the working states of EMs has become 

increasingly important [4]. 

A. Related Works 

To mitigate the impact of faults of EMs on industrial systems 

and improve the operation efficiency of industrial production, 

an effective method for EM condition monitoring and fault 

diagnosis must be established [5], [6]. Recently, with the rapid 

development of artificial intelligence, machine learning-based 

approaches have been applied in many fields, particularly for 

feature learning from big data [7], [8]. For example, Google's 

AlphaGo and AlphaGo zero [9] use deep neural networks for 

cognitive learning from big game data or Go rules and have 

made a great breakthrough. According to [10], artificial neural 

networks have been successfully used for the diagnosis of 

electric drives, and it was stated in [11] that the powerful feature 

learning ability of data-intensive machine-learning methods can 

also be used for EM fault detection.   

EM faults can be classified into two categories: mechanical 

and electrical faults [12]. Both can alter the physical signals of 

EMs [13]. Therefore, realizing fault diagnosis by analyzing the 

physical signals of EMs is feasible. Traditional EM fault 

diagnosis is realized by signal processing methods, such as 

complex matrix operation, [14], Fourier transform [15], and 

wavelet packet transform (WPT) [16]. In [17], a proposed 

wavelet transform-based fault detection method was applied for 

the diagnosis of EM bearing faults. Furthermore, a motor fault 

detection method based on spectral kurtosis coupled with k-

nearest neighbor (k-NN) was proposed in [18]. Although these 

methods enable the fault diagnosis of EMs, they require manual 

data feature extraction, which is influenced by personal 

experience. As a result, the fault detection accuracy of these 

methods depends largely on personal signal processing 

knowledge and the ability of the designer.  

Several researchers have focused on the operation signals of 
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EMs and proposed data-driven-based approaches for the fault 

detection of EMs. For instance, Chen et al. [19] pointed out that 

deep learning-based methods can achieve a better performance 

in fault diagnosis than other traditional methods and human 

experts. Sai et al. [1] proposed an EM fault detection method 

that applies three different fault feature learning approaches: 

dual tree complex WPT (DTCWPT), convolutional neural 

network (CNN), and recurrent neural network (RNN). 

Subsequently, they applied the support vector machine (SVM) 

and dense network as a classifier to realize the incipient faults 

diagnosis and classification of EMs. In [20], the DTCWPT 

method was adopted to extract the features of the fault signal 

and identify the faults with a multiple classifier. However, these 

methods require complex mathematical calculation models, 

which increases the computational cost of the fault diagnosis. 

In addition, they require a prior manual feature extraction 

process. Therefore, a fully data-driven intelligence method for 

EM fault detection without human intervention is necessary. 

With the fast-growing field of machine learning, many 

researchers have investigated EM fault detection based on this 

method. By comparing several different algorithms, such as 

Bayesian learning, k-NN, bagging, and artificial neural 

networks, Ignacio et al. [21] presented an experimental 

comparative evaluation of machine learning techniques for EM 

rotor fault diagnosis. Based on the analysis of the rotor current 

signal, Fangzhou et al. [22] applied the SVM for the motor gear 

tooth fault diagnosis of doubly-fed induction generators. 

Moreover, a deep belief networks dislocated time-series CNNs 

(DTS–CNNs) were used for EM bearing fault detection in [23]. 

An improved CNN model, ResNet, can also be used for EMs 

fault detection, which has strong feature extraction ability and 

easy for training [24]. Although the previously mentioned 

methods enable EM fault diagnosis, the number of faults 

identified by these methods is limited. Moreover, there are 

some machine learning-based methods for EM multi-fault 

diagnosis. In [25], asynchronous induction motor winding fault 

identification based on combined finite-element and neural 

networks by analyzing the magnetic signature was proposed, 

and Wenjun et al. [26] proposed a convolutional discriminative 

feature learning method for induction motor fault detection, 

including the diagnosis of, for example, winding faults and 

broken rotor bars; it applies a back-propagation-based neural 

network to extract fault features and applies an SVM machine 

classifier to identify different fault conditions. Furthermore, 

Siyu et al. [27] developed a deep transfer learning approach for 

machine fault diagnosis, which can also diagnose different 

kinds of EM faults. LSTM can also be used for EM fault 

diagnosis. In [28], R. Sabir et al. proposed a LSTM based 

method for motor bearing fault detection, which applied LSTM 

for feature extraction and faults classification. However, when 

the EM working condition changes, this fault detection model 

must be retrained. 

EM fault detection is a hot topic in research. Although the 

previously presented methods are of great significance for EM 

fault detection, they have some limitations. First, owing to the 

limited generalization ability, these EM fault diagnosis methods 

are based on constant working conditions (for instance, [25] and 

[26]). When the working condition of the EM changes, the 

performance of these methods becomes deteriorated. Second, 

these methods require massive data for training and complex 

hand-crafted mathematical operations to preprocess the raw 

data for feature extraction; for example, Sai et al. [1] and Jinxiu 

et al. [20] preprocessed data by the DTCWPT method. These 

methods are time-consuming and increase the computational 

cost. In addition, data preprocessing relies on personal prior 

knowledge and experience, and the quality of the extracted 

features has great influence on the performance of the fault 

detection model. Third, the number of faults considered for 

detection and classification is sometimes limited to one or two 

in some research studies (for example, [21], [22], and [23]); 

these methods only consider different bearing or rotor faults, 

which limits the application of the fault detection model in other 

fault scenarios. Therefore, a method with strong generalization 

ability, which can detect different kinds of EM faults with fewer 

data under varying working conditions, must be established. 

B. Contributions 

To overcome the previously mentioned disadvantages, a 

novel fault detection method based on the convolution capsule 

network (CCaps-Net) is proposed, which is inspired by the 

dynamic routing between capsules [29], [30]. First, a 2D 

convolution network for extracting raw data features is 

proposed. Second, an improved Caps-Net based on a dynamic 

routing algorithm [30] is used as a classifier for intelligent 

multi-fault detection, which improves the generalization 

performance of the fault detection model. Finally, the CCaps-

Net intelligent multi-fault detection model is tested under 

varying conditions. By changing the EM load size and type, two 

different cross validation studies are conducted. Compared with 

other state-of-the-art machine learning methods, the EM fault 

detection model proposed in this paper achieves a better 

performance. In summary, the main contributions of this paper 

are as follows: 

1) A novel framework for intelligent fault detection and 

classification of EMs by analyzing the current signal is 

proposed. In addition, a 2D convolution network for 

extracting the features of raw data is introduced, and a 

Caps-Net-based classifier is used for the fault diagnosis 

and to improve the generalization ability. 

2) The proposed method is tested under different working 

conditions. Two cross validation tests are conducted to 

demonstrate the generalization ability of the proposed 

approach. To the best of the authors’ knowledge, this is the 

first study in which the CCaps-Net framework is applied in 

the field of multi-fault detection of EMs under varying 

working conditions.  

3) Compared with various machine learning-based 

approaches, the proposed method has higher fault detection 

accuracy and stronger generalization ability. Moreover, it 

does not need to be retrained unlike traditional fault 

detection models under varying working conditions. 

The remainder of this paper is structured as follows: the 

fundamental theoretical basis of the proposed model is 
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presented in Section II. Section III describes the overall 

framework of the proposed models for EM faults detection, and 

the case study results and analysis are presented in Section IV. 

Finally, Section V presents the conclusions. 

II. FUNDAMENTAL THEORETICAL BASIS 

A. CNN and LSTM 

Convolutional computation models have been widely applied 

to big data for feature learning, and CNNs are now widely used 

in various fields, such as video processing and speech 

recognition [31], etc. The architecture of the traditional CNN is 

shown in Fig. 1; there are three main layers: the convolution, 

pooling, and full connection layers. By the convolution and 

pooling operation of the input data, the feature maps can be 

obtained by the full connection layer for further processing.  

For comparison, the long short-term memory (LSTM) is 

applied to extract the features of raw time series data of an EM. 

The LSTM is an improved RNN with better performance. The 

powerful learning ability of LSTM for time series data mitigates 

the limitations of traditional hand-crafted methods sufficiently. 

The inner architecture of an LSTM is shown in Fig. 2. The three 

gating units and cell are the most important parts of the LSTM. 

Compared with a general neural network, LSTMs are capable 

of learning long-term dependencies. 

 
Fig. 1.  Architecture of traditional convolution neural network (CNN). 

 
Fig. 2.  Inner architecture of long short-term memory cell (LSTM). 

The LSTM cell state, 𝐶𝑡, can be described as follows: 

𝐶𝑡 = 𝑚𝑡 + 𝑛𝑡, (1) 

where 𝑚𝑡 and 𝑛𝑡 are the intermediate states of the LSTM: 

𝑚𝑡 = 𝑖𝑡 ∙ 𝑎𝑡 , (2) 

𝑛𝑡 = 𝑓𝑡 ∙ 𝐶𝑡−1, (3) 

where 𝑖𝑡  and 𝑓𝑡  are the input and forget control gates of the 

LSTM, respectively; their values are between 0 and 1; 𝑎𝑡  is the 

input state of the LSTM, and 𝐶𝑡−1 represents the last cell state: 

𝑖𝑡 = 𝜎(𝑊𝑖 [
ℎ𝑡−1

𝑋𝑡
] + 𝑏𝑖), (4) 

𝑓𝑡 = 𝜎(𝑊𝑓 [
ℎ𝑡−1

𝑋𝑡
] + 𝑏𝑓), (5) 

𝑎𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑡1 [
ℎ𝑡−1

𝑋𝑡
] + 𝑏𝑡1), (6) 

where 𝑊𝑖, 𝑊𝑓, and 𝑊𝑡1 are the weight matrices; 𝑏𝑖, 𝑏𝑓, and 𝑏𝑡1 

are the biases of the neural network; 𝜎 is the sigmoid activation 

function, and 𝑡𝑎𝑛ℎ is the tanh activation function. The role of 

𝑓𝑡  is to forget the information in the LSTM cell selectively, and 

the function of 𝑖𝑡  is to record new information into the LSTM 

cell selectively. 

Moreover, the remaining intermediate state 𝑑𝑡  can be 

represented as follows: 

𝑑𝑡 = 𝑡𝑎𝑛ℎ (𝐶𝑡). (7) 

Finally, the output of the LSTM, ℎ𝑡, is as follows: 

ℎ𝑡 = 𝑜𝑡 ∙ 𝑑𝑡, (8) 

where 𝑜𝑡 is the output gate of the LSTM (value between 0 and 

1). The function of 𝑜𝑡 is to determine the output information:  

𝑜𝑡 = 𝜎(𝑊𝑜 [
ℎ𝑡−1

𝑋𝑡
] + 𝑏𝑜). (9) 

In this study, the feature output of the LSTM is used as the 

feature input of the fault classifier. 

B. Caps-Net 

The traditional CNN includes the important pooling layer. 

However, the max-pooling operation allows neurons in one 

layer to consider only the most active information in a local 

pool of the next layer, which causes CNNs to lose important 

information in the feature transformation. Caps-Net is used to 

overcome the deficiency of the pooling layer, which replaces 

the scalar-output features of CNNs with vector output capsules 

and the max-pooling operation with a dynamic routing 

algorithm. The architecture of a Caps-Net is shown in Fig. 3.  

 
Fig. 3.  Architecture of original Caps-Net.  

The original Caps-Net consists of two parts: classifier and 

decoder. The architecture of a capsule classifier has three parts: 

convolution, primary capsule, and digit capsule layers. Unlike 

traditional intelligent classifiers, Caps-Net uses the length of the 

vector in the digit capsule layer to represent the probability of 
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the existence of the entity and the orientation of the vector to 

present the properties of the entity [30]. In addition, the function 

of the decoder is to reconstruct the input data. Finally, the total 

loss of the overall Caps-Net includes two parts: the weighted 

sum of the classification and reconstruction losses. 

III. PROPOSED FRAMEWORK 

To establish a strong generalization method for EM fault 

diagnosis, a novel intelligent approach (CCaps-Net) and a 

comparison method (LSTM–Caps-Net) are introduced in this 

section. The architecture of the proposed EM fault detection 

model is shown in Fig. 4. The proposed method can be 

classified into two parts: raw data feature-learning layer based 

on convolution operation without pooling layer or LSTM and 

capsule feature classifier layer based on proposed Caps-Net. 

 
Fig. 4.  Architecture of EM multi-fault detection model. 

A. Learning of Raw Data Features 

In this study, a 9×9 convolution kernel is applied to extract 

fault features. In the pooling layer of traditional CNNs, features 

obtained by the convolution operation are replaced by their 

average or maximum, which may lead to loss of important 

information. Consequently, the pooling layer of the CNN is 

removed in this study to ensure the integrity of features. The 

convolution kernel for EM data feature learning can be 

mathematically expressed as follows: 

𝑓𝑐 = 𝑎𝑐𝑡 (𝑊𝐸𝑀𝑀𝑡 + 𝑏𝐸𝑀), (10) 

where 𝑓𝑐 is used to store the output features of the convolution 

kernel, which can be applied to further analyses; 𝑎𝑐𝑡 represents 

the activation function; 𝑊𝐸𝑀  and 𝑏𝐸𝑀 are the weight matrix and 

bias, respectively, and 𝑀𝑡 is the input EM signal. 

According to Section II, the feature learning process of motor 

data is conducted through the LSTM network. The feature 

output, ht, is equal to that in Equation (8), whereas the input of 

the LSTM network is the motor operation data 𝑀𝑡. 

In this study, the output feature shapes of the convolution 

kernel and LSTM are reshaped to [s, 18, 18], where the variable 

parameter s is the batch size of the raw data. In general, the 

output of the last time step of the LSTM is used for subsequent 

processing. By contrast, this proposed model uses the output 

features of all time steps. The features of CNN and LSTM 

learning are directly used as the input of the proposed fault 

classifier model without any additional processing. 

B. Fault Classifier 

An improved Caps-Net classifier, which is more suitable for 

EM fault detection, is proposed. In the fault diagnosis, 

reconstructing the input data is generally not required. When 

the complexity of the input data increases, the neural network 

has difficulties to converge owing to the reconstruction branch, 

which increases the computational cost [29]. Consequently, to 

enhance the performance of the fault detection model, a more 

efficient classifier based on the original capsule classifier is 

proposed in this paper. 

As shown in Fig. 4, two 2D CNNs (two 3×3 convolution 

kernels with stride of 1) are applied after using the feature 

learning model to map the EM features to higher dimensions. 

After the convolution with two CNNs, the raw data features are 

classified into [6×6×32] primary capsules, and each capsule is 

an 8D vector. Moreover, each capsule in the [6×6] grid is 

weight-sharing. The calculation of the 8D vector 𝑒𝑖  can be 

expressed as follows: 

𝑔1 = tanh (𝑊𝑔1𝑓𝑐 + 𝑏𝑔1), (11) 

or 

𝑔1 = tanh (𝑊𝑔1ℎ𝑡 + 𝑏𝑔1), (12) 

𝑒𝑖 = tanh (𝑊𝑒𝑖𝑔1 + 𝑏𝑒𝑖). (13) 

As shown in Fig. 4, the primary caps layer generates a series 

of 16D feature vectors in the digit caps layer through 

“squashing” and “dynamic routing” operations. The length of 

these vectors represents the probability of the existence of the 

corresponding working states. The non-linear “squashing” 

function ensures that the length of these vectors of the digit caps 

layer is compressed to a value between zero and one. Moreover, 

the squashing function squash (𝑣𝑗) can be described as follows: 

𝑣𝑗 = [‖𝑙𝑗‖
2

/(1 + ‖𝑙𝑗‖
2

)] 𝑙𝑗/‖𝑙𝑗‖, (14) 

where 𝑣𝑗 is the output vector of the capsule j (j∈(1, n)), n the 

number of working states of the EM, and 𝑙𝑗  the total input 

vector. From primary to digit caps layer, the total input 𝑙𝑗  is a 

weighted sum of all prediction vectors 𝑒̂𝑗|𝑖, and the prediction 

vector is calculated by multiplying the output 8D vector 𝑒𝑖 of a 

capsule in the primary caps layer by a weight matrix 𝑊𝑖𝑗 . 

Therefore, 𝑙𝑗  and 𝑒̂𝑗|𝑖 can be calculated as follows: 
𝑙𝑗 = ∑ 𝑎𝑖𝑗 𝑒̂𝑗|𝑖𝑖 , (15) 

𝑒̂𝑗|𝑖 = 𝑊𝑖𝑗𝑒𝑖, (16) 

where 𝑎𝑖𝑗  (i∈(1, 6×6×32)) are coupling coefficients that are 

determined by the operation process softmax(𝑏𝑖𝑗): 

𝑎𝑖𝑗 = exp(𝑏𝑖𝑗) / ∑ exp (𝑏𝑖𝑘)𝑘 , (17) 

where 𝑏𝑖𝑗 are intermediate variables with initial values of zero, 

which can be updated discriminatively simultaneously such as 

the weights 𝑊𝑖𝑗 . Updating 𝑏𝑖𝑗 works as follows: 

𝑏𝑖𝑗
𝑟 =  𝑏𝑖𝑗

𝑟−1 + 𝑒̂𝑗|𝑖 ∙ 𝑣𝑗
𝑟 , (18) 

where r denotes the number of iterations of the dynamic routing 

Capsule of

8D

3x3

8 3x3

256

Feature maps of raw data

CNN or LSTM

32

16

E = ||v||

6
8 …

Faults 

Classifier …

E1

E2

E3

En

…
The longest

EM working state: Ei

Squashing and Dynamic Routing Algorithm

Raw data

Features Processing

Digit caps layer

Features 

learning

Primary caps layer

v1v2
v3

vn

v4

10

6
…

max(Ei) 

i∈(1,n)

IA

IB

IC 108

…

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on January 07,2021 at 08:51:32 UTC from IEEE Xplore.  Restrictions apply. 



0885-8969 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TEC.2020.3046642, IEEE
Transactions on Energy Conversion

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

 

5 

algorithm. The entire previously presented 𝑣𝑗  calculation 

process is called a “dynamic routing algorithm”. The 

procedures of dynamic routing are summarized in Algorithm 1. 

Algorithm 1: Dynamic routing algorithm. 

1: Procedure routing (𝑒̂𝑗|𝑖, r, primary caps, digit caps) 

2: 
    for all capsules i in primary caps layer and capsules j in digit 

caps layer: set 𝑏𝑖𝑗 to 0, T to 3. 

3: for r = 1 : T do 

4:         for all capsules i in primary caps layer: set 𝑎𝑖  to softmax(𝑏𝑖); 

5:         for all capsules j in digit caps layer: set 𝑙𝑗  to ∑ 𝑎𝑖𝑗 𝑒̂𝑗|𝑖𝑖 ; 

6:         for all capsules j in digit caps layer: set 𝑣𝑗 to squash(𝑣𝑗); 

7:         for all capsules i in primary caps layer and capsules j in digit 

caps layer: set 𝑏𝑖𝑗 to 𝑏𝑖𝑗 + 𝑒̂𝑗|𝑖 ∙ 𝑣𝑗. 

 return 𝑣𝑗 

After the operation of the dynamic routing algorithm 

between the primary and digit caps layers, the proposed model 

calculates the lengths of the vectors 𝑣𝑗 to present the probability 

that different EM working states exist, and the state 

corresponding to the longest vector is chosen. 

To increase the distances of the interclass and reduce 

simultaneously intra-class variations of the proposed model, a 

margin loss function is introduced to optimize the proposed 

model. The model is trained by minimizing the margin loss 

function (19). 

𝐿𝑘 = 𝑌𝑛 max(0, 𝑚+ − ||𝑣𝑛||)
2

+ 𝜆(1 −

𝑌𝑛)max (0, ||𝑣𝑛|| − 𝑚−)2, 
(19) 

where 𝑌𝑛 represents the index value of the data sample labels; 

different values represent different working states of EMs. In 

this study, 𝑚+ , 𝑚− , and 𝜆  are set to 0.9, 0.1, and 0.25, 

respectively [30], and the Adam optimizer with a learning rate 

of 0.001 is applied to optimize the model and parameter update.  

Algorithm 2: Training procedures of proposed model for EM. 

1: 
Input: three-phase current 𝐼𝐴, 𝐼𝐵 , 𝐼𝐶; learning rate lr; batch size b; 

number of iterations for training t; number of iterations in routing 

algorithm T;  

2: 
Output: fault detection accuracy; states of motor predicted by 

model; real states of motor; 

3: 

Initialize: initialize the weights and biases of the CNN and LSTM 

𝑊𝐸𝑀 , 𝑊𝑖 , 𝑊𝑓 , 𝑊𝑜 , 𝑊𝑡1 , 𝑏𝐸𝑀, 𝑏𝑖, 𝑏𝑓 , 𝑏𝑜 ; initialize the classifier 

parameters 𝑊𝑔1, 𝑊𝑒𝑖 , 𝑏𝑔1, 𝑏𝑒𝑖  and routing algorithm parameters 

𝑏𝑖𝑗 , 𝑊𝑖𝑗; 

4: for iterations in range t do 

5: 
        # obtain motor working state feature: 

  𝑓𝑐 = 𝑎𝑐𝑡 (𝑊𝐸𝑀𝑀𝑡 + 𝑏𝐸𝑀) or ℎ𝑡 = 𝑜𝑡 ∙ 𝑑𝑡; 

6: 

# feature processing 

        𝑔1 = tanh(𝑊𝑔1𝑓𝑐 + 𝑏𝑔1) 

        or 𝑔1 = 𝑡𝑎𝑛ℎ(𝑊𝑔1ℎ𝑡 + 𝑏𝑔1); 

7: 
# primary caps layer: obtain 8D vectors 𝑒𝑖  

        𝑒𝑖 = tanh (𝑊𝑒𝑖𝑔1 + 𝑏𝑒𝑖); 

8: 

        # digit caps layer: obtain fault feature vectors 𝑣𝑗 

for r = 1 : T do 

            routing (𝑒̂𝑗|𝑖 , r, Primary caps, Digit caps) 

        return 𝑣𝑗; 

9:         # calculate length of vector 𝑣𝑗 

10:         𝑆𝑗 = ||𝑣𝑗||; 

11: 

        # determine the longest vector and output the index j, which 

corresponds to different motor states 

J = tf.argmax(𝑆𝑗, axis = 1); 

12:     end for 
13:     output the fault detection accuracy and EM working states. 

The model is trained by minimizing the margin loss function and optimized 

by the Adam optimizer. 

Algorithm 2 presents the training procedure of the proposed 

model. 

IV. ANALYSIS OF RESULTS 

The case study and analysis of the results are presented in 

this section. The numerical simulation and model training are 

completed on a 64-bit PC with Intel Core i9-7900X CPU of 3.8 

GHz, 32 GB RAM, and an RTX2080 Ti GPU with 11 GB 

VRAM. The proposed model is implemented in the Pycharm 

software platform with the GPU version Tensorflow. 

The proposed method is compared with LSTM–Caps-Net 

and other state-of-the-art methods: CNN [6], [23], SVM [26], 

LSTM-ATT [32] and ResNet [33]. More specifically, a two-

layer CNN with max-pooling operation model is applied for 

comparison. The kernel function and parameters c and gamma 

of the SVM are RBF, 0.9, and 20, respectively. Only the SVM 

without a combination with other feature extraction methods is 

applied in this study. The LSTM–ATT model is a combination 

of the attention mechanism model and a three-layer LSTM. A 

ResNet with ten residual units is also applied for the 

performance comparison, each residual unit contains four 

layers of neurons. It evaluates the performance of the proposed 

and other state-of-the-art methods based on the average 

accuracy of the fault identification. The accuracy can be 

calculated as follow: 

A = ∑
𝑛𝑑𝑒𝑐

𝑛𝑏𝑎𝑡𝑐ℎ
× 100%, (20) 

where  𝑛𝑑𝑒𝑐 is the number of EM states correctly detected by 

the model, 𝑛𝑏𝑎𝑡𝑐ℎ  represents the number of batches of data 

input into the neural network in each test round. The detailed 

hyper-parameters of the proposed method and state-of-the-art 

methods are summarized in appendix section. The hyper-

parameters tuning of the models is based on the Grid Search 

method [34]. In this paper, we set the learning rate in the range 

of 0.1~10−8 and reduce ten times at each tuning time, which is 

a general range of neural network parameters tuning. In 

addition, we set the number of neural layer in the range of 1~5 

and increase 1 layer at each tuning time. Similarly, other hyper 

parameters are also set to a general range. After all the hyper 

parameters are set to a specific range, these parameters are 

tuned by Grid Search. 

A. EM Working States and Training Dataset Description 

The proposed method is applied for a multi-fault diagnosis of 

a three-phase asynchronous induction motor under varying 

working conditions. The data of the motor under different 

working conditions are simulated by a commercial software, 

ANSYS Electronics Suite, which can uniquely simulate the 

electromagnetic performance of the circuit and system design, 

and can evaluate the temperature, vibration and other key 

mechanical effects to help users design innovative electrical 

and electronic products faster and more economically [35]. The 

detailed motor parameters are shown in Table I.  

Three different types of loads are applied to the motor: 

constant power (CP), constant torque (CT), and linear torque 

(LT) loads. In addition, three varying load torques are applied. 

To ensure operation efficiency of the motor, the loads are 68, 
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70, and 72 Nm, respectively. Therefore, there are six different 

kinds of motor operation datasets for the fault detection model 

training and testing. In addition, seven induction motor health 

states are considered, including one normal state and six fault 

states: inter-turn short circuit (ISC), broken rotor bar (BRB), 

load missing (LM), open-phase (OP), and rotor dynamic and 

static eccentricity (RDE and RSE, respectively) states. The 

health states of EM are simulated by changing the external 

circuit structure of the EM model in ANSYS Electronics Suite 

software [35]. The descriptions of the seven EM health states 

are listed in Table II.  
TABLE I 

MOTOR PARAMETERS 

No. PARAMETER Setting 

1 Rated power 11 kW 

2 Rated speed 1458 rpm 

3 Rated load torque 75 Nm 

4 Rated voltage 380 V 

5 Rated frequency 50 Hz 

6 Efficiency & power factor 0.85 and 0.86 

TABLE II 

DESCRIPTION OF SEVEN DIFFERENT WORKING STATES OF EM 

Label 
Health 

State 
Description 

0 Normal Normal working state 

1 ISC Phase A with inter-turn short circuit of 2 turns 

2 BRB 

4 broken rotor bars in induction motor, 2 

neighboring broken bars, another 2 bars in 

opposite direction; 

3 LM 
When the motor works normally for 0.4 s, the 

load is suddenly missing; 

4 OP 
When the motor works normally for 0.4 s, phase 

A experiences a phase failure; 

5 RDE 

Rotor dynamic eccentricity: the rotation track of 

the rotor is a circle, and the center of the circle is 

a point; 

6 RSE 
Rotor static eccentricity; the center of the rotation 

track of the rotor is a circle. 

The motor current is one of the most commonly used and 

easily measured values. Different motor fault types can be 

detected by analyzing the features of the three-phase current 

(𝐼𝐴, 𝐼𝐵 , 𝐼𝐶) of the motor in different fault states with the neural 

network model. The sampling frequency of the EM working 

signal is 1 kHz. There are six EM working conditions in total, 

and each working condition has seven health states. The length 

of each time-series data point is 4000. In total, there are 168000 

samples. It can be observed in Fig. 4 that a sub-sampling 

window containing 108 raw data points is collected to be one 

sample, and there are 10 data points interval between each sub-

sampling window. A dataset is a combination of all these 

samples with different EM health states. In this study, when the 

training and test data of the model are in the same condition, 80% 

of the motor operation dataset are selected for training, 10% for 

validation under training phase, and the remaining 10% for 

testing. When the training and test data come from different 

working conditions, 80% of the dataset are selected for model 

training and 20% for validation under training phase. Under this 

condition, 10% of samples generated under other loading 

condition are randomly selected as the test set. Validation is 

similar to test, but different from the model final test, the 

purpose of validation is to observe the performance of fault 

diagnosis model in real time during training, and its results can 

be used to judge whether to end the training ahead of time, 

which can save the time cost. In each training round, 450 

batches of EM data are sent to the fault detection model. The 

shape of each batch of EM raw signal input sent to the fault 

detection model is [108, 3]. 

B. Analysis of Multi-fault Detection Result 

First, the performance of different fault detection methods 

under different load types is compared. The results are shown 

in Table III. The average test time of each batch of data of CNN 

is 0.06s, which spends the least time. The proposed method 

follows closely, which has 0.08s average test time and much 

less than LSTM-Caps-Net and LSTM-ATT models. Despite the 

average test time of each batch of data of CNN is 0.02s shorter 

than the proposed method, the fault detection performance of 

CCaps–Net is much better than CNN method.  

The method proposed in this paper has a better fault detection 

performance with an average accuracy of 98.39 ± 0.09%. 

Moreover, LSTM–Caps-Net has a high average accuracy of 

94.35 ± 0.16%. The performance of the CNN and ResNet 

method is relatively high but also weaker than that of the 

method proposed in this paper; the average fault detection 

accuracy of the CNN is 92.37 ± 0.43% and the ResNet is 

95.11±0.20% because the output of these methods is scalar, 

whereas the output of the capsule network is a vector with 

direction. Therefore, the capsule network can carry more data 

features. In addition, because some important data features are 

lost owing to the existence of a pooling layer in the traditional 

CNN, its accuracy of the fault detection is lower than that of the 

method proposed in this paper. When the number of fault types 

increases, the dimension of the data label increases. 

Consequently, the classification ability of the SVM that has not 

been combined with other feature extraction models is 

weakened. This is the reason why the average accuracy of the 

SVM is only 80.72 ± 1.18%. Compared with that of the 

proposed model, the performance of the LSTM–ATT model is 

only 83.73 ± 0.96% under the three different load type 

conditions. This is because the feature extraction ability of the 

LSTM is weaker than that of the proposed method. Furthermore, 
TABLE III 

FAULT CLASSIFICATION ACCURACY OF PROPOSED AND OTHER STATE-OF-THE-

ART METHODS UNDER DIFFERENT LOAD TYPE CONDITIONS WITH 72 NM LOAD 

TORQUE 

Methods 

Fault Detection Accuracy under Different Load 

Types 
Average 

test 

time CP CT LT Average 

CCaps-Net 98.33 

±0.11% 

98.56 

±0.07% 

98.28 

±0.09% 

98.39 

±0.09% 
0.08s 

LSTM–

Caps-Net 

94.76 

±0.12% 

94.22% 

±0.21% 

94.07% 

±0.15% 

94.35 

±0.16% 
0.62s 

LSTM–

ATT 

82.45 

±1.12% 

85.16% 

±0.86 

83.59 

±0.89% 

83.73 

±0.96% 
0.48s 

SVM 
79.17 

±1.33% 

81.73 

±1.14% 

81.26 

±1.08% 

80.72 

±1.18%  
0.12s 

CNN 
92.88 

±0.43% 

91.56 

±0.39% 

92.66 

±0.47% 

92.37 

±0.43% 
0.06s 

ResNet 
95.13 

±0.22% 

95.34 

±0.18% 

94.85 

±0.21% 

95.11 

±0.20% 
0.33s 
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the attention mechanism model causes over-fitting, which 

decreases the EM fault detection accuracy of the LSTM–ATT 

model, and the activation function of the LSTM cell affects the 

fault detection accuracy of the LSTM-based model. For 

example, under CP condition with 72 Nm load, for the LSTM–

Caps-Net model, when the activation function has been 

changed to ReLU (Fig. 5 shows the illustrations of ReLU and 

the default LSTM activation function Tanh), the average fault 

detection accuracy of the model decreases from 94.76% to 

81.22%. Fig. 6 shows the accuracy curve of the last 20 episodes 

of the validation dataset during the LSTM-based model training 

for the case in which the parameters of the model stabilize. 

 
Fig. 5. ReLU and Tanh functions. 

The accuracy of the LSTM–Caps-Net of the last 20 episodes 

is as follows: 

 
Fig. 6. Impact of LSTM cell activation function on performance of LSTM–

Caps-Net fault detection accuracy under CP condition with 72 Nm load. 

It can be observed from Fig. 6 that when the activation 

function is changed to ReLU, the faults detection accuracy 

decreases a lot. This is because gradient explosion occurred in 

the neural network, which leads to the decrease of the fault 

detection accuracy of the model. Moreover, the input data of the 

model is three-phase sinusoidal current, and there have many 

negative values in the sampling data, which will cause some 

neurons to be 0 when using ReLU. Tanh can solve this problem, 

which is the reason why its faults detection accuracy is higher 

than the LSTM based model using ReLU function.  

In order to explore the efficiency of the proposed method, a 

fivefold cross validation is carried out. Take the dataset under 

constant power condition with 72Nm load as an example, the 

proposed method is compared with the ResNet model and the 

results are shown in Fig. 7. It presents that the fault detection 

performance of the proposed method is higher than the ResNet. 

In addition, the fault detection accuracy is analyzed by the 

analysis of variance (ANOVA) [36], the ANOVA table is 

presented in Table IV. It can be observed that the P value is 

6.60273e-10, which is much smaller than the significant level 

value 0.005. Moreover, compared with other methods, the fault 

detection accuracy of the proposed method is much higher. 

Above all, it demonstrates that the proposed method has 

significant advantages for EM fault detection. 

 
Fig. 7. Fault detection accuracy of fivefold cross validation. 

TABLE IV 

THE VARIANCE ANALYSIS RESULTS OF THE PROPOSED METHOD AND RESNET  

Source SS df MS F Prob>F 

Columns 26.9616 1 26.9616 1134.03 6.60273e-10 

Error 0.1902 8 0.0238   

Total 27.1518 9    

The results of different methods under varying load types are 

shown in Table V, where “CP→CT” indicates that the fault 

detection model is trained under CP load dataset and tested 

under CT load dataset. Due to limited space, this paper only 

presents the results under different load types conditions of 72 

Nm load torque. The fault detection average accuracy of the 

proposed model is 94.72±0.12% and the accuracy of LSTM-

Caps-Net is 91.78±0.39%, respectively. In addition, the faults 

classification accuracy of the other four state-of-the-art models 

is 81.22 ± 0.94%, 79.59 ± 1.21%, 91.33 ± 1.30% and  

92.91±0.69% respectively, which are lower than the method 

proposed in this paper. It can be seen from Table V that when 

the load type changes, the accuracy of the other four models is 

lower than that of CCaps-Net model. This might be because 

when the load type of EM changes, the features of the EM data 

also change. And these state-of-the-art models have weak 

generalization, which leads to the decrease of fault detection 

accuracy. CNN without pooling operation retains all features of 

EM data, which are further processed and stored in the capsule 

vectors of Caps-Net. So that the CCaps-Net model has stronger 

generalization ability. However, due to the limited learning 

ability of LSTM to a large number of data, the accuracy of 

LSTM based method is still lower than that of CCaps-Net 

despite the existence of Caps-Net. 

The confusion matrices of CCaps-Net under different load 

type conditions are shown in Fig. 9 of appendix section. In the 

confusion matrix (a), the misjudgment of the OP state as an ISC 

state causes the main error of the “CT→LT” scenario. As 

shown in the distribution of the confusion matrices (b), (c), (d), 

and (f), the fault detection error of the CCaps-Net model 

originates mainly from the fact that the ISC and RDE states are 

misjudged as OP and RSE states in “CP→LT”, “CP→LT”, 

“CT→LT”, and “LT→CT” scenarios. In matrices (a), (c), (d), 

and (e), the misjudgment of the LM and ISC states as normal 

ReLU
Tanh

93

94

95

96

97

98

99

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

CCaps-Net ResNet

A
cc

u
ra

cy

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on January 07,2021 at 08:51:32 UTC from IEEE Xplore.  Restrictions apply. 



0885-8969 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TEC.2020.3046642, IEEE
Transactions on Energy Conversion

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

 

8 

states is the error source of the CCaps-Net model. Fig. 8 

presents the t-SNE for CCaps-Net with 72 Nm constant power 

load. It shows that the features of different EM states are 

distinguishable, and only few states have been misjudged. The 

error originates mainly from misjudging a few ISC and OP 

states. In addition, the RSE state is misjudged as RDE state, 

which causes a fault detection error in the proposed model. The 

fault classification accuracy of different methods under varying 

working conditions is shown in Table VI. The results 

demonstrate that the proposed approach has the best 

performance; its average fault detection accuracy reaches 

98.63%. Compared with Table III, except for CCaps-Net, the 

accuracy of the other four fault diagnosis models has decreased. 

This might be because the features of the motor data are more 

complex under different load size conditions. 

TABLE V 

ACCURACY OF DIFFERENT METHODS UNDER VARYING LOAD TYPE CONDITIONS WITH 72 NM LOAD TORQUE 

Methods 
Fault Detection Accuracy Under Different Load Conditions 

CP→CT CP→LT  CT→CP CT→LT LT→CP LT→CT Average 

CCaps-Net 94.52±0.07% 95.29±0.14% 94.74±0.09% 94.67±0.11% 94. 48±0.21% 94.44±0.07% 94.72±0.12% 

LSTM–Caps-Net 88.61±0.33% 89.73±0.42% 92.44±0.34% 92.77±0.51% 94. 63±0.28% 92.66±0.46% 91.78±0.39% 

LSTM–ATT 80.79±1.21% 81.81±0.98% 81.28±0.88% 82.49±0.74% 79.29±1.01% 81.64±0.79% 81.22±0.94% 

SVM 77.91±1.55% 77.02±1.23% 80.75±1.08% 81.57±1.02% 80.55±0.98% 79.75±1.37% 79.59±1.21% 

CNN 93.33±1.02% 93.77±1.13% 90.22±1.53% 90.44±1.42% 89.33±1.62% 90.89±1.08% 91.33±1.30% 

ResNet 92.79±0.42% 94.94±0.84% 93.11±0.63% 94.08±0.58% 91.82±0.79% 90.71±0.86% 92.91±0.69% 

 
Fig. 8. CCaps-Net feature visualization based on t-SNE at 72 Nm constant 

power load. 

Table VII shows the detection results at constant power and 

varying loads, where “72→70Nm” indicates that the fault 

detection models are trained with the motor dataset with 72 Nm 

torque load and tested with the dataset with 70 Nm torque load. 

The comparison shows that the proposed method outperforms 

other methods, which exhibit a higher average fault detection 

accuracy of 88.40±0.65%. In particular, the fault detection 

accuracy of CCaps-Net is at least about 6% higher than that of 

the other state-of-the-art models. 
TABLE VI 

FAULT CLASSIFICATION ACCURACY OF DIFFERENT METHODS UNDER 

DIFFERENT WORKING CONDITIONS WITH CONSTANT POWER LOAD 

Methods 

Fault Detection Accuracy Under Different Working 

Conditions 

68 Nm 70 Nm 72 Nm Average 

CCaps-Net 98.88 

±0.05% 

98.67 

±0.12% 

98.33 

±0.07% 

98.63 

±0.08% 

LSTM–Caps-

Net 

94.18 

±0.23% 

90.89 

±0.37% 

94.76 

±0.34% 

93.28 

±0.31% 

LSTM–ATT 80.62 

±0.76% 

80.66 

±0.83% 

82.45 

±0.69% 

81.24 

±0.76% 

SVM 
80.85 

±0.98% 

76.80 

±1.65% 

79.17 

±1.23% 

78.94 

±1.29% 

CNN 
90.11 

±0.34% 

90.48 

±0.55% 

92.88 

±0.29% 

91.16 

±0.39% 

ResNet 
93.49 

±0.18% 

95.97 

±0.09% 

94.52 

±0.15% 

94.66 

±0.14% 

TABLE VII 

ACCURACY OF DIFFERENT METHODS AT CONSTANT POWER WITH VARYING LOADS 

Methods 
Fault Detection Accuracy Under Different Load Conditions 

72→70Nm 72→68Nm  70→72Nm 70→68Nm 68→72Nm 68→70Nm Average 

CCaps-Net 93.44±0.44% 84.88±0.75% 90.52±0.47% 85.33±0.63% 88.28±1.02% 87.94±0.59% 88.40±0.65% 

LSTM–Caps-Net 81.42±1.32% 75.15±2.14% 82.67±1.14% 79.89±1.26% 76.81±0.98% 75.94±0.79% 78.65±1.27% 

LSTM–ATT 79.89±2.01% 77.75±2.97% 81.60±1.73% 77.36±2.12% 76.56±2.94% 75.02±3.12% 78.03±2.48% 

SVM 62.43±4.36% 40.43±10.49% 63.70±4.97% 45.65±9.97% 33.49±8.57% 41.43±11.52% 47.86±8.31% 

CNN 71.63±5.63% 71.96±6.67% 78.74±7.34% 79.41±7.05% 78.52±8.78% 80.81±3.86% 76.85±6.56% 

ResNet 82.59±0.86% 80.97±1.03% 81.71±0.82% 81.16±1.27% 83.77±0.87% 83.14±0.67% 82.22±0.92% 

C. Analysis of Multi-fault Detection Result with Light Load 

The fault detection results of the model at heavy load (68, 70, 

and 72 Nm) have been previously analyzed. The diagnosis 

results of the different methods under a light load dataset are 

shown in Table VIII for a load size of 40 Nm, and those of 

varying loads (40 → 45 Nm) are shown in Table IX. 

According to the table, the fault detection accuracy decreases 

for all methods at 40 Nm and varying loads. However, the 

proposed approach achieves the highest fault detection 

accuracy because when the EM load size decreases, the current 

of the EM decreases, which improves the total harmonic 

distortion (THD) performance of the current signal. The 

increase in the THD makes it difficult for the fault detection 

models to extract the features of the EM current data. This 
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decreases the accuracy of the fault diagnosis of most models. 
TABLE VIII 

FAULT CLASSIFICATION ACCURACY OF DIFFERENT METHODS AT CONSTANT 

POWER AND 40 NM EM LOAD TORQUE 

Methods 
Fault Detection Accuracy Under 40 Nm EM Load 

Condition 

CCaps-Net 94.67±0.23% 

LSTM–Caps-Net 90.13±0.29% 

LSTM–ATT 78.92±0.88% 

SVM 77.06±1.31% 

CNN 89.68±0.57% 

ResNet 92.48±0.64% 

TABLE IX 

FAULT CLASSIFICATION ACCURACY OF DIFFERENT METHODS AT CONSTANT 

POWER AND 40 NM EM LOAD TORQUE 

Methods 

Fault Detection Accuracy Under Varying EM Load 

Conditions 

40 → 45 Nm 

CCaps-Net 87.11±0.49% 

LSTM–Caps-Net 79.07±0.93% 

LSTM–ATT 70.85±1.34% 

SVM 47.35±5.74% 

CNN 81.95±0.76% 

ResNet 82.15±0.83% 

The results in Sections B and C demonstrate that compared 

with other state-of-the-art methods, the proposed method has a 

higher fault detection accuracy and stronger generalization 

ability. Thus, it can be used for EM multi-fault detection under 

varying working conditions. In addition, in this study, data 

features are directly extracted without complex hand-crafted 

mathematical operations, which increases the efficiency of the 

fault diagnosis and reduces the impact of human interventions 

on data processing. In practical application, the method 

proposed in this paper can detect various types of faults of EMs 

by pure current signal acquisition without changing the original 

controller structure or using external measuring equipment 

(such as an oscilloscope). This reduces measurement and time 

costs effectively. 

V. CONCLUSION 

In this paper, a novel data-driven multi-fault detection model 

based on CCaps-Net is proposed for the state detection of EMs 

under varying working conditions. The CNN without pooling 

layer retains the important features of EM data and improves 

the accuracy of the fault identification. The powerful feature 

learning ability of Caps-Net enables storing more data 

information. By combining the capsule network with CNN, the 

proposed model obtains a higher average multi-fault detection 

accuracy of at least 98%. Moreover, CCaps-Net has a stronger 

generalization ability under varying working conditions than 

other state-of-the-art methods. The EM fault detection accuracy 

of CCaps-Net under different load size conditions is at least 10% 

higher than those of other methods.  

Building an experimental motor platform is particularly 

time-consuming during the COVID-19 pandemic. Currently, 

the method proposed in this paper is only being tested on 

simulation data. When testing with the same dataset, the 

methods proposed in this paper have the best performance. 

Many researches are based on simulations (for example, [4] and 

[29]). Moreover, the number of fault types of the available 

public data sets is insufficient. In the future, the experimental 

motor platform will be built and the proposed method will be 

verified. 

APPENDIX 

TABLE X 

THE HYPER-PARAMETERS OF THE PROPOSED AND STATE-OF-THE-ART METHODS 

Hyper-parameters CCaps-Net LSTM–Caps-Net LSTM–ATT SVM CNN ResNet 

Learning rate 0.001 0.001 0.0001 / 0.0001 0.001 

N_layer 4 7 4 / 4 10 Residual units 

Neural cell 128/256/32/7 18/18/18/128/256/32/7 128/128/128/7 / 32/64/1024/7 (64/128/256/512)*10 

Epoch 200 400 400 / 300 400 

Mini-batch 450 450 450 / 450 450 

Optimizer AdamOptimizer AdamOptimizer AdamOptimizer / AdamOptimizer AdamOptimizer 

Loss function Margin loss Margin loss Softmax cross entropy / Softmax cross entropy Softmax cross entropy 

Initialization Zeros init Zeros init Zeros init / Zeros init Zero init 

Activation function ReLU/squashing Tanh/squashing Tanh/softmax / ReLU/softmax ReLU/softmax 

C / / / 0.9 / / 

Kernel / / / RBF / / 

gamma / / / 20 / / 
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(a) Confusion matrix of CCaps-Net: CP→CT (b) Confusion matrix of CCaps-Net: CP→LT (c) Confusion matrix of CCaps-Net: CT→CP 

 

(d) Confusion matrix of CCaps-Net: CT→LT (e) Confusion matrix of CCaps-Net: LT→CP (f) Confusion matrix of CCaps-Net: LT→CT 

Fig. 9.  Confusion matrices of CCaps-Net fault detection results under varying load type conditions: (a) “CP→CT”, (b) “CP→LT”, (c) “CT→CP”, (d) “CT→LT”, 

(e) “LT→CP”, and (f) “LT→CT”. 
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