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#### Abstract

We improve the flexibility in designing access structures of quantum stabilizer-based secret sharing schemes for classical secrets, by introducing message randomization in their encoding procedures. We generalize the Gilbert-Varshamov bound for deterministic encoding to randomized encoding of classical secrets. We also provide an explicit example of a ramp secret sharing scheme with which multiple symbols in its classical secret are revealed to an intermediate set, and justify the necessity of incorporating strong security criterion of conventional secret sharing. Finally, we propose an explicit construction of strongly secure ramp secret sharing scheme by quantum stabilizers, which can support twice as large classical secrets as the McEliece-Sarwate strongly secure ramp secret sharing scheme of the same share size and the access structure.
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## 1 Introduction

Secret sharing is a scheme to share a secret among multiple participants so that only qualified sets of participants can reconstruct the secret, while forbidden sets have no information about the secret [14,49,53]. A piece of information received by a participant is called a share. A

[^0]set of participants that is neither qualified nor forbidden is said to be intermediate. If there is no intermediate set, a secret sharing scheme is said to be perfect, otherwise said to be ramp [5,54]. There is an upper bound on the size of secret for fixed size of shares, when secret sharing is perfect. On the other hand, the size of secret can be arbitrarily large for fixed size of shares in ramp schemes. In this paper we consider ramp schemes, in other words, we allow intermediate sets of participants or shares.

Both secret and shares are traditionally classical information. There exists a close connection between secret sharing and classical error-correcting codes [4,12,15,16,29,34,44].

After the importance of quantum information became well-recognized, secret sharing schemes with quantum shares were proposed [13,20,23,25,51]. A connection between quantum secret sharing and quantum error-correcting codes has been well-known for many years [13,18,20,32,33,36,37,48,51]. Well-known classes of quantum error-correcting codes are the CSS codes [11,52], the stabilizer codes $[9,10,19]$ and their nonbinary generalizations [3,26,42].

The access structure of a secret sharing scheme is the set of qualified sets, that of intermediate sets and that of forbidden sets. When both secret and shares are classical information, encoding of secrets to shares are almost always randomized, that is, for a fixed secret, shares are randomly chosen from a set determined by the secret [14,49,53]. By message randomization we mean this kind of randomized encoding of secrets to shares. It was shown that some randomness in encoders is indispensable with classical shares [6-8].

In contrast with classical shares, Gottesman [20, Theorem 3] proved that message randomization does not offer any advantage when both secret and shares are quantum information, and that use of unitary encoding of quantum secret to quantum shares is sufficient. Probably because of Gottesman's observation, secret sharing schemes based on quantum error-correcting codes have not used message randomization, as far as this author knows.

In our previous research [38,40], we expressed secret sharing for classical secrets based on quantum stabilizer codes by linear codes, and expressed qualified and forbidden sets in terms of the linear codes associated with quantum stabilizers. By using that, we gave a Gilbert-Varshamov-type existence condition of secret sharing schemes with given parameters, and proved that there exist infinitely many access structures that can be realized by quantum stabilizer codes but cannot be realized by any classical information processing.

However, there are some drawbacks in our proposal [38,40]. For example, any $n-1$ participants out of $n$ participants can be made forbidden, for example, by Shamir's scheme. But such an access structure cannot be realized by $[38,40]$. The first goal of this paper is to make the stabilizer-based secret sharing more flexible in designing access structures by introducing message randomization in the encoding. In our previous proposal [38,40], shares are deterministic functions of secrets. The proposed scheme in this paper includes $[38,40]$ as a special case.

Ordinary ramp schemes have the following security risk: Suppose that classical secret is $\mathbf{m}=\left(m_{1}, \ldots, m_{k}\right)$, and an intermediate set has $\ell(\geq 1)$ symbol of information about $\mathbf{m}$. Then that intermediate set sometimes knows $m_{i}$ explicitly for some $i$. This insecurity was mentioned in [44,54]. Iwamoto and Yamamoto [24] explicitly constructed such an example with classical secret and classical shares, and Zhang and Matsumoto [55] did with quantum shares. In order to address this security risk, Yamamoto [54] introduced the notion of strong security into ramp schemes: A secret sharing scheme with classical secret $\mathbf{m}=\left(m_{1}, \ldots\right.$, $m_{k}$ ) is said to be strongly secure [24] if any ( $k-\ell$ ) symbols in $\mathbf{m}$ is always statistically independent of shares in an intermediate set that has $\ell$ symbol of information about $\mathbf{m}$, for $\ell=1, \ldots, k-1$. Recently Martínez-Peñas constructed communication efficient and strongly secure ramp schemes with classical shares [35]. The second goal of this paper is to give an
explicit construction of strongly secure ramp secret sharing for classical secrets based on quantum stabilizer codes, by extending the previous construction [38,40].

Strong security concerns with secrecy of parts of a message. The secrecy of parts of a message has also been studied for network coding [21,28,41,50] and wiretap channel coding [22,27].

Note that, throughout in this paper, secrets are classical and shares are quantum. The value added by randomization does not contradict with Gottesman's observation [20, Theorem 3] that focused on quantum secrets.

This paper is organized as follows: Sect. 2 introduces necessary notations and proposes randomized encoding for quantum stabilizer-based secret sharing. Section 3 clarifies the access structure of the proposed scheme. Section 4 analyzes the amount of information leaked to an intermediate set, which will be used for the strong security later. Section 5 generalizes the Gilbert-Varshamov existential condition for secret sharing schemes from one given in [38,40]. Section 6 introduces a strong security criterion and an explicit construction with strong security based on Reed-Solomon codes. Then we compare the proposed construction with the McEliece-Sarwate strongly secure ramp secret sharing scheme [44].

## 2 Randomized encoding and its access structures

### 2.1 Preliminaries

Let $A \subset\{1, \ldots, n\}$ be a set of shares (or equivalently participants), $\bar{A}=\{1, \ldots, n\} \backslash A$, and $\operatorname{Tr}_{\bar{A}}$ the partial trace over $\bar{A}$. For a density matrix $\rho, \operatorname{col}(\rho)$ denotes its column space. When $\operatorname{col}\left(\rho_{1}\right), \ldots, \operatorname{col}\left(\rho_{n}\right)$ are orthogonal to each other, that is, $\rho_{i} \rho_{j}=0$ for $i \neq j$, we can distinguish $\rho_{1}, \ldots, \rho_{n}$ by a suitable projective measurement with probability 1 . Since density matrices are quantum generalization of probability distributions [45], the quantum randomized encoding of a secret can be expressed as a density matrix.

Definition $1 \quad[38,40]$ Let $\rho_{A}(\mathbf{m})$ be the density matrix of shares in $A$ encoded from a classical secret $\mathbf{m}$. We say $A$ to be qualified if $\left.\operatorname{col}\left(\rho_{A}(\mathbf{m})\right)\right)$ and $\operatorname{col}\left(\rho_{A}\left(\mathbf{m}^{\prime}\right)\right)$ are orthogonal to each other for different classical secrets $\mathbf{m}, \mathbf{m}^{\prime}$. We say $A$ to be forbidden if $\rho_{A}(\mathbf{m})$ is the same density matrix regardless of classical secret $\mathbf{m}$. By an access structure we mean the set of qualified sets and the set of forbidden sets.

Let $p$ be a prime number, $\mathbf{F}_{p}$ the finite field with $p$ elements, and $\mathbf{C}_{p}$ the $p$-dimensional complex linear space. The quantum state space of $n$ qudits is denoted by $\mathbf{C}_{p}^{\otimes n}$ with its orthonormal basis $\left\{|\mathbf{v}\rangle: \mathbf{v} \in \mathbf{F}_{p}^{n}\right\}$.

For two vectors $\mathbf{a}, \mathbf{b} \in \mathbf{F}_{p}^{n}$, denote by $\langle\mathbf{a}, \mathbf{b}\rangle_{E}$ the standard Euclidean inner product. For two vectors $(\mathbf{a} \mid \mathbf{b})$ and $\left(\mathbf{a}^{\prime} \mid \mathbf{b}^{\prime}\right) \in \mathbf{F}_{p}^{2 n}$, we define the standard symplectic inner product

$$
\left\langle(\mathbf{a} \mid \mathbf{b}),\left(\mathbf{a}^{\prime} \mid \mathbf{b}^{\prime}\right)\right\rangle_{s}=\left\langle\mathbf{a}, \mathbf{b}^{\prime}\right\rangle_{E}-\left\langle\mathbf{a}^{\prime}, \mathbf{b}\right\rangle_{E} .
$$

For an $\mathbf{F}_{p}$-linear space $C_{\mathrm{S}} \subset \mathbf{F}_{p}^{2 n}, C_{\mathrm{S}}^{\perp s}$ denotes its orthogonal space in $\mathbf{F}_{p}^{2 n}$ with respect to $\langle\cdot, \cdot\rangle_{s}$. Throughout this paper we always assume $\operatorname{dim} C_{\mathrm{S}}=n-k-s$ and $C_{\mathrm{S}} \subseteq C_{\mathrm{S}}^{\perp s}$. We will use $k$ to denote the number of symbols in classical secrets and $s(\geq 0)$ to denote amount of randomness in encoding. We also assume that we have $C_{\mathrm{S}} \subset C_{\mathrm{R}} \subseteq C_{\mathrm{R}}^{\perp s}$ and $\operatorname{dim} C_{\mathrm{R}}=n-s$.

Let $X$ be the $p \times p$ complex unitary matrix defined by $X|i\rangle=|i+1\rangle$ for $i \in \mathbf{F}_{p}$, and $Z$ the $p \times p$ complex unitary matrix defined by $Z|i\rangle=\omega^{i}|i\rangle$, where $\omega$ is a primitive $p$-th
root of 1 in the complex numbers. For $(\mathbf{a} \mid \mathbf{b})=\left(a_{1}, \ldots, a_{n} \mid b_{1}, \ldots, b_{n}\right) \in \mathbf{F}_{p}^{2 n}$, define the $p^{n} \times p^{n}$ complex unitary matrix $X(\mathbf{a}) Z(\mathbf{b})=X^{a_{1}} Z^{b_{1}} \otimes \cdots \otimes X^{a_{n}} Z^{b_{n}}$ as defined in [26]. An $[[n, k+s]]_{p}$ quantum stabilizer codes $Q$ encoding $k+s$ qudits into $n$ qudits can be defined as a simultaneous eigenspace of all $X(\mathbf{a}) Z(\mathbf{b})\left((\mathbf{a} \mid \mathbf{b}) \in C_{\mathrm{S}}\right)$. Unlike [26] we do not require the eigenvalue of $Q$ to be one, which means that the eigenvalue of $|\varphi\rangle \in Q$ is not required to be one for $X(\mathbf{a}) Z(\mathbf{b})\left((\mathbf{a} \mid \mathbf{b}) \in C_{\mathrm{S}}\right)$.

### 2.2 Proposed randomized encoding

Witt's Lemma [1], [2, Chapter 7] states that if there exist two subspaces $V_{1}, V_{2} \subset W$ and their bijective linear map $\iota: V_{1} \rightarrow V_{2}$ preserving symplectic inner products in $V_{1}$, then there always exists a symplectic isometry $\kappa: W \rightarrow W$, that is, a bijective linear map preserving the symplectic inner products in $W$, such that the restriction of $\kappa$ to $V_{1}$ is $\iota$. Let $W=\mathbf{F}_{p}^{2 n}$, $V_{1}=C_{\mathrm{R}}, V_{2}=\left\{\left(a_{1}, \ldots, a_{n-s}, 0, \ldots, 0 \mid 0, \ldots, 0\right) \mid a_{i} \in \mathbf{F}_{p}, i=1, \ldots, n-s\right\}$, and $V_{\max }=\left\{\left(a_{1}\right.\right.$, $\left.\left.\ldots, a_{n} \mid 0, \ldots, 0\right) \mid a_{i} \in \mathbf{F}_{p}, i=1, \ldots, n\right\}$. Then there exists a bijective linear map $\iota: V_{1} \rightarrow V_{2}$ satisfying the assumptions in Witt's Lemma and we also have $V_{\max }^{\perp s}=V_{\max }$. Let $\kappa: W \rightarrow W$ as implied by Witt's Lemma, and $C_{\max }=\kappa^{-1}\left(V_{\max }\right)$. We have $C_{\mathrm{S}} \subseteq C_{\mathrm{R}} \subseteq C_{\max } \subseteq C_{\mathrm{R}}^{\perp s} \subseteq$ $C_{\mathrm{S}}^{\perp s}$ with $C_{\max }=C_{\max }^{\perp s}$. Note that $C_{\max }$ is not unique and usually there are many possible choices of $C_{\max }$. We have $\operatorname{dim} C_{\max }=n$ and have an isomorphism $f: \mathbf{F}_{p}^{k} \rightarrow C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$ as linear spaces without inner products. Since $C_{\max }=C_{\max }^{\perp s}, C_{\max }$ defines an [ $\left.[n, 0]\right]_{p}$ quantum stabilizer code $Q_{0}$. Without loss of generality we may assume $Q_{0} \subset Q$. Let $|\varphi\rangle \in Q_{0}$ be a quantum state vector. Since $C_{\text {max }}=C_{\text {max }}^{\perp s}$, for a coset $V \in C_{\mathrm{S}}^{\perp s} / C_{\max }$ and $(\mathbf{a} \mid \mathbf{b}),\left(\mathbf{a}^{\prime} \mid \mathbf{b}^{\prime}\right) \in V$, $X(\mathbf{a}) Z(\mathbf{b})|\varphi\rangle$ and $X\left(\mathbf{a}^{\prime}\right) Z\left(\mathbf{b}^{\prime}\right)|\varphi\rangle$ differ by a constant multiple in $\mathbf{C}$ and physically express the same quantum state in $Q$. By an abuse of notation, for a coset $V \in C_{\mathrm{S}}^{\perp s} / C_{\max }$ we will write $|V \varphi\rangle$ to mean $X(\mathbf{a}) Z(\mathbf{b})|\varphi\rangle((\mathbf{a} \mid \mathbf{b}) \in V)$.

For a given classical secret $\mathbf{m} \in \mathbf{F}_{p}^{k}$, we consider the following secret sharing scheme with $n$ participants:

1. $f(\mathbf{m})$ is a coset of $C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$ and $f(\mathbf{m})$ can also seen as a subset of $C_{\mathrm{S}}^{\perp s} / C_{\text {max }}$. Choose $V \in f(\mathbf{m}) \subset C_{\mathrm{S}}^{\perp s} / C_{\text {max }}$ uniformly at random. Prepare the quantum codeword $|V \varphi\rangle \in Q$ that corresponds to the classical secret $\mathbf{m}$.
2. Distribute each qudit in the quantum codeword $|V \varphi\rangle$ to a participant.

Since there are $p^{s}$ choices of $V$ above, the density matrix of $n$ shares is

$$
\rho(\mathbf{m})=\frac{1}{p^{s}} \sum_{V \in f(\mathbf{m})}|V \varphi\rangle\langle V \varphi| .
$$

Remark 2 The encoding procedure in [38,40] corresponds to the special case $C_{\mathrm{R}}=C_{\max }=$ $C_{\mathrm{R}}^{\perp s}$ and $s=0$ in the above proposed scheme.

Example 3 Let $p=3, n=4, k=s=2$. A basis of the doubly-extended $[4,2,3]_{3}$ ReedSolomon code over $\mathbf{F}_{3}$ consists of

$$
\begin{aligned}
& \mathbf{v}_{1}=(1,1,1,0), \\
& \mathbf{v}_{2}=(0,1,2,1) .
\end{aligned}
$$

By using them, we define $C_{\mathrm{S}}=\{\mathbf{0}\}, C_{\mathrm{R}}$ as the linear space spanned by $\left\{\left(\mathbf{v}_{1} \mid \mathbf{0}\right),\left(\mathbf{0} \mid \mathbf{v}_{1}\right)\right\}$, and $C_{\text {max }}$ as the linear space spanned by $\left\{\left(\mathbf{v}_{1} \mid \mathbf{0}\right),\left(\mathbf{v}_{2} \mid \mathbf{0}\right),\left(\mathbf{0} \mid \mathbf{v}_{1}\right),\left(\mathbf{0} \mid \mathbf{v}_{2}\right)\right\}$. Let

$$
\mathbf{v}_{3}=(0,1,1,0) .
$$

Then $C_{\mathrm{R}}^{\perp s}$ is spanned by $C_{\max } \cup\left\{\left(\mathbf{v}_{3} \mid \mathbf{0}\right),\left(\mathbf{0} \mid \mathbf{v}_{3}\right)\right\}$. Let

$$
\mathbf{v}_{4}=(0,0,0,1) .
$$

$C_{\mathrm{S}}^{\perp s}=\mathbf{F}_{3}^{8}$ and we can use $\left\{\left(\mathbf{v}_{4} \mid \mathbf{0}\right)+C_{\mathrm{R}}^{\perp s},\left(\mathbf{0} \mid \mathbf{v}_{4}\right)+C_{\mathrm{R}}^{\perp s}\right\}$ as a basis of $C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$.
For a given secret $\left(m_{1}, m_{2}\right) \in \mathbf{F}_{3}^{2}$, the proposed encoder chooses a vector uniformly at random from the set

$$
\left(0,0,0, m_{1} \mid 0,0,0, m_{2}\right)+C_{\mathrm{R}}^{\perp s} \subset \mathbf{F}_{3}^{8} .
$$

Since $\left|C_{\mathrm{R}}^{\perp s}\right|=3^{6}$, for fixed ( $m_{1}, m_{2}$ ) the number of possible choices is $3^{6}$. But since $|\varphi\rangle$ is an eigenvector of all unitary matrices corresponding to a vector in $C_{\max }$, for fixed ( $m_{1}, m_{2}$ ) the number of possible quantum states is $\left|C_{\mathrm{R}}^{\perp s} / C_{\max }\right|=3^{2}$. The encoded shares $X(\mathbf{a}) Z(\mathbf{b})|\varphi\rangle$ consist of 4 qudits in $\mathbf{C}_{3}$. Each quantum share in $\mathbf{C}_{3}$ is distributed to each participant.

## 3 Necessary and sufficient conditions on qualified and forbidden sets

Let $A \subset\{1, \ldots, n\}$. Define $\mathbf{F}_{p}^{A}=\left\{\left(a_{1}, \ldots, a_{n} \mid b_{1}, \ldots, b_{n}\right) \in \mathbf{F}_{p}^{2 n}:\left(a_{i}, b_{i}\right)=0\right.$ for $\left.i \notin A\right\}$. Let $P_{A}$ to be the projection map onto $A$, that is, $P_{A}\left(a_{1}, \ldots, a_{n} \mid b_{1}, \ldots, b_{n}\right)=\left(a_{i} \mid b_{i}\right)_{i \in A}$.

Theorem 4 For the secret sharing scheme described in Sect. 2, A is qualified if and only if

$$
\begin{equation*}
\operatorname{dim} C_{\mathrm{R}} / C_{\mathrm{S}}=\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A} \tag{1}
\end{equation*}
$$

$A$ is forbidden if and only if

$$
\begin{equation*}
0=\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A} \tag{2}
\end{equation*}
$$

Remark 5 The encoding procedure depends on the choice of $C_{\max }=C_{\max }^{\perp s}$ but by Theorem 4 we see that the access structure is independent of that choice.

Proof (Theorem 4) Assume Eq. (1). Then there exists a basis $\left\{\left(\mathbf{a}_{1} \mid \mathbf{b}_{1}\right)+C_{S}, \ldots,\left(\mathbf{a}_{k} \mid \mathbf{b}_{k}\right)+C_{\mathrm{S}}\right\}$ of $C_{\mathrm{R}} / C_{\mathrm{S}}$ such that $\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right) \in \mathbf{F}_{p}^{A}$. Any two vectors in a coset $V \in C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$ have the same value of the symplectic inner product against a fixed $\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right)$, which will be denoted by $\left\langle\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right), V\right\rangle_{s}$. Suppose that we have two different cosets $V_{1}, V_{2} \in C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$, and that $\left\langle\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right), V_{1}\right\rangle_{s}=\left\langle\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right), V_{2}\right\rangle_{s}$ for all $i$. It means that $V_{1}-V_{2}=C_{\mathrm{R}}^{\perp s}$ is zero in $C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$, a contradiction. We have seen that any two different cosets have different symplectic inner product values against some $\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right)$. For each $i$, the $n$ participants can collectively perform a quantum projective measurement corresponding to the eigenspaces of $X\left(\mathbf{a}_{i}\right) Z\left(\mathbf{b}_{i}\right)$ and can determine the symplectic inner product ${ }^{1}\left\langle\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right), f(\mathbf{m})\right\rangle_{s}$ as [26, Lemma 5] when the classical secret is $\mathbf{m}$. Since $\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right)$ has nonzero components only at $A$, the above measurement can be done only by $A$, which means $A$ can reconstruct $\mathbf{m}$.

Assume that Eq. (1) is false. Since the orthogonal space of $C_{\mathrm{S}}$ in $\mathbf{F}_{p}^{A}$ is isomorphic to $P_{A}\left(C_{\mathrm{S}}^{\perp s}\right)$, which is reminiscent of the duality between shortened linear codes and punctured linear codes [47], we see that $\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right) / P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)<\operatorname{dim} C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$. This means that there exist two different classical secrets $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ such that $P_{A}\left(f\left(\mathbf{m}_{1}\right)\right)=P_{A}\left(f\left(\mathbf{m}_{2}\right)\right)$. This means that the encoding procedures of $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ are exactly the same on $A$ and produce the same density matrix on $A$, which shows that $A$ is not qualified.

[^1]Assume Eq. (2). Then we have $\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right) / P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)=0$. This means that for all classical secrets $\mathbf{m}, P_{A}(f(\mathbf{m}))$ and their encoding procedures on $A$ are the same, which produces the same density matrix on $A$ regardless of $\mathbf{m}$. This shows that $A$ is forbidden.

Assume that Eq. (2) is false. Then there exist two different classical secrets $\mathbf{m}_{1}, \mathbf{m}_{2}$, and $(\mathbf{a} \mid \mathbf{b}) \in C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} \backslash C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A}$ such that

$$
\left\langle(\mathbf{a} \mid \mathbf{b}), f\left(\mathbf{m}_{1}\right)\right\rangle_{s} \neq\left\langle(\mathbf{a} \mid \mathbf{b}), f\left(\mathbf{m}_{2}\right)\right\rangle_{s} .
$$

By [26, Lemma 5], this means that the quantum measurement corresponding to $X(\mathbf{a}) Z(\mathbf{b})$ gives different outcomes with $\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{1}\right)\right)$ and $\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{2}\right)\right)$. Since $(\mathbf{a} \mid \mathbf{b}) \in \mathbf{F}_{p}^{A}$, measurement of $X(\mathbf{a}) Z(\mathbf{b})$ can be performed only by participants in $A$. These observations show that $A$ is not forbidden.

Next we give sufficient conditions in terms of the coset distance [16] or the first relative generalized Hamming weight [30]. To do so, we have to slightly modify them. For (a|b) = $\left(a_{1}, \ldots, a_{n} \mid b_{1}, \ldots, b_{n}\right) \in \mathbf{F}_{p}^{n}$, define its symplectic weight $\operatorname{swt}(\mathbf{a} \mid \mathbf{b})=\left|\left\{i:\left(a_{i}, b_{i}\right) \neq(0,0)\right\}\right|$. For $V_{2} \subset V_{1} \subset \mathbf{F}_{p}^{2 n}$, we define their coset distance as $d_{s}\left(V_{1}, V_{2}\right)=\min \{\operatorname{swt}(\mathbf{a} \mid \mathbf{b}):(\mathbf{a} \mid \mathbf{b}) \in$ $\left.V_{1} \backslash V_{2}\right\}$.

Theorem 6 If $|A| \leq d_{s}\left(C_{\mathrm{R}}, C_{\mathrm{S}}\right)-1$ then $A$ is forbidden. If $|A| \geq n-d_{s}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right)+1$ then $A$ is qualified.

Example 7 Notations remain the same as Example 3. We have $d_{s}\left(C_{\mathrm{R}}, C_{\mathrm{S}}\right)=3$ and $d_{s}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right)=1$. By Theorem 6, we know that two or less participants are forbidden and all the participants are qualified.

Proof (Theorem 6) If $|A| \leq d_{S}\left(C_{\mathrm{R}}, C_{\mathrm{S}}\right)-1$ then there is no (a|b) $\in C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} \backslash C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A}$ and Eq. (2) holds.

Assume that $|A| \geq n-d_{s}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right)+1$, or equivalently, $|\bar{A}| \leq d_{s}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right)-1$. We have $C_{\mathrm{S}}^{\perp s} \cap \mathbf{F}_{p}^{\bar{A}}=C_{\mathrm{R}}^{\perp s} \cap \mathbf{F}_{p}^{\bar{A}}$. We also have $\mathbf{F}_{p}^{\bar{A}}=\operatorname{ker}\left(P_{A}\right)$, which means $\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right)-$ $\operatorname{dim} P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)=\operatorname{dim} C_{\mathrm{S}}^{\perp s}-\operatorname{dim} C_{\mathrm{R}}^{\perp s}=k$. Since $\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A}-\operatorname{dim} C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A}=$ $\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right)-\operatorname{dim} P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)=k$, we see that Eq. (1) holds with $A$.

## 4 Amount of information possessed by an intermediate set

Let $A \subset\{1, \ldots, n\}$ with $A \neq \emptyset$ and $A \neq\{1, \ldots, n\}$. In this section we study the amount of information possessed by $A$.

Because the result $f(\mathbf{m})$ of mapping $f$ is an element in $C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$, any two vectors ( $\mathbf{a}_{1} \mid \mathbf{b}_{1}$ ) and $\left(\mathbf{a}_{2} \mid \mathbf{b}_{2}\right) \in f(\mathbf{m})$ give the same symplectic inner product values with any $\left(\mathbf{a}_{3} \mid \mathbf{b}_{3}\right) \in C_{\mathrm{R}}$.

Lemma 8 For two classical secrets $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$, we have

- $\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{\mathbf{1}}\right)\right)=\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{\mathbf{2}}\right)\right)$ if and only if $f\left(\mathbf{m}_{1}\right)$ and $f\left(\mathbf{m}_{2}\right)$ give the same symplectic inner product for all vectors in $C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A}$, and
$-\operatorname{col}\left(\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{1}\right)\right)\right)$ and $\operatorname{col}\left(\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{2}\right)\right)\right)$ are orthogonal to each other if and only if $f\left(\mathbf{m}_{1}\right)$ and $f\left(\mathbf{m}_{2}\right)$ give different symplectic inner products for some vector $(\mathbf{a} \mid \mathbf{b})$ in $C_{\mathbf{R}} \cap \mathbf{F}_{p}^{A}$.

Proof Assume that $f\left(\mathbf{m}_{1}\right)$ and $f\left(\mathbf{m}_{2}\right)$ give the same symplectic inner product for all vectors in $C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A}$. Then we have $\left\{P_{A}(\mathbf{a} \mid \mathbf{b})+P_{A}\left(C_{\mathrm{R}}^{\perp s}\right):(\mathbf{a} \mid \mathbf{b})+C_{\mathrm{R}}^{\perp s} \in f\left(\mathbf{m}_{1}\right)\right\}=\left\{P_{A}(\mathbf{a} \mid \mathbf{b})+\right.$ $\left.P_{A}\left(C_{\mathrm{R}}^{\perp s}\right):(\mathbf{a} \mid \mathbf{b})+C_{\mathrm{R}}^{\perp s} \in f\left(\mathbf{m}_{2}\right)\right\}$, and the encoding procedure on $A$ is the same for $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$, which shows $\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{1}\right)\right)=\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{2}\right)\right)$.

Assume that $f\left(\mathbf{m}_{1}\right)$ and $f\left(\mathbf{m}_{2}\right)$ give different symplectic inner product values for some vector (a|b) in $C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A}$. Then the quantum measurement corresponding to $X(\mathbf{a}) Z(\mathbf{b})$ can be performed only by the participants in $A$ and by [26, Lemma 5] the outcomes for $\rho\left(\mathbf{m}_{1}\right)$ and $\rho\left(f\left(\mathbf{m}_{2}\right)\right)$ are different with probability 1 . This means that $\operatorname{col}\left(\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{\mathbf{1}}\right)\right)\right)$ and $\operatorname{col}\left(\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{2}\right)\right)\right)$ are orthogonal to each other.
Proposition 9 If $\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A}=\ell$, then the number of density matrices in $\Lambda=$ $\left\{\operatorname{Tr}_{\bar{A}}(\rho(\mathbf{m})): \mathbf{m} \in \mathbf{F}_{p}^{k}\right\}$ is $p^{\ell}$.

For a fixed density matrix $\rho \in \Lambda$, the number of classical secrets $\mathbf{m}$ such that $\rho=$ $\operatorname{Tr}_{\bar{A}}(\rho(\mathbf{m}))$ is exactly $p^{k-\ell}$.
Proof If $P_{A}\left(\mathbf{u}_{1} \mid \mathbf{v}_{1}\right)+P_{A}\left(C_{\mathrm{R}}^{\perp s}\right) \neq P_{A}\left(\mathbf{u}_{2} \mid \mathbf{v}_{2}\right)+P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)$ for $\left(\mathbf{u}_{i} \mid \mathbf{v}_{i}\right) \in f\left(\mathbf{m}_{i}\right)$ with classical secrets $\mathbf{m}_{i}(i=1,2)$, then by Lemma $8 \operatorname{col}\left(\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{1}\right)\right)\right)$ and $\operatorname{col}\left(\operatorname{Tr}_{\bar{A}}\left(\rho\left(\mathbf{m}_{2}\right)\right)\right)$ are orthogonal. By the assumption, we have $\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A}=\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right) / P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)=\ell$. There are $p^{\ell}$ elements in $P_{A}\left(C^{\perp s}\right) / P_{A}\left(C_{\max }\right)$, which shows the first claim.

The composite $\mathbf{F}_{p}$-linear map " $\bmod P_{A}\left(C_{\mathrm{R}}^{\perp s}\right) " \circ P_{A} \circ f$ from $\mathbf{F}_{p}^{k}$ to $P_{A}\left(C_{\mathrm{S}}^{\perp s}\right) / P_{A}\left(C_{\mathrm{R}}^{\perp s}\right)$ is surjective. Thus the dimension of its kernel is $k-\ell$, which shows the second claim.

Definition 10 In light of Proposition 9, the amount of information possessed by a set $A$ of participants is defined as

$$
\begin{equation*}
\left(\log _{2} p\right) \times \operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A}=\left(\log _{2} p\right) \times \operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right) / P_{A}\left(C_{\mathrm{R}}^{\perp s}\right) \tag{3}
\end{equation*}
$$

Remark 11 When the probability distribution of classical secrets $\mathbf{m}$ is uniform, the quantity in Definition 10 is equal to the Holevo information [45, Sect. 12.1.1] between $\mathbf{m}$ and $\operatorname{Tr}_{\bar{A}}(\rho(\mathbf{m}))$ by the same reason as [40, Remark 14].

We say that a secret sharing scheme is $r_{i}$-reconstructible if $|A| \geq r_{i}$ implies $A$ has $i \log _{2} p$ or more bits of information [17]. We say that a secret sharing scheme is $t_{i}$-private if $|A| \leq t_{i}$ implies $A$ has less than $i \log _{2} p$ bits of information [17]. In order to express $r_{i}$ and $t_{i}$ in terms of combinatorial properties of $C$, we review a slightly modified version of the relative generalized Hamming weight [30].
Definition 12 [40] For two linear spaces $V_{2} \subset V_{1} \subset \mathbf{F}_{p}^{2 n}$ and $i=1, \ldots, k$, define the $i$-th relative generalized symplectic weight

$$
\begin{equation*}
d_{s}^{i}\left(V_{1}, V_{2}\right)=\min \left\{|A|: \operatorname{dim} \mathbf{F}_{p}^{A} \cap V_{1}-\operatorname{dim} \mathbf{F}_{p}^{A} \cap V_{2} \geq i\right\} . \tag{4}
\end{equation*}
$$

Note that $d_{s}^{1}=d_{s}$. The following theorem generalizes Theorem 6.

## Theorem 13

$$
\begin{aligned}
t_{i} & \geq d_{s}^{i}\left(C_{\mathrm{R}}, C_{\mathrm{S}}\right)-1 \\
r_{k+1-i} & \leq n-d_{s}^{i}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right)+1
\end{aligned}
$$

Proof The following proof is almost the same as [40, Theorem 16]. Assume that $|A| \leq t_{i}$. By definition of $d_{s}^{i}$, $\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A} \leq i-1$, which shows the first claim.

Assume that $|A| \geq r_{i}$. Then $|\bar{A}| \leq d_{s}^{i}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right)-1$, which implies $\operatorname{dim} C_{\mathrm{S}}^{\perp s} \cap \mathbf{F}_{p}^{\bar{A}} / C_{\mathrm{R}}^{\perp s} \cap$ $\mathbf{F}_{p}^{\bar{A}} \leq i-1$. The last inequality implies $\operatorname{dim} C_{\mathrm{R}} \cap \mathbf{F}_{p}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{p}^{A} \geq k-i+1$, which shows the second claim.

Remark 14 Here we have considered only the case of prime fields. Theorems 4, 6, 13, Proposition 9 and Definition 10 can be generalized to arbitrary finite fields, similarly to what has been done in [40, Sect. 5.1].

## 5 Gilbert-Varshamov-type existential condition

Let $q$ be some prime power. In this section, we give a sufficient condition (5) for existence of $C_{\mathrm{S}} \subset C_{\mathrm{R}} \subseteq C_{\mathrm{R}}^{\perp s} \subset C_{\mathrm{S}}^{\perp s} \subset \mathbf{F}_{q}^{2 n}$, with given parameters.

Theorem 15 If positive integers $n, k, s, \delta_{t}, \delta_{r}$ satisfy

$$
\begin{equation*}
\frac{q^{n+k+s}-q^{n+s}}{q^{2 n}-1} \sum_{i=1}^{\delta_{r}-1}\binom{n}{i}\left(q^{2}-1\right)^{i}+\frac{q^{n-s}-q^{n-k-s}}{q^{2 n}-1} \sum_{i=1}^{\delta_{t}-1}\binom{n}{i}\left(q^{2}-1\right)^{i}<1, \tag{5}
\end{equation*}
$$

then there exist $C_{\mathrm{S}}$ and $C_{\mathrm{R}}$ such that $C_{\mathrm{S}} \subset C_{\mathrm{R}} \subseteq C_{\mathrm{R}}^{\perp s} \subset C_{\mathrm{S}}^{\perp s} \subset \mathbf{F}_{q}^{2 n}$, $\operatorname{dim} C_{\mathrm{S}}=n-k-s$, $\operatorname{dim} C_{\mathrm{R}}=n-s d_{s}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right) \geq \delta_{r}$ and $d_{s}\left(C_{\mathrm{R}}, C_{\mathrm{S}}\right) \geq \delta_{t}$.

Proof The following argument is similar to the proof of Gilbert-Varshamov bound for stabilizer codes [9] and also to [40]. Let $\operatorname{Sp}(q, n)$ be the set of symplectic isometries on $\mathbf{F}_{q}^{2 n}$, that is, bijective linear maps preserving the values of the symplectic inner product. Let $A(k)$ be the set of pairs of linear spaces $(V, W)$ such that $\operatorname{dim} V=n-k-s$, $\operatorname{dim} W=n-s$ and $V \subset W \subseteq W^{\perp s} \subset V^{\perp s} \subset \mathbf{F}_{q}^{2 n}$. For $\mathbf{e} \in \mathbf{F}_{q}^{2 n}$, define $B_{V}(k, \mathbf{e})=\{(V, W) \in A(k): \mathbf{e} \in$ $\left.V^{\perp s} \backslash W^{\perp s}\right\}$ and $B_{W}(k, \mathbf{e})=\{(V, W) \in A(k): \mathbf{e} \in W \backslash V\}$.

For nonzero $\mathbf{e}_{1}, \mathbf{e}_{2} \in \mathbf{F}_{q}^{2 n}$, we have $\left|B_{W}\left(k, \mathbf{e}_{1}\right)\right|=\left|B_{W}\left(k, \mathbf{e}_{2}\right)\right|$, whose proof is the same argument as [40, Proof of Theorem 25], and reproduced below: For nonzero $\mathbf{e}_{1}, \mathbf{e}_{2} \in \mathbf{F}_{q}^{2 n}$ with $M_{1} \mathbf{e}_{1}=\mathbf{e}_{2}\left(M_{1} \in \operatorname{Sp}(q, n)\right)$ and some fixed $\left(V_{1}, W_{1}\right) \in A(k)$, we have

$$
\begin{aligned}
& \mid B_{W}\left(k, \mathbf{e}_{1}\right) \mid \\
&=\left|\left\{(v, W) \in A(k): \mathbf{e}_{1} \in W \backslash V\right\}\right| \\
&=\left|\left\{\left(M V_{1}, M W_{1}\right): \mathbf{e}_{1} \in M W \backslash M V, M \in \operatorname{Sp}(q, n)\right\}\right| \\
&=\left|\left\{\left(M_{1}^{-1} M V_{1}, M_{1}^{-1} M W_{1}\right): \mathbf{e}_{1} \in M_{1}^{-1} M W \backslash M_{1}^{-1} M V, M \in \operatorname{Sp}(q, n)\right\}\right| \\
&=\left|\left\{\left(M V_{1}, M W_{1}\right): M_{1} \mathbf{e}_{1} \in M W \backslash M V, M \in \operatorname{Sp}(q, n)\right\}\right| \\
&=\left|\left\{\left(M V_{1}, M W_{1}\right): \mathbf{e}_{2} \in M W \backslash M V, M \in \operatorname{Sp}(q, n)\right\}\right| \\
&=\left|\left\{(V, W) \in A(k): \mathbf{e}_{2} \in W \backslash V\right\}\right| \\
&=\left|B_{W}\left(k, \mathbf{e}_{2}\right)\right|
\end{aligned}
$$

By a similar argument we also have $\left|B_{V}\left(k, \mathbf{e}_{1}\right)\right|=\left|B_{V}\left(k, \mathbf{e}_{2}\right)\right|$.
For each $(V, W) \in A(k)$, the number of $\mathbf{e}$ such that $\mathbf{e} \in W \backslash V$ is $|W|-|V|=q^{n-s}-$ $q^{n-k-s}$. The number of triples $(\mathbf{e}, V, W)$ such that $\mathbf{0} \neq \mathbf{e} \in W \backslash V$ is

$$
\sum_{\mathbf{0} \neq \mathbf{e} \in \mathbf{F}_{q}^{2 n}}\left|B_{W}(k, \mathbf{e})\right|=|A(k)| \times\left(q^{n}-q^{k}\right),
$$

which implies

$$
\begin{equation*}
\frac{\left|B_{W}(k, \mathbf{e})\right|}{|A(k)|}=\frac{q^{n-s}-q^{n-k-s}}{q^{2 n}-1} . \tag{6}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
\frac{\left|B_{V}(k, \mathbf{e})\right|}{|A(k)|}=\frac{q^{n+k+s}-q^{n+s}}{q^{2 n}-1} . \tag{7}
\end{equation*}
$$

If there exists $(V, W) \in A(k)$ such that $(V, W) \notin B_{V}\left(k, \mathbf{e}_{1}\right)$ and $(V, W) \notin B_{V}\left(k, \mathbf{e}_{2}\right)$ for all $1 \leq \operatorname{swt}\left(\mathbf{e}_{1}\right) \leq \delta_{r}-1$ and $1 \leq \operatorname{swt}\left(\mathbf{e}_{2}\right) \leq \delta_{t}-1$ then there exists a pair of $(V, W)$ with
the desired properties. The number of $\mathbf{e}$ such that $1 \leq \operatorname{swt}(\mathbf{e}) \leq \delta-1$ is given by

$$
\begin{equation*}
\sum_{i=1}^{\delta-1}\binom{n}{i}\left(q^{2}-1\right)^{i} \tag{8}
\end{equation*}
$$

By combining Eqs. (6), (7) and (8) we see that Eq. (5) is a sufficient condition for ensuring the existence of $(V, W)$ required in Theorem 15.

We will derive an asymptotic form of Theorem 15.
Theorem 16 Let $R \leq 1, S \leq 1, \epsilon_{t}<0.5$ and $\epsilon_{r}<0.5$ be nonnegative real numbers. Define $h_{q}(x)=-x \log _{q} x-(1-x) \log _{q}(1-x)$. For sufficiently large $n$, if

$$
\begin{aligned}
& h_{q}\left(\epsilon_{t}\right)+\epsilon_{t} \log _{q}\left(q^{2}-1\right)<1+S \text { and } \\
& h_{q}\left(\epsilon_{r}\right)+\epsilon_{r} \log _{q}\left(q^{2}-1\right)<1-R-S,
\end{aligned}
$$

then there exist $C_{\mathrm{S}}$ and $C_{\mathrm{R}}$ such that $C_{\mathrm{S}} \subset C_{\mathrm{R}} \subseteq C_{\mathrm{R}}^{\perp s} \subset C_{\mathrm{S}}^{\perp s} \subset \mathbf{F}_{q}^{2 n}$, $\operatorname{dim} C_{\mathrm{S}}=n-\lfloor n(R+$ $S)\rfloor, \operatorname{dim} C_{\mathrm{R}}=n-\lfloor n S\rfloor d_{s}\left(C_{\mathrm{S}}^{\perp s}, C_{\mathrm{R}}^{\perp s}\right) \geq\left\lfloor n \epsilon_{r}\right\rfloor$ and $d_{s}\left(C_{\mathrm{R}}, C_{\mathrm{S}}\right) \geq\left\lfloor n \epsilon_{t}\right\rfloor$.

Proof Proof can be done by almost the same argument as [43, Sect. III.C], reproduced as below.

$$
\begin{align*}
& \sum_{i=1}^{\delta-1}\binom{n}{i}\left(q^{2}-1\right)^{i} \\
& \quad \leq(\delta-1)\binom{n}{\delta-1}\left(q^{2}-1\right)^{\delta-1} \\
& \quad=\exp _{q}\left[\log _{q}(\delta-1)+n h_{q}\left(\frac{\delta-1}{n}\right)+n \frac{\delta-1}{n} \log _{q}\left(q^{2}-1\right)\right] \tag{9}
\end{align*}
$$

Note that we can find $\binom{n}{i} \leq \exp _{q}\left[h_{q}(i / n)\right]$ for $i<n / 2$ in [31].
When the assumption of Theorem 16 holds, by Eq. (9) we see that $\log _{q}$ [ left hand side of Eq. (5) $] / n$ goes to a negative value, noting that $\lim _{n \rightarrow \infty} \frac{\log _{q}(\delta-1)}{n}=0$. This concludes the proof.

In [40, Theorem 26] we proved a special case $S=0$ of Theorem 16. The new parameter $S \geq 0$ provides larger flexibility.

## 6 Strong security

Let $n=q$, and let $k, n-s-k$ be nonnegative even integers. The field size $q$ can be either odd or even. We will consider the case that the number of participants is smaller than $q$ in Remark 21. Let $\alpha_{1}, \ldots, \alpha_{n} \in \mathbf{F}_{q}$ be $n$ distinct elements. Define an [ $\left.n, k\right]$ Reed-Solomon (RS) code as

$$
\operatorname{RS}(n, k)=\left\{\left(g\left(\alpha_{1}\right), \ldots, g\left(\alpha_{n}\right)\right): g(x) \in \mathbf{F}_{q}[x], \operatorname{deg} g(x)<k\right\} .
$$

Then $\operatorname{RS}(n, k)^{\perp E}=\operatorname{RS}(n, n-k)$ because $n=q$.

### 6.1 Insecure example

In order to justify our study of strong security, we will show an insecure ramp scheme constructed in the framework of $[38,40]$. Assume that $n=q$ are even integers only in Sect. 6.1. Let $C_{\mathrm{S}}=\{\mathbf{0}\}, s=0, k=n$, and $C_{\mathrm{R}}=C_{\max }=C_{\mathrm{R}}^{\perp s}=\mathrm{RS}(n, n / 2) \times \mathrm{RS}(n, n / 2)$. For classical secret $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right)$, let $h_{1}(x)=m_{1} x^{n / 2}+\cdots+m_{n / 2} x^{n-1}$ and $h_{2}(x)=$ $m_{1+n / 2} x^{n / 2}+\cdots+m_{n} x^{n-1}$. Define an $\mathbf{F}_{q}$-linear map $f: \mathbf{F}_{q}^{n} \rightarrow C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s}$ in Sect. 2.2 as

$$
f(\mathbf{m})=\left(h_{1}\left(\alpha_{1}\right), \ldots, h_{1}\left(\alpha_{n}\right) \mid h_{2}\left(\alpha_{1}\right), \ldots, h_{2}\left(\alpha_{n}\right)\right)+C_{\mathrm{R}}^{\perp s} .
$$

As shown in [38,40, Sect. 5.4], any $n-1$ shares have $(n-2) \log _{2} q$ bits of information about $\mathbf{m}$. Assume $\alpha_{n}=0$. The participant set $A=\{1, \ldots, n-1\}$ can perform a measurement corresponding to a nonzero vector in $C_{\mathrm{R}} \cap \mathbf{F}_{q}^{A}$, which contains ( $\left.\mathbf{u}^{i} \mid \mathbf{0}\right)$ and $\left(\mathbf{0} \mid \mathbf{u}^{i}\right)$ for $i=1$, $\ldots, n / 2-1$, where $\mathbf{u}=\left(\alpha_{1}^{i}, \ldots, \alpha_{n-1}^{i}, \alpha_{n}^{i}=0\right)$. We have

$$
\begin{aligned}
& \left\langle\left(\mathbf{u}^{i} \mid \mathbf{0}\right),\left(h_{1}\left(\alpha_{1}\right), \ldots, h_{1}\left(\alpha_{n}\right) \mid h_{2}\left(\alpha_{1}\right), \ldots, h_{2}\left(\alpha_{n}\right)\right)\right\rangle_{s}=m_{n-i}, \\
& \left\langle\left(\mathbf{0} \mid \mathbf{u}^{i}\right),\left(h_{1}\left(\alpha_{1}\right), \ldots, h_{1}\left(\alpha_{n}\right) \mid h_{2}\left(\alpha_{1}\right), \ldots, h_{2}\left(\alpha_{n}\right)\right)\right\rangle_{s}=-m_{n / 2-i-1} .
\end{aligned}
$$

By [26, Lemma 5], the share set $A=\{1, \ldots, n-1\}$ can completely determine $n-2$ symbols $m_{1}, \ldots, m_{n / 2-2}, m_{n / 2}, \ldots, m_{n / 2-1}$ in the classical secret $\mathbf{m}$. In the next subsection, we will show a remedy to address this kind of insecurity.

### 6.2 Definition and construction of strongly secure schemes

Definition 17 Let $A \subset\{1, \ldots, n\}$ be a share set and $\rho_{A}$ the density matrix of shares in $A$. Let $\mathbf{m} \in \mathbf{F}_{q}^{k}$ be a classical secret drawn from the uniform probability distribution on $\mathbf{F}_{q}^{k}$. Let $Z \subset\{1, \ldots, k / 2\}$. A quantum ramp secret sharing scheme is said to be strongly secure if $I\left(\mathbf{m} ; \rho_{A}\right)=\ell \log _{2} q>0$ then $I\left(P_{Z \cup k / 2+Z}(\mathbf{m}) ; \rho_{A}\right)=0$ for all $Z$ with $2|Z| \leq$ $k-\ell$, where $I(\cdot ; \cdot)$ denotes the Holevo information [45, Section 12.1.1] counted in $\log _{2}$, $k / 2+Z=\{k / 2+z: z \in Z\}$ and $P_{Z \cup k / 2+Z}$ is previously defined projection to an index set $Z \cup k / 2+Z \subset\{1, \ldots, k\}$.

The above definition is a straightforward generalization of [24, Definition 6] to the quantum setting, with regarding $\left(m_{i}, m_{i+k / 2}\right) \in \mathbf{F}_{q}^{2}$ as one symbol and the secret $\mathbf{m}$ consisting of $k / 2$ such symbols.

In this subsection, we will construct a scheme distributing a classical secret consisting of $k$ symbols in $\mathbf{F}_{q}$ to $n$ participants with 1 qudit of dimension $q$, so that any $(n+k+s) / 2$ participants can reconstruct the secret, while any $(n+s) / 2$ or less participants have no information about the secret, with the above strong security. We note that a somewhat similar idea was used for construction of a strongly secure ramp secret sharing scheme with classical shares [39].

We assume that $\alpha_{1}, \ldots, \alpha_{k / 2}$ are nonzero. Define

$$
\begin{aligned}
C_{\mathrm{S}} & =\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \operatorname{RS}(n,(n-k-s) / 2)\}, \\
C_{\mathrm{R}} & =\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \operatorname{RS}(n,(n-s) / 2)\} .
\end{aligned}
$$

Then we can easily see that

$$
\begin{aligned}
C_{\mathrm{R}}^{\perp s} & =\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \mathrm{RS}(n,(n+s) / 2)\} \\
C_{\mathrm{S}}^{\perp s} & =\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \mathrm{RS}(n,(n+k+s) / 2)\} \\
\operatorname{dim} C_{\mathrm{S}} & =n-k-s \\
\operatorname{dim} C_{\mathrm{R}} & =n-s
\end{aligned}
$$

We can choose $C_{\text {max }}$ as, for example,

$$
C_{\max }=\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a} \in \operatorname{RS}(n,\lfloor n / 2\rfloor), \mathbf{b} \in \operatorname{RS}(n,\lceil n / 2\rceil)\} .
$$

For a classical secret $\mathbf{m}=\left(m_{1}, \ldots, m_{k}\right) \in \mathbf{F}_{q}^{k}$, find $g_{1}(x)=a_{0} x^{0}+\cdots+a_{k / 2-1} x^{k / 2-1}$ and $g_{2}(x)=b_{0} x^{0}+\cdots+b_{k / 2-1} x^{k / 2-1}$ such that $g_{1}\left(\alpha_{j}\right)=m_{j} / \alpha_{j}^{(n+s) / 2}$ and $g_{2}\left(\alpha_{j}\right)=$ $m_{j+k / 2} / \alpha_{j}^{(n+s) / 2}$ for all $j=1, \ldots, k / 2$. Such $g_{1}(x)$ and $g_{2}(x)$ always exist because computation of $g_{i}(x)$ is just the inverse mapping of the encoding of $\operatorname{RS}(k / 2, k / 2)$ for the codeword $\left(m_{1} / \alpha_{1}^{(n+s) / 2}, \ldots, m_{k / 2} / \alpha_{k / 2}^{(n+s) / 2}\right)$. Let $g_{3}(x)=x^{(n+s) / 2} g_{1}(x)$ and $g_{4}(x)=x^{(n+s) / 2} g_{2}(x)$. Observe that $g_{3}\left(\alpha_{j}\right)=m_{j}$ and $g_{4}\left(\alpha_{j}\right)=m_{k / 2+j}$. Define a bijective $\mathbf{F}_{q}$-linear map $f$ as

$$
f(\mathbf{m})=\left(g_{3}\left(\alpha_{1}\right), \ldots, g_{3}\left(\alpha_{n}\right) \mid g_{4}\left(\alpha_{1}\right), \ldots, g_{4}\left(\alpha_{n}\right)\right)+C_{\mathrm{R}}^{\perp s} \in C_{\mathrm{S}}^{\perp s} / C_{\mathrm{R}}^{\perp s} .
$$

The quantum shares are computed as in Sect. 2.2 with the above $f$. For $A \subset\{1, \ldots, n\}$, let $\rho_{A}$ be the density matrix of quantum shares in $A$. By almost the same argument as [40, Sect. 5.4], we see that the Holevo information $I\left(\mathbf{m} ; \rho_{A}\right)$ between $\mathbf{m}$ and $\rho_{A}$ is

$$
I\left(\mathbf{m} ; \rho_{A}\right)= \begin{cases}0 & \text { if } 0 \leq|A| \leq \frac{n+s}{2},  \tag{10}\\ 2\left(|A|-\frac{n+s}{2}\right) \log _{2} q & \text { if } \frac{n+s}{2} \leq|A| \leq \frac{n+k+s}{2}, \\ k \log _{2} q & \text { if } \frac{n+k+s}{2} \leq|A| \leq n .\end{cases}
$$

In particular, the above means that $A$ is qualified if and only if $|A| \geq(n+k+s) / 2$ and $A$ is forbidden if and only if $|A| \leq(n+s) / 2$.

Let $B \subset\{1, \ldots, k\}$. By slight abuse of notation, by $P_{B}(\mathbf{m})$ we mean $\left(m_{i}\right)_{i \in B}$. In order to verify the strong security, we have to compute the Holevo information $I\left(P_{B}(\mathbf{m}) ; \rho_{A}\right)$. In order to compute $I\left(P_{B}(\mathbf{m}) ; \rho_{A}\right)$, we consider the following related problem. Let $\bar{B}=\{1, \ldots$, $k\} \backslash B$. When we consider the strong security of $P_{B}(\mathbf{m})$, the rest $P_{\bar{B}}(\mathbf{m})$ serves as dummy variable to hide $P_{B}(\mathbf{m})$.

Let $B^{\prime} \subset\{1, \ldots, k / 2\}$ and $\overline{B^{\prime}}=\{1, \ldots, k / 2\} \backslash B^{\prime}$. For $g(x)=a_{0} x^{0}+$ $\cdots a_{(n+k+s) / 2-1-\left|B^{\prime}\right|} x^{(n+k+s) / 2-1-\left|B^{\prime}\right|}$, define $g_{B^{\prime}}(x)=a_{(n+k+s) / 2-\left|B^{\prime}\right|} x^{(n+k+s) / 2-\left|B^{\prime}\right|}+$ $\cdots+a_{(n+k+s) / 2-1} x^{(n+k+s) / 2-1}$ such that $g_{B^{\prime}}\left(\alpha_{j}\right)=-\sum_{i=(n+s) / 2}^{(n+k+s) / 2-1-\left|B^{\prime}\right|} a_{i} \alpha_{j}^{i}$ for $j \in B^{\prime}$. Such a $g_{B^{\prime}}(x)$ is uniquely determined because it is the inverse of encoding of $\left[\left|B^{\prime}\right|,\left|B^{\prime}\right|\right]$ generalized Reed-Solomon code. Define a linear code
$D_{B^{\prime}}=\left\{\left(g\left(\alpha_{1}\right)+g_{B^{\prime}}\left(\alpha_{1}\right), \ldots, g\left(\alpha_{n}\right)+g_{B^{\prime}}\left(\alpha_{n}\right)\right): \operatorname{deg} g(x) \leq(n+k+s) / 2-1-\left|B^{\prime}\right|\right\}$.
For a subset $S \subset \mathbf{F}_{q}^{n}$, by abuse of notation we mean $P_{A}(S)=\left\{\left(x_{i}\right)_{i \in A}:\left(x_{1}, \ldots, x_{n}\right) \in S\right\}$.
Lemma 18 Assume $\left|B^{\prime}\right|<k / 2$.

$$
\begin{align*}
& \operatorname{dim} P_{A}(\operatorname{RS}(n,(n+k+s) / 2))-\operatorname{dim} P_{A}\left(D_{B^{\prime}}\right) \\
& = \begin{cases}0 & \text { if } 0 \leq|A| \leq \frac{n+k+s}{2}-\left|B^{\prime}\right|, \\
\left(|A|+\left|B^{\prime}\right|-\frac{n+k+s}{2}\right) & \text { if } \frac{n+k+s}{2}-\left|B^{\prime}\right| \leq|A| \leq \frac{n+k+s}{2}, \\
\left|B^{\prime}\right| & \text { if } \frac{n+k+s}{2} \leq|A| \leq n .\end{cases} \tag{11}
\end{align*}
$$

Proof Since the minimum Hamming distance of $\operatorname{RS}(n,(n+k+s) / 2)$ is $(n-k-s) / 2+1$, we have [47]

$$
\operatorname{dim} P_{A}(\operatorname{RS}(n,(n+k+s) / 2))= \begin{cases}|A| & \text { if } 0 \leq|A| \leq \frac{n+k+s}{2},  \tag{12}\\ \frac{n+k+s}{2} & \text { if } \frac{n+k+s}{2} \leq|A| \leq n .\end{cases}
$$

The codeword in $D_{B^{\prime}}$ is the sum of a codeword in $\operatorname{RS}\left(n,(n+k+s) / 2-\left|B^{\prime}\right|\right)$ and the codeword defined by $g_{B^{\prime}}(x)$. The latter can be seen as a codeword in a generalized ReedSolomon code of length $n$ and dimension $\left|B^{\prime}\right|$. So, the Hamming weight of a codeword defined by $g_{B^{\prime}}(x)$ is $\geq n+1-\left|B^{\prime}\right|$. There exists a codeword in $\operatorname{RS}\left(n,(n+k+s) / 2-\left|B^{\prime}\right|\right)$ of Hamming weight $(n-k-s) / 2+1+\left|B^{\prime}\right|$. Since $\left|B^{\prime}\right|<k / 2$, the condition $k-s \leq n$ implies $n+1-\left|B^{\prime}\right|>(n-k-s) / 2+1+\left|B^{\prime}\right|$. Under this condition, the minimum weight codeword in $\operatorname{RS}\left(n,(n+k+s) / 2-\left|B^{\prime}\right|\right)$ cannot be canceled by a codeword defined by $g_{B^{\prime}}(x)$. Therefore, the minimum Hamming distance of $D_{B^{\prime}}$ is $(n-k-s) / 2+1+\left|B^{\prime}\right|$, which, by [47], implies

$$
\operatorname{dim} P_{A}\left(D_{B^{\prime}}\right)= \begin{cases}|A| & \text { if } 0 \leq|A| \leq(n+k+s) / 2-\left|B^{\prime}\right|  \tag{13}\\ (n+k+s) / 2-\left|B^{\prime}\right| & \text { if }(n+k+s) / 2-\left|B^{\prime}\right| \leq|A| \leq n\end{cases}
$$

Combining Eqs. (12) and (13) gives the claim of this lemma.
In light of Eq. (11), define $\ell(a, b)$ as

$$
\ell(a, b)= \begin{cases}0 & \text { if } 0 \leq a \leq \frac{n+k+s}{2}-b \\ \left(a+b-\frac{n+k+s}{2}\right) & \text { if } \frac{n+k+s}{2}-b \leq a \leq \frac{n+k+s}{2} \\ b & \text { if } \frac{n+k+s}{2} \leq a \leq n\end{cases}
$$

Proposition 19 Let $B_{1}=B \cap\{1, \ldots, k / 2\}$ and $B_{2}=B \cap\{1+k / 2, \ldots, k\}$

$$
I\left(P_{B}(\mathbf{m}) ; \rho_{A}\right)=\left[\ell\left(|A|,\left|B_{1}\right|\right)+\ell\left(|A|,\left|B_{2}\right|\right)\right] \log _{2} q
$$

Proof Let $\bar{B}=\{1, \ldots, k\} \backslash B$. When we see $P_{B}(\mathbf{m})$ as secret and $P_{\bar{B}}(\mathbf{m})$ as meaningless dummy randomness, the corresponding secret sharing scheme is described by $C_{\mathrm{S}}^{\perp s} \supset C_{\mathrm{R}}^{\perp \perp s} \supset$ $C_{\mathrm{R}}^{\prime} \supset C_{\mathrm{S}}$, where $C_{\mathrm{R}}^{\prime \perp s}$ corresponds to $C_{\mathrm{R}}^{\perp s}$ in Sect. 2.2, and

$$
C_{\mathrm{R}}^{\prime \perp s}=\left\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a} \in D_{B_{1}}, \mathbf{b} \in D_{B_{2}}\right\}
$$

In order to evaluate $I\left(P_{B}(\mathbf{m}) ; \rho_{A}\right)$, we have to compute $\operatorname{dim} C_{\mathrm{R}}^{\prime} \cap \mathbf{F}_{q}^{A} / C_{\mathrm{S}} \cap \mathbf{F}_{q}^{A}$, which is equal to $\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right)-\operatorname{dim} P_{A}\left(C_{\mathrm{R}}^{\perp \perp s}\right)$. By Lemma 18 we have

$$
\operatorname{dim} P_{A}\left(C_{\mathrm{S}}^{\perp s}\right)-\operatorname{dim} P_{A}\left(C_{\mathrm{R}}^{\prime \perp s}\right)=\ell\left(|A|,\left|B_{1}\right|\right)+\ell\left(|A|,\left|B_{2}\right|\right),
$$

which completes the proof.
Corollary 20 The proposed encoding scheme is strongly secure in the sense of Definition 17.
Proof Assume $I\left(\mathbf{m} ; \rho_{A}\right)=\ell \log _{2} q>0$. Then, by Eq. (10) $|A|=\frac{\ell+n+s}{2}$, or equivalently, $\ell=2|A|-n-s$. Assume $2|Z| \leq k-\ell$. Then $|A| \leq \frac{n+k+s}{2}-|Z|$. Application of Proposition 19 with $\left|B_{1}\right|=\left|B_{2}\right|=|Z|$ shows $I\left(P_{Z \cup k / 2+Z}(\mathbf{m}) ; \rho_{A}\right)=0$.

Remark 21 Although we have assumed $n=q$, we note that the number $n^{\prime}$ of participants can be made smaller than $q$ by discarding shares, whose access structure is the same as

$$
\begin{aligned}
C_{\mathrm{S}} & =\mathbf{F}_{q}^{A} \cap\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \operatorname{RS}(n,(n-k-s) / 2)\}, \\
C_{\mathrm{R}} & =\mathbf{F}_{q}^{A} \cap\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \operatorname{RS}(n,(n-s) / 2)\}, \\
C_{\mathrm{R}}^{\perp s} & =P_{A}(\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \operatorname{RS}(n,(n+s) / 2)\}), \\
C_{\mathrm{S}}^{\perp s} & =P_{A}(\{(\mathbf{a} \mid \mathbf{b}): \mathbf{a}, \mathbf{b} \in \operatorname{RS}(n,(n+k+s) / 2)\}),
\end{aligned}
$$

where $A \subset\{1, \ldots, n\}$ with $|A|=n^{\prime}$.

### 6.3 Comparison with the McEliece-Sarwate scheme

McEliece and Sarwate [44] proposed the first strongly secure ramp secret sharing scheme, whose strong security was proved much later [46]. Let $\alpha_{1}, \ldots, \alpha_{n+k}$ be distinct elements in $\mathbf{F}_{q}$. For a given secret $\left(m_{1}, \ldots, m_{k}\right) \in \mathbf{F}_{q}^{k}$, randomly choose a polynomial $g(x)$ of degree less than $(n+k+s) / 2$ such that $g\left(\alpha_{i}\right)=m_{i}$ for $i=1, \ldots, k$. Then it distributes $g\left(\alpha_{k+i}\right)$ to the $i$-th participant. Any $(n+k+s) / 2$ or more participants can reconstruct the secret. Any $(n-k+s) / 2$ or less participants have no information about the secret. Thus the qualified sets are the same, but the McEliece-Sarwate scheme has smaller forbidden sets than the proposed one in Sect. 6.2. Equivalently, the classical secret in the proposed construction can be twice as large as the McEliece-Sarwate scheme for the same qualified sets and the same forbidden sets. In addition, the McEliece-Sarwate scheme can support at most $q-k$ participants, while the proposed one in Sect. 6.2 can support at most $q$ participants.

Acknowledgements The author would like to thank anonymous reviewers for careful reading and detailed comments.

## Compliance with ethical standards

Conflict of interest The authors declare that they have no conflict of interest.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## References

1. Artin E.: Geometric Algebra. Interscience Publishers, New York (1957).
2. Aschbacher M.: Finite Group Theory, Cambridge Studies in Advanced Mathematics, vol. 10, 2nd edn. Cambridge University Press, Cambridge (2000). https://doi.org/10.1017/CBO9781139175319.
3. Ashikhmin A., Knill E.: Nonbinary quantum stabilizer codes. IEEE Trans. Inf. Theory 47(7), 3065-3072 (2001). https://doi.org/10.1109/18.959288.
4. Bains, T.: Generalized Hamming weights and their applications to secret sharing schemes. Master's thesis, University of Amsterdam (2008). https://esc.fnwi.uva.nl/thesis/apart/math/thesis.php?start=391. (supervised by R. Cramer, G. van der Geer, and R. de Haan)
5. Blakley G.R., Meadows C.: Security of ramp schemes. In: Blakley G.R., Chaum D. (eds.) Advances in Cryptology-CRYPTO'84, Lecture Notes in Computer Science, vol. 196, pp. 242-269. Springer, New York (1985). https://doi.org/10.1007/3-540-39568-7_20.
6. Blundo C., De Santis A., Vaccaro U.: Randomness in distribution protocols. Inf. Comput. 131(2), 111-139 (1996). https://doi.org/10.1006/inco.1996.0095.
7. Blundo C., De Santis A., Vaccaro U.: On secret sharing schemes. Inf. Process. Lett. 65(1), 25-32 (1998). https://doi.org/10.1016/S0020-0190(97)00194-4.
8. Blundo C., Gaggia A.G., Stinson D.R.: On the dealer's randomness required in secret sharing schemes. Des. Codes Cryptogr. 11(3), 235-259 (1997). https://doi.org/10.1023/A:1008242111272.
9. Calderbank A.R., Rains E.M., Shor P.W., Sloane N.J.A.: Quantum error correction and orthogonal geometry. Phys. Rev. Lett. 78(3), 405-408 (1997). https://doi.org/10.1103/PhysRevLett.78.405.
10. Calderbank A.R., Rains E.M., Shor P.W., Sloane N.J.A.: Quantum error correction via codes over GF(4). IEEE Trans. Inf. Theory 44(4), 1369-1387 (1998). https://doi.org/10.1109/18.681315.
11. Calderbank A.R., Shor P.W.: Good quantum error-correcting codes exist. Phys. Rev. A 54(2), 1098-1105 (1996). https://doi.org/10.1103/PhysRevA.54.1098.
12. Chen H., Cramer R., Goldwasser S., de Haan R., Vaikuntanathan V.: Secure computation from random error correccting codes. In: Naor M. (ed.) Advances in Cryptology-EUROCRYPT 2007, Lecture Notes in Computer Science, vol. 4515, pp. 291-310. Springer, Berlin (2007). https://doi.org/10.1007/978-3-540-72540-4_17.
13. Cleve R., Gottesman D., Lo H.K.: How to share a quantum secret. Phys. Rev. Lett. 83(3), 648-651 (1999). https://doi.org/10.1103/PhysRevLett.83.648.
14. Cramer R., Damgård I.B., Nielsen J.B.: Secure Multiparty Computation and Secret Sharing. Cambridge University Press, New York (2015). https://doi.org/10.1017/CBO9781107337756.
15. dela Cruz R., Meyer A., Solé P.: Extension of Massey scheme for secret sharing. In: Proceedings of the ITW 2010. Dublin, Ireland (2010). https://doi.org/10.1109/CIG.2010.5592719
16. Duursma I.M., Park S.: Coset bounds for algebraic geometric codes. Finite Fields Appl. 16(1), 36-55 (2010). https://doi.org/10.1016/j.ffa.2009.11.006.
17. Geil O., Martin S., Matsumoto R., Ruano D., Luo Y.: Relative generalized Hamming weights of one-point algebraic geometric codes. IEEE Trans. Inf. Theory 60(10), 5938-5949 (2014). https://doi.org/10.1109/ TIT.2014.2345375.
18. Gheorghiu V.: Generalized semiquantum secret-sharing schemes. Phys. Rev. A 85(5), 052309 (2012). https://doi.org/10.1103/PhysRevA.85.052309.
19. Gottesman D.: Class of quantum error-correcting codes saturating the quantum Hamming bound. Phys. Rev. A 54(3), 1862-1868 (1996). https://doi.org/10.1103/PhysRevA.54.1862.
20. Gottesman D.: Theory of quantum secret sharing. Phys. Rev. A 61(4), 042311 (2000). https://doi.org/10. 1103/PhysRevA.61.042311.
21. Harada K., Yamamoto H.: Strongly secure linear network coding. IEICE Trans. Fundam. E91-A(10), 2720-2728 (2008). https://doi.org/10.1093/ietfec/e91-a.10.2720.
22. Hayashi M., Matsumoto R.: Secure multiplex coding with dependent and non-uniform multiple messages. IEEE Trans. Inf. Theory 62(5), 2355-2409 (2016). https://doi.org/10.1109/TIT.2016.2530088.
23. Hillery M., Bužek V., Berthiaume A.: Quantum secret sharing. Phys. Rev. A 59, 1829-1834 (1999). https://doi.org/10.1103/PhysRevA.59.1829.
24. Iwamoto M., Yamamoto H.: Strongly secure ramp secret sharing schemes for general access structures. Inf. Process. Lett. 97(2), 52-57 (2006). https://doi.org/10.1016/j.ipl.2005.09.012.
25. Karlsson A., Koashi M., Imoto N.: Quantum entanglement for secret sharing and secret splitting. Phys. Rev. A 59, 162-168 (1999). https://doi.org/10.1103/PhysRevA.59.162.
26. Ketkar A., Klappenecker A., Kumar S., Sarvepalli P.K.: Nonbainary stabilizer codes over finite fields. IEEE Trans. Inf. Theory 52(11), 4892-4924 (2006). https://doi.org/10.1109/TIT.2006.883612.
27. Kobayashi D., Yamamoto H., Ogawa T.: Secure multiplex coding attaining channel capacity in wiretap channels. IEEE Trans. Inf. Theory 59(12), 8131-8143 (2013). https://doi.org/10.1109/TIT.2013.2282673.
28. Kurihara J., Matsumoto R., Uyematsu T.: Relative generalized rank weight of linear codes and its applications to network coding. IEEE Trans. Inf. Theory 61(7), 3912-3936 (2015). https://doi.org/10.1109/ TIT.2015.2429713.
29. Kurihara J., Uyematsu T., Matsumoto R.: Secret sharing schemes based on linear codes can be precisely characterized by the relative generalized Hamming weight. IEICE Trans. Fundam. E95-A(11), 20672075 (2012). https://doi.org/10.1587/transfun.E95.A.2067.
30. Luo Y., Mitrpant C., Han Vinck A.J., Chen K.: Some new characters on the wire-tap channel of type II. IEEE Trans. Inf. Theory 51(3), 1222-1229 (2005). https://doi.org/10.1109/TIT.2004.842763.
31. MacWilliams F.J., Sloane N.J.A.: The Theory of Error-Correcting Codes. Elsevier, Amsterdam (1977).
32. Marin A., Markham D.: Equivalence between sharing quantum and classical secrets and error correction. Phys. Rev. A 88(4), 042332 (2013). https://doi.org/10.1103/PhysRevA.88.042332.
33. Markham D., Sanders B.C.: Graph states for quantum secret sharing. Phys. Rev. A 78(4), 042309 (2008). https://doi.org/10.1103/PhysRevA.78.042309.
34. Martínez-Peñas U.: On the similarities between generalized rank and Hamming weights and their applications to network coding. IEEE Trans. Inf. Theory 62(7), 4081-4095 (2016). https://doi.org/10.1109/ TIT.2016.2570238.
35. Martínez-Peñas U.: Communication efficient and strongly secure secret sharing schemes based on algebraic geometry codes. IEEE Trans. Inf. Theory 64(6), 4191-4206 (2018). https://doi.org/10.1109/TIT. 2018.2823326.
36. Matsumoto R.: Unitary reconstruction of secret for stabilizer based quantum secret sharing. Quant. Inf. Process. 16(8), 202 (2017). https://doi.org/10.1007/s11128-017-1656-1.
37. Matsumoto R.: Coding theoretic construction of quantum ramp secret sharing. IEICE Trans. Fundam. E101-A(8), 1215-1222 (2018). https://doi.org/10.1587/transfun.E101.A.1215.
38. Matsumoto R.: Classical access structures of ramp secret sharing based on quantum stabilizer codes. In: Proceedings of the WCC 2019, Paper No. 2. Saint-Jacut-de-la-Mer, France (2019)
39. Matsumoto R.: Strongly secure ramp secret sharing with more participants based on Reed-Solomon codes. IEICE Commun. Express 8(9), 399-403 (2019). https://doi.org/10.1587/comex.2019XBL0089.
40. Matsumoto R.: Classical access structures of ramp secret sharing based on quantum stabilizer codes. Quant. Inf. Process. 19(1), 9 (2020). https://doi.org/10.1007/s11128-019-2503-3.
41. Matsumoto R., Hayashi M.: Universal secure multiplex network coding with dependent and non-uniform messages. IEEE Trans. Inf. Theory 63(6), 3773-3782 (2017). https://doi.org/10.1109/TIT.2017.2694012.
42. Matsumoto R., Uyematsu T.: Constructing quantum error-correcting codes for $p^{m}$-state systems from classical error-correcting codes. IEICE Trans. Fundam. E83-A(10), 1878-1883 (2000).
43. Matsumoto R., Uyematsu T.: Lower bound for the quantum capacity of a discrete memoryless quantum channel. J. Math. Phys. 43(9), 4391-4403 (2002). https://doi.org/10.1063/1.1497999.
44. McEliece R.J., Sarwate D.V.: On sharing secrets and Reed-Solomon codes. Comm. ACM 24(9), 583-584 (1981). https://doi.org/10.1145/358746.358762.
45. Nielsen M.A., Chuang I.L.: Quantum Computation and Quantum Information. Cambridge University Press, Cambridge (2000). https://doi.org/10.1017/CBO9780511976667.
46. Nishiara M., Takizawa K.: Strongly secure secret sharing scheme with ramp threshold based on Shamir's polynomial interpolation scheme. Trans. IEICE J92-A(12), 1009-1013 (2009). in Japanese.
47. Pless V.S., Huffman W.C., Brualdi R.A.: An introduction to algebraic codes. In: Pless V.S., Huffman W.C. (eds.) Handbook of Coding Theory, pp. 3-139. Elsevier, Amsterdam (1998).
48. Sarvepalli P.K.: Nonthreshold quantum secret-sharing schemes in the graph-state formalism. Phys. Rev. A 86(4), 042303 (2012). https://doi.org/10.1103/PhysRevA.86.042303.
49. Shamir A.: How to share a secret. Comm. ACM 22(11), 612-613 (1979). https://doi.org/10.1145/359168. 359176.
50. Silva D., Kschischang F.R.: Universal weakly secure network coding. In: Proceedings of the ITW 2009, pp. 281-285. Volos, Greece (2009). https://doi.org/10.1109/ITWNIT.2009.5158587
51. Smith A.D.: Quantum secret sharing for general access structures (2000). arXiv:quant-ph/0001087.
52. Steane A.M.: Multiple particle interference and quantum error correction. Proc. R. Soc. Lond. Ser. A 452(1954), 2551-2577 (1996). https://doi.org/10.1098/rspa.1996.0136.
53. Stinson D.R.: Cryptography Theory and Practice, 3rd edn. Chapman \& Hall/CRC, Boca Raton (2006). https://doi.org/10.1201/9781420057133.
54. Yamamoto H.: Secret sharing system using $(k, l, n)$ threshold scheme. Electron. Commun. Jpn. 69(9), 4654 (1986). https://doi.org/10.1002/ecja.4410690906. (the original Japanese version published in 1985)
55. Zhang P., Matsumoto R.: Quantum strongly secure ramp secret sharing. Quant. Inf. Process. 14(2), 715729 (2015). https://doi.org/10.1007/s11128-014-0863-2.

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    This is one of several papers published in Designs, Codes and Cryptography comprising the "Special Issue on Coding and Cryptography 2019".

    Orally presented at the unrefereed poster session in 2019 IEEE ISIT, Paris, France. This research is partly supported by JSPS Grant No. 17K06419.

    Ryutaroh Matsumoto
    ryutaroh@ict.e.titech.ac.jp
    1 Department of Information and Communications Engineering, Tokyo Institute of Technology, Tokyo, Japan
    2 Department of Mathematical Sciences, Aalborg University, Ålborg, Denmark

[^1]:    ${ }^{1}$ If we assume a non-prime finite field $\mathbf{F}_{q}$ as our base field, then the quantum measurement outcome just determines [26, Lemma 5] $\operatorname{Tr}_{q / p}\left(\left\langle\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right), f(\mathbf{m})\right\rangle_{s}\right)$ in place of $\left\langle\left(\mathbf{a}_{i} \mid \mathbf{b}_{i}\right), f(\mathbf{m})\right\rangle_{s}$, where $\operatorname{Tr}_{q / p}$ is the trace map from $\mathbf{F}_{q}$ to its prime subfield $\mathbf{F}_{p}$. Assuming a non-prime field $\mathbf{F}_{q}$ significantly complicates the proofs of Theorem 4 and Lemma 8. So we assume a prime finite field until Remark 14.

