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Abstract

Speech communication is often challenged by several sources of disturbance
that surround a speaker and a listener involved in a conversation. One exam-
ple is a cocktail party, in which a listener is immersed in an acoustically noisy
environment, generally consisting of a target speaker, competing speakers,
reverberations, and background noise. In this situation, two phenomena usu-
ally occur. On the one hand, the target speaker manifests a clear change in the
way of speaking to maintain their speech intelligible; a tendency known as
Lombard effect. On the other hand, the listener focuses their auditory attention
on the speech of interest, while filtering out the other sounds; a phenomenon
called cocktail party effect.

When the background noise level is sufficiently high and/or the listener is
hearing impaired, the two aforementioned mechanisms do not guarantee an
effective communication. The listener may benefit from using hearing aids,
devices that, besides amplification, perform speech enhancement, which con-
sists of extracting the speech of interest from a given degraded speech signal.
Speech enhancement is traditionally addressed with techniques that consider
only acoustic signals. However, important information can be extracted from
the lip movements and the facial expressions of the target speaker, which are
reliable cues even in presence of high levels of background noise. Therefore,
speech enhancement systems that use both acoustic and visual information
are able to outperform audio-only approaches.

In this thesis, we study the problem of audio-visual speech enhancement
based on deep learning using one microphone and one camera. In particu-
lar, we propose a new taxonomy and perform an experimental analysis of
training targets and objective functions for audio-visual speech enhancement
systems based on deep learning. Furthermore, we investigate the impact
of Lombard effect on a deep-learning-based speech enhancement approach
from an acoustic and a visual perspective. Additionally, we propose a new
algorithm to reconstruct the speech of interest from the silent video of the tar-
get speaker. Finally, we provide a systematic survey of audio-visual speech
datasets, evaluation methods and audio-visual speech enhancement systems.
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Resumé

Talekommuniktation bliver ofte besværliggjort af flere forskellige støjelementer,
som omgiver taleren og lytteren involveret i en samtale. Et eksempel er et
cocktail party, hvor lytteren bliver udsat for et akustisk støjfyldt miljø generelt
bestående af en ønsket taler, konkurrende talere, rumklang og baggrundsstøj.
I denne situation opstår der to fænomener. På den ene side udviser ønskede
taleren en tydelig ændring af sin tale for at opretholde deres taleforståelse;
en tendens kendt som Lombardeffekten. På den anden side fokuserer lytteren
sin auditoriske opmærksomhed på den ønskede tale imens andre lyde bliver
filtreret fra; et fænomen der kaldes cocktailparty-effekten.

Desværre når baggrundsstøjen er tilstrækkelig høj og/eller lytteren er hø-
rehæmmet, garanterer de to førnævnte mekanismer ikke for en effektiv kom-
munikation. Lytteren kan få gavn af at bruge høreapparater, anordninger der
er designet til at forstærke talesignal samt udføre taleforbedring, som består
af udtrækkering en ønsket taler fra et givent forringet talesignal. Taleforbed-
ringsteknologi bliver traditionelt håndteret med teknikker som kun betragter
akustiske signaler. Dog kan vigtig information blive udtrukket fra læbebe-
vægelser og ansigtsudtryk fra den ønskede taler, som er pålidelige signaler
selv når niveauet af baggrundsstøjen er højt. Derfor kan taleforbedringssy-
stemer som anvender både akustiske og visuelle informationer give bedre
præstation hvis sammenlignet med kun lyddrevne metoder.

I denne afhandling studerer vi problemet audiovisuel taleforbedring baseret
på dyb læring ved brug af én mikrofon og ét kamera. Særligt foreslår vi en ny
taksonomi og udfører en eksperimentel analyse af træningsmål og kostfunk-
tioner til audiovisuel taleforbedringssystemer baseret på dyb læring. Desu-
den undersøger vi påvirkningen af Lombardeffekten på taleforbedringstek-
nologi baseret på dyb læring fra et akustisk og et visuelt perspektiv. Deru-
dover foreslår vi en ny algoritme til at rekonstruere den ønskede tale alene
ud fra videobillederne uden lyd. Afslutningsvis foreslår vi en systematisk
gennemgang af audiovisuelle taledatasæt, evalueringsmetoder og audiovisu-
el taleforbedringssystemer.
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“I had great ambitions and extravagant dreams, but so did
the errand boy and the seamstress, for everyone has dreams; the
only difference is whether or not we have the strength to fulfil
them or a destiny that will fulfil them through us.

When it comes to dreams, I’m no different from the errand
boy and the seamstress. The only thing that distinguishes me
from them is that I can write. Yes, that’s an activity, a real fact
about myself that distinguishes me from them. But in my soul I
am just the same.”

Bernardo Soares

F. Pessoa, The Book of Disquiet,
M. Jull Costa (translation)



Part I

Introduction

1



This page intentionally left blank.



Introduction

Speech is one of the preferred ways that we use to communicate with oth-
ers. As such, speech communication has been the foundation of the progress
of humanity, because it allows to share ideas, thoughts and feelings, which
are the basis for spreading knowledge and building relationships. Given this
premise, it is not a surprise that humans have always tried to make speech
communication easier in challenging situations, taking advantage of tech-
nology. Examples include videoconference systems, which allow to have a
conversation even though the conference attendees are separated by a long
distance, and hearing aid systems, which are specifically designed to help
people with a hearing loss. With this thesis we address a problem that is cen-
tral for both videoconference and hearing aid systems: the potential degra-
dation of the speech of interest, or target speech, due to background noise.

Consider the situation illustrated in Figure 1. Two people are having
a conversation during a cocktail party. In the specific moment depicted in
the figure, the person on the couch, the target speaker, is telling a story to the
person on the armchair, the listener. Meanwhile, other people are having their
own conversations in the immediate surrounding area and some background
music is played by a harpist. Despite the presence of all these sources of
disturbance, the human auditory system of the listener is able, with some
effort, to selectively focus on what the target speaker is saying, while filtering

Fig. 1: Cocktail party. Some images designed by pikisuperstar and macrovector / Freepik.

3



Fig. 2: The potential next-generation hearing aid system that we have in mind as an application
of the work performed in this thesis. The system consists of a camera device (in yellow) and
a traditional digital hearing aid system (in green) that are able to jointly process audio-visual
information with the purpose of enhancing the speech of interest. Some images designed by
pikisuperstar / Freepik.

out the other sounds [12, 112]. The problem of recognising the speech of
interest in this scenario is known as the cocktail party problem [13].

Designing an automatic system to extract the speech of interest in a cock-
tail party scenario is important in many applications. Consider, for example,
the case in which the listener in Figure 1 is hearing impaired. The back-
ground noise makes it extremely difficult for him to follow the conversation.
One strategy that he could adopt is to focus his attention on the mouth re-
gion of the speaker and try to read her lips, because the movements of visible
articulatory organs are immune to the acoustic noise. However, the listener
would greatly benefit from using hearing aids, that could suppress all the
unwanted sounds and deliver the clean target speech, i.e. perform Speech
Enhancement (SE). With this thesis, we envision algorithms that, thanks to
the flexibility of deep learning, could exploit visual information from the tar-
get speaker for SE and be employed in next-generation hearing aid systems
(cf. Figure 2). In particular, we study, design and validate techniques that
can be used in cocktail party scenarios. Furthermore, we provide a survey of
relevant deep-learning-based Audio-Visual (AV) approaches in the literature.

In the rest of the Introduction, we review some basic concepts about
speech science, deep learning and Audio-Visual Speech Enhancement
(AV-SE) that are relevant to this thesis. Finally, we summarise the contri-
butions of our work and identify some possible future research directions.

1 Speech Science

In this Section, we deal with fundamentals of speech science, which is the
field of study concerning three aspects: speech production, speech transmission
and speech perception. In the literature, the process involving these aspects is
referred as speech chain [22, 39], illustrated in Figure 3.

4



1. Speech Science

Fig. 3: Illustration of the speech chain, inspired by [22, 39]. Some images from Servier Medical
Art Creative Commons Attribution 3.0 Unported License (http://smart.servier.com).

The speech chain is mainly a feed-forward process consisting of several
stages [22]. The thoughts of a speaker are first converted into a linguistic
structure by the speaker’s brain, which then sends signals to vocal muscles
with the goal of producing speech. After that, speech, generally consist-
ing of an acoustic component (i.e. sound waves) and a visual component
(i.e. mouth movements and facial expressions), is transmitted to a listener
through a communication channel. At this point, the listener’s sensory or-
gans, specifically ears and eyes, capture the sound waves and the reflected
light coming from the speaker and send this information to the brain, which
converts it into meaning. As illustrated in Figure 3, the process involves also
two feedback loops: the speaker monitors and adjusts their speech based on
an acoustic feedback, provided by listening to their own voice, and a visual
feedback, obtained by looking at the expressions of the listeners, who might
have problems in understanding the speech.

1.1 Speech Production

Fundamentals of Speech Production

Speech sounds may be grouped into two categories: voiced and unvoiced [21].
To produce voiced sounds, such as vowels, the airflow coming from the lungs
sets the vocal folds into a vibratory state. The rate of the vibration is known
as Fundamental Frequency (F0)1 and it depends on the size and the tension
of the vocal folds [21]. Then, the airflow passes through the pharyngeal, the

1Sometimes, F0 is called pitch, although the latter should be used to indicate the F0 perceived
by a listener.

5
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Fig. 4: Illustration of the source-filter model, inspired by [2, 67]. F1, F2, . . . , F5 indicate the
formants. Some images from Servier Medical Art Creative Commons Attribution 3.0 Unported
License (http://smart.servier.com).

oral and the nasal cavities, before being expelled through the mouth opening
and the nostrils. On the other hand, unvoiced sounds are produced by either
inducing a turbulence in the airflow with some constrictions in the vocal tract,
in case of fricatives, like /f/, and /s/, or suddenly releasing an air pressure
caused by a complete closure of some parts of the vocal tract, in case of
plosives2, such as /p/, /t/, and /k/.

The production of the acoustic component of speech is often modelled
within a linear framework known as source-filter model [27] (cf. Figure 4). In
this model, the sound produced by the vibration of the vocal folds represents
an excitation signal, or source, whose spectrum, i.e. a representation of the
frequency content of the signal, is harmonically rich. When the sound prop-
agates through the vocal tract, the spectrum changes according to a transfer
function, which, in frequency domain, is characterised by several local max-
ima, known as formants, and local minima, known as antiformants. There-
fore, the final speech spectrum can be seen as a filtered version of the source
spectrum. The source-filter model has the potential disadvantage of making
assumptions that might not be valid. For example, it does not model the in-
teraction between source and vocal tract [71, 122]. However, it is sufficiently
good in most applications.

Since speech is dynamic, its changes over time cannot be captured in
details by the speech spectrum. Therefore, a Time-Frequency (TF) represen-
tation known as spectrogram is often used (cf. Figure 5). A spectrogram allows

2There are also voiced fricative and plosive sounds, like /z/ and /b/.
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Fig. 5: Spectrogram of the sentence “lay blue at i seven soon” pronounced by a female speaker
in the GRID dataset [17].

to visually inspect how the frequency characteristics of the speech signal (in
particular formants and harmonics) varies in time.

Besides an acoustic component, speech has also a visual component. Dur-
ing a conversation, some articulatory organs of the speaker are hit by the light
from the surrounding environment, which can be seen as an electromagnetic
wave. As a consequence, the articulatory organs of the speaker absorb the
light of certain wavelengths and reflect the rest. This process can be referred
as production of visual speech.

Speech Analysis and Synthesis with Vocoders

Throughout the years, several techniques have been developed to emulate the
speech production process with a machine, for example by using vocoders [24,
111]. A vocoder (a word derived from the fusion of VOice and CODER [111])
is a system consisting of an analysis step, which decomposes a speech signal
into parameters that describe some relevant aspects of speech, and a synthesis
step, which is used to reconstruct the original signal with the parameters
estimated in the analysis stage. A vocoder is useful in a range of different
applications, such as transmission [111], synthesis [66] and modification [4,
66] of speech.

In our work, we use a vocoder called WORLD [91] to reconstruct speech
from the silent video of a talking face (cf. paper [D] in the Part II of this
thesis for a more detailed discussion of the approach). WORLD is based on
a source-filter model of speech production with mixed excitation [84] and
allows to perform high-quality speech synthesis in real time [90, 91]. Specif-
ically, the analysis module of WORLD decomposes a speech signals into the
following three time-varying parameters:

• F0, which we have already mentioned when we talked about vocal folds
vibration.

7



• Spectral envelope, which can be seen as a smooth curve that links the
peaks of the speech magnitude spectrum.

• Aperiodicity, defined as the power ratio between the speech signal and
its aperiodic component [89].

The synthesis module of WORLD is fed with a sequence of the previously
mentioned parameters and produces a speech waveform as output.

1.2 Speech Transmission

In order to reach the listener, either one or both acoustic and visual compo-
nents of speech have to propagate through a communication channel. In a
generic conversation setting, like the one illustrated in Figure 1, the speaker
and the listener are close to each other. Therefore, the sound waves and
the reflected light coming from the speaker reach the listener through air.
However, even in this simple setting, speech can be impacted acoustically by
background noise and reverberations, and visually by poor illumination and
occlusions.

Sometimes, we would like the communication channel to modify the
acoustic signal to improve the listener experience. A good example is the one
illustrated in Figure 2, where the listener is wearing a next-generation hear-
ing aid system to compensate for their hearing loss. This situation is more
complex than the previous one, because the acoustic and the visual compo-
nents of speech follow two paths: on the one hand, they reach the listener,
as observed before; on the other hand, they also pass through the hearing
aid device which processes acoustic and visual information and delivers an
enhanced and hearing-loss compensated acoustic signal to the listener’s ears.

Other AV common scenarios are also possible. If the people involved in a
conversation are separated by a long distance, then the communication may
occur via a video call. In this case, the acoustic and visual signals are cap-
tured by cameras and microphones and transmitted to the listener’s device,
which has a screen and a loudspeaker. Similarly, the audio and the video
from the listener are transmitted to the speaker’s device, providing feedback
information. During the signal transmission, several operations take place,
such as analog-to-digital and digital-to-analog conversions, speech and video
coding, and network packets transmission. Issues occurring in any of these
stages might cause an information loss, lowering the reliability of the com-
munication channel.

In this thesis, our focus is on algorithms that can be applied in devices
constituting part of the communication channel, with the final goal of atten-
uating the background noise and improving the speech understanding.

8
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Fig. 6: Cross section of the human ear. Some images from Servier Medical Art Creative Com-
mons Attribution 3.0 Unported License (http://smart.servier.com).

1.3 Speech Perception

Fundamentals of Speech Perception

The two human sensory organs responsible for the reception of the acoustic
and the visual components of speech are the ear and the eye, respectively.
Here, we present some basic elements of the physiology of ear and eye along
with some fundamentals of AV speech perception. Further details can be
found in [19, 83, 97].

The human auditory periphery may be divided into three parts (cf. Fig-
ure 6): outer, middle and inner ear. The sound waves coming from the speaker
first hit the pinna, which reflects them towards the ear canal in a way that
helps the listener to determine the speech direction of arrival [11]. The con-
figuration of the ear canal amplifies the frequencies around 3 kHz, which are
important in speech perception [102]. The outer ear ends with the eardrum,
which has the role of transforming the motion of acoustic waves into me-
chanical vibrations. Then, the middle ear, consisting of three ossicles, namely
malleus, incus, and stapes, transfers the mechanical vibrations to the inner ear.
This transfer is most efficient between 0.5 and 5 kHz, as reported in [5, 101].
In the inner ear, the cochlea converts the mechanical movements from the
middle ear into electrical signals, which propagate towards the brain via the
auditory nerve. Specifically, the cochlea has a spiral shape filled with fluids
and is divided into three tubings by the Reissner’s membrane and the basilar
membrane. When the stapes moves, a pressure difference inside the cochlea
sets the basilar membrane into movement. Given the mechanical properties
of the basilar membrane, sounds at different frequencies cause displacements
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Fig. 7: Cross section of the human eye. Some images from Servier Medical Art Creative Com-
mons Attribution 3.0 Unported License (http://smart.servier.com).

of the membrane at different locations: high frequency sounds generate basi-
lar membrane fluctuations close to the base of the cochlea, i.e. the part that is
in contact with the stapes, while low frequency sounds generate fluctuations
close to the apex, i.e. the other end of the cochlea. Because of this property,
the cochlea is often modelled as a bank of bandpass filters [88]. The mechan-
ical movements of the basilar membrane are converted into neural activity
by the inner hair cells, which are part of the so-called organ of Corti (cf. right
side of Figure 6). This organ also contains outer hair cells, which have a motor
function influencing the mechanics of the cochlea [88].

The elements and the mechanisms described above allow humans to per-
ceive sounds having a frequency between 0.02 and 20 kHz with a large dy-
namic range of about 120 dB [102]. Damages or problems concerning one or
more parts of the auditory system might impact the perception of sounds. In
general, we distinguish between problems of the outer or middle ear, causing
a conductive hearing loss, and problems of the inner ear, causing a sensorineu-
ral hearing loss [102]. External devices, such as hearing aids, can reduce the
discomfort of conductive hearing loss by amplifying specific frequencies of
a speech signal. While amplification can also reduce the discomfort of mild
to medium sensorineural hearing loss, other invasive treatments may be nec-
essary for more severe conditions. For example, if the cochlea is damaged,
a cochlear implant may be used to mimic the spectral decomposition of the
cochlea and provide electrical signals to the auditory nerve.

While the human ear is a receptor of sounds, the human eye (cf. Figure 7)
is the sensory organ used for vision, and in our case it is relevant for the per-
ception of the visual component of speech. When the reflected light from the
speaker reaches the listener, it is refracted by the front part of the eye, known
as cornea, and passes through a hole called pupil. The pupil is surrounded
by the iris, whose role is to control the size of the pupil depending on the
intensity of the light. Behind the pupil, a lens further refracts the light to
maintain the focus on an object although its distance from the eye changes.
At this point, the light reaches the retina which is a layer that converts the
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image projected on its surface into electrical signals. In particular, the retina
consists of two kinds of photoreceptor cells: rods and cones [19]. Rods pop-
ulate mostly the periphery of the retina and allow vision at low levels of
light. On the other hand, cones are in the central part of the retina, the fovea,
and are divided into three types: short or blue, middle or green, and long
or red based on the wavelength of light which they are sensitive to [102].
The presence of three types of cones allows the brain to interpret different
wavelengths of light as colours. When the light hits rods and cones, it trig-
gers a chemical reaction that generates electrical impulses. These impulses
are transmitted by the optic nerve to the brain, which interprets them and al-
lows humans to perceive a scene in the so-called visible spectrum, which is the
portion of the electromagnetic spectrum ranges from approximately 400 to
700 nm [87]. Problems concerning the visual system might result in a visual
impairment. Some medical conditions that impact vision, like myopia, can
be easily addressed with external corrective lenses, but in other cases, such
as retinal detachment, more invasive treatments are required.

Some situations that we experience in real life provide anecdotal evi-
dence of the importance of vision in speech perception [83]. For example,
when we watch dubbed movies, we can feel some discomfort due to the mis-
match between the lip movements of the speakers and the acoustic stimulus
that reaches our ears. Researchers have investigated more thoroughly the
role of vision in speech perception throughout the years [83]. In particular,
Sumby and Pollack [116] conducted several experiments in which subjects
were presented with Audio-Only (AO) or AV stimuli representing words in
noise picked from different vocabulary sets and were instructed to select the
words that they perceived from a given list. The most important finding from
the Sumby and Pollack’s work was that the relative contribution of the visual
information to the word recognition performance3 was essentially indepen-
dent of the Signal-to-Noise Ratio (SNR), although the absolute contribution
of vision decreased when the SNR increased. Another study [85] showed
that vision affected speech perception even when the acoustic component
was not degraded by background noise. Specifically, when exposed to stim-
uli that had a mismatch between the acoustic and the visual components,
the listener tended to perceive a plausible compromise. For example, if the
acoustic component of a stimulus was [ba], while the visual component was
[ga], then the listener perceived the entire stimulus as [da]. This perceptual
phenomenon is known as McGurk effect.

Given the importance of vision, in this thesis we investigate systems that
incorporate visual information to process speech signals and deliver acoustic
signals to a human receiver.

3Here, the relative contribution of visual information is defined as the ratio between the actual
contribution of vision and the maximum achievable improvement over AO performance.
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Speech Quality and Intelligibility Estimation

In order to assess the performance of speech processing approaches, like the
ones that we study in this thesis, researchers usually refer to two perceptual
aspects: speech quality and speech intelligibility. Speech quality consists of all
the attributes concerning how a speaker produces an utterance, such as nat-
uralness [21, 79]. On the other hand, speech intelligibility concerns what a
speaker says, i.e. the content of an utterance [79].

Since quality and intelligibility are perceptual aspects, ideally, we would
like to involve humans in the assessment of speech signals. Many paradigms
to perform subjective listening tests have been proposed [21, 79]. In parts of our
work, we conduct experiments with panels of listeners to assess AV signals
(cf. paper [C]). However, listening tests are often costly and time consuming.
Therefore, researchers have developed algorithms, known as objective mea-
sures, that bypass a listening test with human subjects and estimate speech
quality and intelligibility. In the following, we present the objective measures
that we use in our studies.

The Perceptual Evaluation of Speech Quality (PESQ) measure [61–63, 104]
is the most widely used estimator of speech quality. Although it was origi-
nally designed to evaluate speech coding approaches used in telephone net-
works, more recently, PESQ has been shown to be a reliable measure also
to assess the overall quality of speech signals processed with common SE
systems [56]. In particular, PESQ approximates the results of a Mean Opin-
ion Score (MOS) test [58–60], which is a listening test where human subjects
are asked to rate speech signals using a five-point discrete scale. In order to
estimate the human response to an acoustic stimulus, PESQ considers some
basic psychoacoustic principles, such as:

• The non-uniform frequency resolution of the human auditory sys-
tem [115].

• The non-linear human loudness perception [133].

• Masking effects, which might prevent the perception of weak
sounds [35].

The Short-Time Objective Intelligibility (STOI) measure [118] is used to
estimate the speech intelligibility of an acoustic signal. It computes a cor-
relation coefficient between the short-time overlapping temporal envelope
segments of the clean speech signal and the ones of the processed signal.
Several studies have shown that STOI correlates well with the results of lis-
tening experiments, e.g. for speech processed by SE algorithms [26, 118, 130].
Recently, Extended Short-Time Objective Intelligibility (ESTOI) [64] was pro-
posed to more accurately handle speech degraded by highly modulated noise
sources.

12
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1.4 Lombard Effect

As we have previously described for the cocktail party scenario, speech com-
munication may occur in presence of background noise. In this case, it is
possible to observe changes in the speech production of the speaker, a phe-
nomenon called Lombard effect, in honour of Étienne Lombard, the French
otolaryngologist who first reported it in 1911 [80].

There is a general consensus in assuming that the two following processes
are involved in Lombard effect [74]:

• An internal (or private) loop occurs when the speaker changes their way
of speaking, i.e. their speaking style, as a consequence of hearing their
own speech in noise.

• An external (or public) loop takes place when the speaker regulates their
speech based on the feedback received from the listener.

Although Lombard effect manifests in lots of different ways from speaker
to speaker [65, 82], several studies [32, 49, 65, 98, 117] identified some com-
mon traits that characterise the change from neutral to Lombard speech.
First, speakers tend to increase their vocal levels based on the noise level
[65, 99, 117]. This energy increment affects especially higher frequencies in
the speech spectrum [117]. In addition, increases in F0 have been reported
[65, 117] along with changes in formant centre frequencies. In particular,
mean F1 frequencies generally increase [65, 98, 117], while F2 frequencies
show smaller changes [117] and may either increase [65] or decrease [98]. An-
other general tendency is an overall increment in word duration [50, 65, 114],
which has been reported to be influenced by the linguistic content: words
that are semantically relevant in a sentence appear more elongated if com-
pared with other words [96]. Changes due to Lombard effect can be observed
also for the visual component of speech: generally, the speaker exhibits larger
face and head movements [33, 34, 123].

All these characteristics have an impact on speech perception. Specifically,
studies showed that changes caused by Lombard effect in acoustic and visual
parameters have a general benefit on speech intelligibility, even when the en-
ergy of neutral and Lombard speech is normalised [23, 29, 30, 69, 99, 117].
Since humans are better at recognising Lombard speech, one might think
that better performance can be achieved also by automatic systems. How-
ever, several works reported a performance degradation of Automatic Speech
Recognition (ASR) systems when they did not take Lombard effect into ac-
count [51, 65, 81, 82, 114].

Given the impact that Lombard effect might have on systems deployed at
low SNRs, in parts of our work (cf. papers [B] and [C]) we study the influence
that a mismatch between Lombard and neutral speech has on deep-learning-
based AV-SE.
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Fig. 8: Assuming that a mapping function, f ∗, from an input vector, y, to an output vector, x,
exists, in a regression problem we want to find a function f which approximates f ∗ sufficiently
well for a specific application.

2 Deep Learning

In this Section, we present some basic concepts of deep learning, since the
methods used in this thesis are based on it. For further details on the topic,
the reader can refer to e.g. [47].

2.1 Fundamentals of Deep Learning for Regression Problems

Deep learning is a family of machine learning techniques that can be used
to solve a wide range of different problems. In the particular context of this
thesis, we use deep learning for regression (cf. Figure 8), i.e. to approximate a
mapping function, f ∗, between an input vector4, y, and an output vector, x,
given a set of input-output pairs, D, known as training set. A deep learning
model is characterised by a set of parameters, θ, that need to be learned
to best approximate f ∗, also for samples not belonging to the training set,
an ability known as generalisation to unobserved samples, often achieved by
using a large training set.

The process of updating the parameters θ is known as training phase, and
it consists of finding a solution to the following optimisation problem [72]:

θ∗ = arg min
θ

∑
D

J( f (y, θ), x), with (y, x) ∈ D, (1)

where f (y, θ) represents the deep learning model and J(·, ·) is an objective
function, which is used to measure the distance between the output of the
model, x̂ = f (y, θ), and the so-called training target, x. An approximation
of the solution to the problem of Equation (1) is generally obtained with
Stochastic Gradient Descent (SGD) [68, 105] or one of its variants, such as

4We use this notation to be aligned with the signal model that we will introduce in Section 3.1.
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Fig. 9: Illustration of a multilayer perceptron with two hidden layers. On the left, there is a
representation of the perceptron, the basic unit of a deep learning model. Inspired by [78].

Adam [70], which iteratively update the parameters θ using the backpropaga-
tion algorithm to compute the gradient [107, 126].

The particular choice of training target and objective function may be
critical for the performance of a deep-learning-based system. Therefore, in
paper [A], we perform a study of these two elements for the problem of our
interest, i.e. AV-SE.

2.2 Deep Learning Architectures

Throughout the years, several deep learning architectures have been pro-
posed. Here, we present the ones used in this thesis.

Multilayer Perceptron

The basic unit of a deep learning model is the perceptron [106], also called
node or artificial neuron, because it coarsely models a biological neuron. A
perceptron (cf. left side of Figure 9) can be expressed as:

x̂1 = f (y, θ) = φ(w1y + b1), with θ = {w1, b1}, (2)

where φ(·) is a, usually non-linear, function called activation function, w1 is
a vector of weights applied to the input, and b1 is an additional parameter,
called bias, that allows the model to best fit the data.

If we want to learn a mapping function between an input vector y and an
output vector x having more than one coordinate, we can extend Equation (2)
obtaining the general formulation of a single-layer perceptron:

x̂ = f (y, θ) = φ(Wy + b), with θ = {W , b}, (3)

where the matrix of weights, W , and the bias vector, b, are the parameters
of the model. The main limitation of a perceptron is that its adaptive part is
a linear model. Therefore, it cannot learn a non-linear transformation of the
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Fig. 10: Illustration of a convolutional layer for a kernel having 3 elements. Zero-padding is
applied to the input vector.

input vector. One way to overcome this problem is to stack multiple percep-
trons to obtain an architecture known as Multilayer Perceptron (MLP) [47]
or Feedforward Fully-connected Neural Network (FFNN). A MLP (cf. right
side of Figure 9) can be expressed as [72]:

x̂ = f (P)(· · · f (2)( f (1)(y, θ1), θ2) · · · , θP), (4)

where f (p)(·, θp) indicates a single-layer perceptron with parameters θp, and
P denotes the number of layers of the model, i.e. its depth. It has been shown
that choosing P = 2 is sufficient to obtain a univeral approximator, meaning
that a MLP can approximate any function to any degree of accuracy [53].
In practice, the number of layers is often increased obtaining Deep Neural
Networks (DNNs), models whose hierarchical structure allows to provide
representations of the data at different levels of abstraction and learn the
desired mapping function more efficiently.

Convolutional Neural Networks

In a MLP each node shares a connection with each and every node of the
previous layer. This means that, if the dimensionality of the input is high,
the model needs a very large number of parameters. Convolutional Neural
Networks (CNNs) [77] are models that use convolution5 in one or more of
their layers and are able to deal with high dimensional data very efficiently.

Given an input vector y = [y1, y2, · · · , yN ] and a weighting vector k =
[k−M, k−M+1, · · · , kM−1, kM], often called kernel or filter, with N > 2M + 1,
a convolutional layer6 in a neural network (cf. Figure 10) can be seen as a

5The operation implemented in a CNN is usually the cross-correlation, not the convolution.
The two terms are often used interchangeably, and here we adopt the same convention.

6A convolutional layer is generally obtained by applying multiple kernels to the same input
vector.
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vector s = [s1, s2, · · · , sN ], where each element,

si = φ

( M

∑
m=−M

yi+mkm︸ ︷︷ ︸
Convolution

+b
)

, (5)

with b denoting the bias, is essentially a perceptron. If we consider Equa-
tion (5), not every si is defined (for example, if we assume M = 1, y0 and
yN+1 are undefined). Therefore, a zero-padding of the input vector is some-
times applied, i.e. some zero-valued samples are appended at the beginning
and at the end of y. It is straightforward to extend the definition of Equa-
tion (5) to the two-dimensional case, e.g. to use images as input of the model.

Due to the nature of convolution, each node of a layer is connected only
with a small7 neighbourhood of nodes of the previous layer (cf. Figure 10).
In addition, since many nodes share the same kernel, CNNs are translation
equivariant [47] and allow to considerably reduce the number of model pa-
rameters if compared to MLPs.

Another operation that is often performed in CNNs is pooling. The main
idea of pooling is to make the model invariant to some transformations of
the input by downsampling the output of a convolutional layer. While this
property may be desirable for some tasks, such as detection, in other cases,
e.g. when we want to preserve the structure of the input, pooling might be
detrimental because it determines an information loss.

Recurrent Neural Networks

While MLPs and CNNs are feed-forward neural network architectures, since
the information flows in one direction from the input to the output layers,
Recurrent Neural Networks (RNNs) introduce feedback connections. Due to
their structure, RNNs are particularly suitable to process sequential data. Let
y(t) indicate the input vector at time t. Then, a RNN can be defined as [47]:

h(t) = φh(Wy(t) + Vh(t−1) + b), (6)

x̂(t) = φx(Uh(t) + c), (7)

where W , V , and U are the weight matrices, b and c are the bias vectors, and
φh(·) and φx(·) are two activation functions. The vector h(t) represents the
state, also known as memory, of the model.

In practice, RNNs as defined in Equations (6) and (7) are rarely used. The
reason is that they are generally affected by the vanishing gradient problem [47],
i.e. the backpropagated gradient may tend to zero. Therefore, gated RNNs

7Here, we assume that the number of elements of the kernel is way smaller than the number
of elements of the input.
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Fig. 11: Illustration of a gated recurrent unit. Inspired by the LSTM illustration by Colah [93].

were introduced. Here, we consider Gated Recurrent Units (GRUs) [14], since
we use them in our work (cf. paper [D]). However, other gated RNN archi-
tectures, like Long Short-Term Memory (LSTM) [38, 52], are also popular.

In the following, we report the update equations for a GRU (cf. Figure 11):

r(t) = σ(Wresy(t) + Vresh(t−1) + bres), (8)

z(t) = σ(Wupy(t) + Vuph(t−1) + bup), (9)

n(t) = tanh(Wcsy(t) + Vcs(r(t) � h(t−1)) + bcs), (10)

h(t) = (1− z(t))� n(t) + z(t) � h(t−1), (11)

x̂(t) = h(t), (12)

where: Wres, Wup, Wcs, Vres, Vup, and Vcs are weight matrices; bres, bup, and
bcs are bias vectors; σ(·) and tanh(·) are sigmoid and hyperbolic tangent acti-
vation functions, respectively; “�” denotes the element-wise multiplication.
The main difference between a GRU and a vanilla RNN is that the former
uses two gates to reset or update the state vector [47]. In particular, the reset
gate, r(t), determines whether the old state, h(t−1), should be used to compute
a candidate of the next state, n(t). The update gate, z(t), on the other hand,
controls which impact the candidate of the next state should have on the old
state in order to get the new state, h(t). With this architecture, the gradient
would not vanish, because, with the update rule of Equation (11), it can flow
without changes through the network.

3 Audio-Visual Speech Enhancement

In this Section, we present in more details the main problem that we address
in this thesis: AV-SE. Specifically, we first define a signal model and for-
mulate the problem formally. Then, we provide an overview of the AV-SE
literature, covering representative works in the field.
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3.1 Signal Model and Problem Formulation

Let x[n] and d[n] denote the target clean speech signal and an additive noise
signal, respectively, with n indicating a discrete-time index. The observed
acoustic noisy speech signal can be modelled as:

y[n] = x[n] + d[n]. (13)

The task of single-microphone Audio-Only Speech Enhancement (AO-SE)
consists of determining an estimate, x̂[n], of x[n], given only y[n]. In the
case of single-microphone single-camera AV-SE, x[n] is estimated from y[n]
and an additional two-dimensional visual signal, v[m], with m indicating a
discrete-time index usually different from n, since acoustic and visual signals
are generally sampled with different sampling rates. Sometimes, y[n] is not
accessible, hence x[n] is estimated solely from v[m]. In this particular case,
we talk about speech reconstruction from silent videos.

The signal model of Equation (13) is often expressed in the TF domain as:

Y(k, l) = X(k, l) + D(k, l), (14)

where k and l denote a frequency bin index and a time frame index, re-
spectively, while Y(k, l), X(k, l) and D(k, l) indicate the Short-Time Fourier
Transform (STFT) coefficients of the noisy speech, the target clean speech,
and the noise signals, respectively. In this case, the goal of SE is to determine
an estimate, X̂(k, l), of X(k, l). Since STFT coefficients are complex-valued, an
estimate of X(k, l) requires to approximate the magnitude, |X(k, l)|, and the
phase, ∠X(k, l). The short-time target phase is usually considered less im-
portant than the short-time target magnitude [36, 37, 125]. As a consequence,
most SE approaches focus on estimating only |X(k, l)| and use ∠Y(k, l) to
reconstruct the time-domain enhanced speech signal. Exceptions exist: for
example, researchers have proposed approaches to provide an estimate of
∠X(k, l) [3], X(k, l) [25] or x[n] [128].

In some situations, the observed acoustic signal, may be a mixture consist-
ing of different speech signals uttered by multiple speakers and an additive
background noise signal. For example, for two target speech signals, x1[n]
and x2[n], and an additive background noise signal, d[n], the mixture can be
modelled as:

y[n] = x1[n] + x2[n] + d[n]. (15)

The task of separating the speakers in the mixture, i.e. extracting all the
existing speech signals, x1[n] and x2[n] in the case of Equation (15), given
y[n], is known as Audio-Only Speech Separation (AO-SS). Like in SE, if
some additional visual information is provided, then we deal with Audio-
Visual Speech Separation (AV-SS). Figure 12 illustrates the difference between
AV-SE, speech reconstruction from silent videos and AV-SS.
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Fig. 12: Illustration of the difference between: (a) audio-visual speech enhancement; (b) speech
reconstruction from silent videos; (c) two-speaker audio-visual speech separation.

3.2 Literature Review

Throughout the years, several approaches have been proposed and investi-
gated to solve the problem of AV-SE. Initially, AV-SE systems were designed
exploiting specific domain knowledge [7, 44] and, because of this, we refer to
them as knowledge-based approaches. These approaches often assumed that the
target speech and the noise signals were independent of each other and dis-
tributed according to known probabilistic distributions. These assumptions
allowed to build models that worked well for specific situations, but were
able to provide only marginal improvements in more complex scenarios.

Recently, AV-SE research switched from the design and the investigation
of knowledge-based systems to the study of deep-learning-based approaches.
This transition, evident from the timeline illustrated in Figure 13, was driven
by the success of deep learning in several fields, like image classification [73],
face verification [120], and board games [113], and occurred due to the avail-
ability of suitable computational resources and large-scale datasets. As re-
ported in Section 2, the main idea behind deep learning is to train complex
models, potentially consisting of millions of parameters, that act as universal
approximators without necessarily relying on assumptions from a specific
domain. Since deep learning models learn to perform a task from data, it is
crucial to use large-scale training datasets with high enough variability to be
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1995
First attempt to enhance 
speech in noise using 
visual information [41]

2000
AV-SE for a two-speaker 
mixture [18]

Domain Knowledge Era

Deep Learning Era

2016
Deep learning used for AV-SE 
for the first time [55, 129]

2015
Deep learning used to 
reconstruct speech 
from silent videos [75]

2017
Problems of concatenation-based fusion 
tackled by some AV-SE approaches [31, 54]

Overview of AV-SE and AV-SS 
based on deep learning - Paper [E] 

2020
Vocoder-based speech synthesis 
from silent videos - Paper [D]

Extended study of the impact of Lombard 
effect on AV-SE - Paper [C]

2019
Deep learning used for multi-microphone 
AV-SE and AV-SS [48, 57, 121]

Deep learning used for AV-SE in an 
unsupervised framework [108-110]

2002
Enhancement of audio features using 
AV data for speech recognition [46]

2007
Derivation of a Wiener filter 
from visual information using 
phoneme-specific modelling [8]

2013
Tw o - s t a g e AV- S E 
using Wiener filtering 
and beamforming [1]

2018
Large-scale datasets used to train speaker-
independent AV-SE systems [3, 25, 94]

Impact of Lombard effect on deep-learning-based 
AV-SE - Paper [B]

Study of training targets and objective functions 
for AV-SE - Paper [A]

1997
First approach that fused 
AV information to enhance 
speech in noise [42]

1998
Multi-layer perceptron 
used in an AV-SE system 
for the first time [45]

Fig. 13: Non-exhaustive timeline of AV-SE literature. We included the papers in the Part II of this
thesis in italics. Each year (in bold) indicates when the studies reported underneath were first
made available to the community, either as a pre-print or as an actual publication in conference
proceedings or journals.
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representative of real-world scenarios.
In the rest of this Section, we review relevant AV-SE works in the liter-

ature, following the chronological development of the field as illustrated in
the timeline of Figure 13. In particular, the overview is organised into two
parts: first, we describe early, mainly knowledge-based, AV-SE approaches;
then we present the latest advances in the field dominated by deep-learning-
based techniques. Performing a systematic survey of the field is outside of
the scope of this Introduction, but if the reader is interested in further details,
we refer to [103, 119, 132] and paper [E].

Domain Knowledge Era

The use of visual information to enhance the noisy speech of a target speaker
can be traced back to the pioneering studies conducted by Girin et al. [40, 41].
In these works, adaptive filters, such as the Wiener filter [21, 79, 127], were
applied to the noisy signal in order to obtain an estimate of the clean speech.
The parameters of the filters were estimated using a linear regression method
from three lip shape features (height, width, and area). Although the exper-
iments were conducted using a very simple setup, i.e. an AV speech corpus
consisting of stationary vowels that were corrupted with acoustic additive
white noise, the results were promising in showing that visual information
could be used to enhance noisy speech.

The method in [40, 41] did not jointly exploit AV information to esti-
mate the filter applied to the noisy speech signal. Therefore, a new system
was proposed in [42] with the aim of estimating the filter parameters from a
combination of acoustic and visual features. The experiments, conducted for
vocalic transitions degraded by additive white noise, highlighted the effec-
tiveness of the approach especially at low SNRs, where AO-SE systems had
particular problems.

Frameworks similar to the one in [42] were used in subsequent works to
investigate AV-SE for vowel-plosive-vowel transitions [43–45]. In addition,
a study of the impact of non-linear models for filter parameters estimation,
like a single-hidden-layer MLP, was also performed [44, 45]. These works
showed that the use of MLPs allowed to outperform linear regression in all
the conditions under tests, obtaining good results for vowel sounds.

Although the studies presented above [40–45] showed that visual informa-
tion could be exploited to enhance the speech of interest, the experimental
setup was very basic: no continuous speech was used and the noise signal
was stationary. Progress towards modelling more complex scenarios was
made in [18, 28], where the speech of interest was extracted from a two-
speaker mixture. There, the acoustic mixture signal, in the form of a TF
representation, specifically a periodogram, and the visual signal from the
target speaker, in the form of raw pixels or image motion features, in par-

22



3. Audio-Visual Speech Enhancement

ticular optical flow [9], were projected to a low-dimensional sub-space us-
ing two single-layer perceptrons, one for each modality. The perceptrons’
weights were chosen in a way that maximised the mutual information be-
tween acoustic and visual signals in the projected space. The extraction of
the speech of interest was driven by the following intuition: large weights
of the perceptron mapping the acoustic signal to the maximally informative
sub-space corresponded to the periodogram coefficients associated with the
visual data from the target speaker. Therefore, a filter whose coefficients were
proportional to the perceptron weights allowed to perform the enhancement.
This approach based on mutual information differed from the other popular
methods at the time, because it did not assume that audio and visual sig-
nals were distributed according to a parametric model, such as a Gaussian
distribution.

Visual information was also used to enhance audio features for ASR.
Goecke et al. [46] proposed to apply a linear filter to a vector consisting
of concatenated acoustic and visual features. The filter was obtained by
Mean Squared Error (MSE) estimation of clean audio features. The experi-
ments, conducted on a speaker-independent setting using continuous speech,
showed that an ASR system trained on AV enhanced features could outper-
form an analogous ASR system trained on noisy audio features. However,
the performance of this method were substantially inferior to the perfor-
mance obtained with a previously proposed AV ASR system [100]. One of
the identified reasons was the use of a linear filtering technique. Therefore,
a non-linear enhancement approach that exploited AV information was pro-
posed in [20]. The idea behind this approach was to add to each frame of
the noisy representation a weighted average of audio compensation terms
pre-defined in a codebook. The weights assigned to the codewords were esti-
mated from combined AV features. This method, called Audio-Visual Code-
book Dependent Cepstral Normalisation (AVCDCN), allowed to outperform
its AO counterpart by a large margin, showing that AV-SE could be used to
effectively improve ASR systems.

Although Wiener filtering was used in some pioneering studies reported
above [40, 44], it was proposed again, e.g. in [6–8, 10], to model more complex
scenarios in an AV setting. A Wiener filter allows to optimally estimate the
speech of interest according to a MSE criterion [21, 79]. In order to build such
a filter, the Power Spectral Density (PSD) of the clean speech signal and the
PSD of the noise signal are required. The most challenging task is to obtain
the PSD of the clean speech signal. In [40, 44], this quantity was estimated
using a linear regression method or a MLP. Almajai et al. [8], on the other
hand, estimated the PSD of the clean speech either from a Gaussian Mixture
Model (GMM), modelling the global correlation between acoustic and visual
features, or from a set of phoneme-specific GMMs selected with a network of
Hidden Markov Models (HMMs). The results showed the effectiveness of the
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approaches, especially the HMM-GMM one. The system was later improved
in [6, 7], where an AV Voice Activity Detector (VAD) was introduced to get a
more accurate estimate of the PSD of the noise signal.

A Wiener filter was adopted also by Abel et al. [1], who proposed a two-
stage system that exploited vision and multi-channel acoustic information.
In particular, the noisy multi-microphone signals were preprocessed with a
visually derived Wiener filtering method; then, an adaptive beamformer was
used to further enhance the speech signal. The approach showed good noise
reduction performance at extremely low SNRs, although distortions were
introduced by the beamforming technique when the SNR increased. This
suggested that a better way to combine visual and multi-channel acoustic
information was needed to guarantee good SE performance over a wide SNR
range. Potentially, the use of, at that time, emerging deep-learning-based
methods would have allowed to better process AV information, and this was
what researchers started to investigate.

Deep Learning Era

Before being used for AV-SE, deep learning was adopted to reconstruct
speech from silent videos by Le Cornu and Milner [75]. Specifically, a system
was designed to estimate the spectral envelope of the speech of interest using
features extracted from the visual frames of the target speaker’s mouth. The
estimation was performed with either a GMM or a MLP having three hid-
den layers. In addition, fundamental frequency and aperiodicity were artifi-
cially generated without using visual information. The target speech signal
was then reconstructed from spectral envelope, fundamental frequency and
aperiodicity with the use of a vocoder. The results showed that the GMM
systems outperformed the ones using a MLP. Some changes to the approach
were later proposed [76] to improve the performance: the system was trained
to classify codewords representing acoustic vectors instead of directly esti-
mating the spectral envelope; RNNs were used to model the relationship
between acoustic and visual feature sequences better. This work highlighted
the potential of deep learning in exploiting visual information to generate
intelligible speech.

The first deep-learning-based approaches that addressed the problem of
AV-SE appeared in [55, 129]. Specifically, Wu et al. [129] proposed to use a
CNN and a MLP to extract visual and acoustic features, respectively. Then,
these features were concatenated and fed into a Bi-directional Long Short-
Term Memory (BiLSTM) network, which estimated the log power spectrum
of the clean speech signal. On the other hand, Hou et al. [55] concatenated
noisy acoustic features with a compact visual feature vector obtained from
18 landmark points of the speaker’s mouth. The AV feature vector was, then,
used as input to a MLP in order to estimate the mel-scaled spectrogram of
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the clean speech.
Afterwards, researchers noticed that a concatenation of AV feature vec-

tors did not allow to control how the fusion of multi-modal information oc-
curred. In other words, AV-SE systems were not able to fully exploit visual
information, but the enhancement was dominated by the audio or vice versa.
Potential solutions to this problem were proposed in several works. For ex-
ample, Hou et al. [54] forced the system to exploit visual information by
using a network that needed to estimate not only the target speech signal,
but also the visual frames of the speaker’s mouth. Additionally, to guarantee
that vision was used to learn the acoustic output, not only the visual frames,
one of the input modalities was randomly selected to be zeroed out during
training. This strategy, already used for other multi-modal systems [15, 92], is
often called multi-style training. Gabbay et al. [31] proposed a different train-
ing procedure, in which the noise used to degrade the acoustic speech signal
was another utterance spoken by the same target speaker. This was found to
be effective, because the only way to extract the correct target speech from a
mixture of speech signals belonging to the same speaker was by using vision.
Today, attention-based mechanisms, which allow to attend to the parts of the
input that are most important, can be considered state-of-the-art methods to
fuse AV information [16, 48], because they perform a soft selection of the
most useful modality in a given situation.

A clear advance in deep-learning-based AV-SE systems occurred when
large-scale datasets were used for training. The first works [3, 25, 94] adopt-
ing AV speech corpora consisting of recordings from hundreds, and some-
times thousands, of speakers showed an impressive improvement over previ-
ous systems. Specifically, these approaches were able to effectively enhance
speech signals from speakers not observed at training time, an achievement
not reported before. Later, speaker-independent techniques were also pro-
posed for speech reconstruction from silent videos [124].

Recently, research in deep-learning-based AV-SE moved towards other as-
pects. For example, novel systems were proposed to exploit information from
multi-microphone recordings [48, 57, 121, 131]. In fact, vision can be used not
only to enhance the speech of interest from the lip movements, but also to
localise the target speaker. This is useful in order to accurately estimate the
speech Direction Of Arrival (DOA) for beamforming. Another interesting re-
search direction is the one investigated by Sadeghi et al. [108–110]: the use
of deep learning to perform AV-SE in an unsupervised learning framework.
Deep-learning-based approaches are generally trained to learn a mapping be-
tween pairs of synthetically generated noisy speech signals and clean speech
signals in a supervised learning setting. This approach usually requires a
large amount of data in order to cover different situations. On the other
hand, Sadeghi et al. [110] proposed to use Variational Auto-Encoders (VAEs)
to model the characteristics of the speech of interest, without the need of us-

25



ing multiple noise types and noise levels to guarantee good generalisation
performance. This is an important step towards systems that are not limited
by requirements of access to large-scale datasets.

4 Contributions

The main body of this thesis (Part II) consists of a collection of five papers
which document the scientific contributions of our work. These contributions
address specific research questions and observations that we list in Table 1.

Table 1: Research questions and observations addressed by the papers in Part II and respective
contributions.

Paper Research Question (RQ) / Observation (OB) Contribution

[A] RQ: What is the effect of the choice of training
targets and objective functions for AV-SE?

Experimental study of several training targets and
objective functions for an AV-SE system.

OB: Lack of uniformity regarding the terminology
used for training targets and objective functions in
the context of SE.

Proposal of a new taxonomy to unify the different
terminologies in the literature.

[B] RQ: What is the impact of Lombard effect on state-
of-the-art AV-SE systems?

Investigation of the impact of a mismatch between
training data (neutral speech) and testing data
(Lombard speech) on AV-SE performance.

RQ: What is the benefit of using Lombard speech
to train AV-SE systems?

Experimental study on the improvement that can
be achieved using Lombard speech for training.

[C] RQ: What is the effect of the inter-speaker variabil-
ity in Lombard condition on AV-SE systems?

Analysis of per-speaker performance in Lom-
bard condition in relation to acoustic and visual
features.

OB: Lack of a Lombard-aware AV-SE system de-
signed for a wide SNR range.

Design of an AV-SE system trained with neutral
and Lombard speech to operate on a wide SNR
range.

OB: Lack of AV methods to assess the performance
of SE systems.

Use of AV stimuli in listening tests to evaluate
systems’ performance.

[D] RQ: Can vocoder-based systems for speech recon-
struction from silent videos estimate fundamental
frequency and aperiodicity?

Design of a system that could predict vocoder
parameters and text information from silent videos
in a multi-task learning fashion.

[E] OB: Lack of a comprehensive overview on deep-
learning-based AV-SE and AV-SS.

Extensive survey covering several aspects of AV-SE
and AV-SS: AV speech datasets; evaluation meth-
ods; main elements of AV-SE and AV-SS systems;
related research.

[A] “On Training Targets and Objective Functions
for Deep-Learning-Based Audio-Visual Speech En-
hancement”, IEEE International Conference on Acous-
tics, Speech, and Signal Processing, 2019.

[B] “Effects of Lombard Reflex on the Performance
of Deep-Learning-Based Audio-Visual Speech En-
hancement Systems”, IEEE International Conference
on Acoustics, Speech, and Signal Processing, 2019.

[C] “Deep-Learning-Based Audio-Visual Speech En-
hancement in Presence of Lombard Effect”, Speech
Communication, 2019.

[D] “Vocoder-Based Speech Synthesis from Silent
Videos”, Interspeech (to appear), 2020.

[E] “An Overview of Deep-Learning-Based Audio-
Visual Speech Enhancement and Separation”, Sub-
mitted to IEEE/ACM Transactions on Audio, Speech,
and Language Processing, 2020.
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4. Contributions

The entire investigation spans multiple aspects of deep-learning-based
AV-SE, following a logical progression. Specifically, we start by conducting a
study of training targets and objective functions (paper [A]), given the unclear
impact of them on the performance of AV-SE systems. Using the optimal
combination of training target and objective function found in this study, we
then extensively investigate the impact of Lombard effect on deep-learning-
based AV-SE (papers [B] and [C]). Afterwards, we decide to put our effort on
the special case of speech reconstruction from silent videos (paper [D]), a task
that can be reasonably considered harder than the general AV-SE problem,
because only visual information is available as input. Finally, we propose
a systematic survey of the current state of the art in the field of AV-SE and
AV-SS (paper [E]), with two aims: helping beginners to navigate through the
large number of approaches in the literature; inspiring experts by providing
insights and perspectives on current challenges and possible future research
directions.

In the following, we shortly summarise the content of each paper.

[A] On Training Targets and Objective Functions for Deep-Learning-Based
Audio-Visual Speech Enhancement

In this paper, we perform an experimental study of training targets and ob-
jective functions for deep-learning-based audio-visual speech enhancement.
Specifically, we compare systems that estimate either a mask or a spectro-
gram, optimising the mean squared error between the ground truth and the
output in several domains. The analysis is conducted for both seen and un-
seen speakers using six kinds of additive noise (one of them not used at
training time, to evaluate the generalisation performance of the approaches).
In previous works, similar experiments have been performed for audio-only
speech enhancement systems, but the findings may be inappropriate for
audio-visual techniques, since the target estimation is mostly driven by vi-
sual cues when the signal to noise ratio is low.

The results show that the best performance in terms of estimated speech
quality and intelligibility can be generally obtained by a direct estimation of
a mask. The model that directly estimates the log magnitude spectrum of the
speech of interest performs similarly in terms of estimated speech quality.

In addition, a new taxonomy is proposed to unify the different termi-
nologies adopted for training targets and objective functions in the context of
speech enhancement.

[B] Effects of Lombard Reflex on the Performance of Deep-Learning-Based
Audio-Visual Speech Enhancement Systems

In this paper, we investigate the impact of Lombard effect on audio-visual
speech enhancement systems based on deep learning. In particular, we ex-
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amine two aspects. First, we verify whether a system trained on neutral
speech, which is the general practice for state-of-the-art approaches, can im-
prove Lombard speech at several signal to noise ratios. Second, we con-
duct some experiments with systems trained on Lombard speech to quantify
the performance improvement that can be achieved over the systems trained
with neutral speech. All these aspects are important, because audio-visual
techniques are expected to be deployed in situations where audio-only ap-
proaches struggle, i.e. in presence of high levels of background noise and
Lombard speech.

Although systems trained with neutral speech provide an improvement
over the unprocessed noisy signals in terms of estimated speech quality and
intelligibility, we find that Lombard-aware systems can improve the signals
even more. This confirms that the mismatch between neutral and Lombard
speech should not be ignored by audio-visual speech enhancement systems.

[C] Deep-Learning-Based Audio-Visual Speech Enhancement in Presence
of Lombard Effect

This paper extends the investigation of paper [B]. Specifically, after having
conducted new experiments using a cross-validation setting, we analyse the
impact that the inter-speaker variability has on audio-visual speech enhance-
ment with respect to acoustic (fundamental frequency) and geometric articu-
latory (mouth aperture and mouth spreading) features. Then, we propose a
Lombard-aware system that can be used to enhance speech signals at low and
high signal to noise ratios, by training it with Lombard and neutral speech.
Finally, we conduct listening tests with audio-visual stimuli, since current
objective measures used for performance assessment have the limitation of
estimating speech quality and intelligibility from audio signals in isolation.

The results, using both objective measures and listening tests, confirm
the findings in paper [B], highlighting the benefit of training a system with
Lombard speech. In addition, we find that the performance gap between
Lombard-aware and non-Lombard-aware systems is larger for female speak-
ers. This gender difference is likely to be caused by the speech characteristics
that female speakers exhibit in Lombard condition, with a large increment
in fundamental frequency, which is the feature that correlates the most with
the estimated speech quality and intelligibility increase among the ones in-
vestigated. Furthermore, the way we train signal-to-noise-ratio-independent
systems by using Lombard speech for low signal to noise ratios and neutral
speech for high signal to noise ratios is effective: a substantial improvement
can be observed in Lombard conditions if compared with a non-Lombard-
aware approach, while a negligible performance drop occurs at higher signal
to noise ratios.
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[D] Vocoder-Based Speech Synthesis from Silent Videos

In this paper, we propose an approach to reconstruct speech from the silent
video of a talker. The system is based on deep learning and is able to simul-
taneously perform speech reconstruction and speech recognition from raw
video frames in a multi-task learning framework. We conduct experiments
on both seen and unseen speakers settings.

We show that our vocoder-based system is able to reach state-of-the-art
performance in terms of estimated speech quality and intelligibility. A per-
speaker analysis of the performance highlights that, for unseen speakers, the
scores obtained from the used evaluation measures spread over a wide range.
This suggests that the network finds it hard to perform the task for speakers
whose facial traits largely differ from the speakers in the training set. In ad-
dition, we report a performance trade-off between speech reconstruction and
speech recognition, inherited from the used multi-task learning framework,
that should be further investigated in future works.

[E] An Overview of Deep-Learning-Based Audio-Visual Speech Enhance-
ment and Separation

In this paper, we present a thorough survey of audio-visual speech enhance-
ment and separation based on deep learning. Previous overview articles
focused on either audio-only approaches or knowledge-based audio-visual
methods. Recently, many researchers started to use deep learning for audio-
visual speech enhancement and separation, motivated by the performance
that data-driven approaches allow to achieve. Therefore, there is a need for a
systematic overview and discussion of recent advances in the field.

We structured the overview by introducing a signal model and a for-
mulation of the problems. Then, we present the main audio-visual speech
datasets and evaluation methods, because they are relevant for training the
systems and compare them, respectively. After that, the focus shifts to the
principal elements of audio-visual systems, namely visual features, acoustic
features, deep learning methods, fusion techniques, training targets and ob-
jective functions. Finally, we survey the approaches for speech reconstruction
from silent videos and audio-visual sound source separation for non-speech
signals, given their strong link with audio-visual speech enhancement and
separation. Throughout the paper, we avoid to advocate one method over
another based on their performance. Instead, we try to let novel ideas emerge
to inspire and stimulate new research.
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5 Future Research Directions

This thesis explores several aspects of audio-visual speech enhancement
based on deep learning. This research topic has recently received atten-
tion from the speech community, due to the many different elements that
the combination of acoustic and visual information allows to explore. In the
following, we report some possible research directions that would allow a
substantial progress in the field.

Target Speaker Detection

In an acoustic scene with several speakers and background noise, detecting
the speaker to be treated as a target is challenging, especially when only the
acoustic signals are available. Visual information makes it easier to detect the
target speaker, since vision is essentially not affected by the acoustic environ-
ment. However, there are situations in which detecting the target speaker in
a video is critical, for example: when the video resolution is low and com-
puter vision algorithms cannot detect the speaker’s face; when the speaker is
not in the video (a typical scenario is that of dubbed movies); when there is
a mismatch between the position of the speaker and the speech direction of
arrival, which might occur when the speaker is using a microphone during
public events and the loudspeakers are placed in a different location. In all
these cases, the acoustic cues should be weighted more than the visual ones.
Designing a system that intelligently handles different situations by correctly
detecting the target speaker and avoiding to suppress the speech of interest
is an interesting future research direction.

Objective Functions

Deep-learning-based AV-SE systems are usually trained to minimise the MSE
or the Mean Absolute Error (MAE) between their output and the ground
truth. Although these objective functions allow to achieve good performance,
perceptually-motivated alternatives might improve the intelligibility of the
enhanced signals. Another possibility is to use an adversarial training proce-
dure, where the network that performs the enhancement tries to fool another
neural network, called discriminator, whose role is to distinguish between
the enhanced speech signals and the ground truth. This framework showed
its effectiveness for AO-SE [86, 95] and could be adopted also for AV-SE.

Real-Time Models for Low Resource Devices

Processing information through deep learning models is challenging in some
applications. Consider, for example, hearing aids: they are devices that need
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to guarantee low latency performance despite having a quite low processing
power and a limited storage. Designing a system based on deep learning
with these constraints is not trivial, because deep neural networks generally
consist of millions of parameters, which cannot be easily handled by the em-
bedded system of a hearing aid. This challenge exists for AO-SE systems, but
it is even bigger for AV-SE, where the data from the visual feed has a higher
dimensionality if compared to the acoustic signal. Reducing the number of
parameters of a deep learning model without having a performance drop is
highly desirable and represents a research topic that should be investigated
in the future.

Unsupervised Learning

Most deep-learning-based AV-SE systems consist of supervised learning ap-
proaches. This means that the deep learning models are trained with data
that is synthetically generated to resemble real-world conditions. Usually,
the clean speech is added to different kinds of noise at several SNRs and the
neural network learns a mapping between the noisy and the target speech
signals. This approach has several potential problems. First of all, the clean
speech needs to be mixed with a large number of noise types during training,
so that the model can reach good generalisation performance. Then, noise
and speech are treated as independent signals, an assumption that is not cor-
rect (for example, Lombard effect occurs when the speaker is immersed in a
noisy environment). Finally, collecting clean speech data requires effort and
resources, because speech is usually degraded by a certain amount of noise.
Although some attempts at using an unsupervised learning framework exist
[110], finding a way to leverage both clean speech and actual recordings of
speech in noise could make a breakthrough in the field.

Audio-Visual Estimators of Speech Quality and Intelligibility

We have seen that speech perception is not unimodal: both acoustic and vi-
sual information contribute to the way in which humans perceive speech.
Ideally, the performance of a SE system in terms of quality and intelligi-
bility should be measured with listening tests. Unfortunately, this proce-
dure is often time consuming and costly. Therefore, objective measures of
speech quality and intelligibility are often preferred. However, current objec-
tive measures do not take visual information into account. The development
of AV estimators of speech quality and intelligibility is an interesting future
research topic.
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1. Introduction

Abstract

Audio-visual speech enhancement (AV-SE) is the task of improving speech quality
and intelligibility in a noisy environment using audio and visual information from
a talker. Recently, deep learning techniques have been adopted to solve the AV-
SE task in a supervised manner. In this context, the choice of the target, i.e. the
quantity to be estimated, and the objective function, which quantifies the quality
of this estimate, to be used for training is critical for the performance. This work
is the first that presents an experimental study of a range of different targets and
objective functions used to train a deep-learning-based AV-SE system. The results
show that the approaches that directly estimate a mask perform the best overall in
terms of estimated speech quality and intelligibility, although the model that directly
estimates the log magnitude spectrum performs as good in terms of estimated speech
quality.

1 Introduction

Human-human and human-machine interaction that involves speech as a
communication form can be affected by acoustical background noise, which
may have a strong impact on speech quality and speech intelligibility. The
improvement of one or both of these two speech aspects is known as speech
enhancement (SE). Traditionally, this problem has been tackled by adopting
audio-only SE (AO-SE) techniques [1, 2]. However, speech communication
is generally not a unimodal process: visual cues play an important role in
speech perception, since they can improve or even alter how phonemes are
perceived [3]. This suggests that integrating auditory and visual informa-
tion can lead to a general improvement in the performance of SE systems.
This intuition has lead to the proposal of several audio-visual SE (AV-SE)
techniques, e.g. [4], including deep-learning-based approaches [5–7].

When supervised learning-based methods are used either for AV-SE or
for AO-SE, the choice of the target and the objective function used to train
the model has a crucial impact on the performance of the system. In this
paper, training target denotes the desired output of a supervised learning al-
gorithm, e.g. a neural network (NN), while objective function, or cost function,
is the function that quantifies how close the algorithm output is to the target.
The effect that targets and objective functions have on AO-SE has been inves-
tigated in several works [8–10]. The estimation of a mask, which is used to
reconstruct the target speech signal by an element-wise multiplication with
a time-frequency (TF) representation of the noisy signal, is usually preferred
to a direct estimation of a TF representation of the clean speech signal [11].
The reason is that a mask is easier to estimate [11], because it is generally
smoother than a spectrogram, its values have a narrow dynamic range [8],
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Table A.1: Objective functions of the approaches used in this study organised according to our
taxonomy. Here, a = 1

TF and b = 1
TQ .

Direct Mapping (DM) Indirect Mapping (IM) Mask Approximation (MA)

ST
SA J = a ∑

k,l

(
Ak,l − Âk,l

)2 (1) J = a ∑
k,l

(
Ak,l − M̂k,l Rk,l

)2 (6) J = a ∑
k,l

(
MIAM

k,l − M̂k,l
)2 (11)

LS
A J = a ∑

k,l

(
log(Ak,l)− log(Âk,l)

)2 (2) J = a ∑
k,l

(
log(Ak,l)− log(M̂k,l Rk,l)

)2 (7) -

M
SA J = b ∑

q,l

(
Aq,l − Âq,l

)2 (3) J = b ∑
q,l

(
Aq,l − M̂q,l Rq,l

)2 (8) -

LM
SA J = b ∑

q,l

(
log(Aq,l)− log(Âq,l)

)2 (4) J = b ∑
q,l

(
log(Aq,l)− log(M̂q,l Rq,l)

)2 (9) -

PS
SA J = a ∑

k,l

(
Ak,l cos(θk,l)− Âk,l

)2 (5) J = a ∑
k,l

(
Ak,l cos(θk,l)− M̂k,l Rk,l

)2 (10) J = a ∑
k,l

(
MPSM

k,l − M̂k,l
)2 (12)

and also because a filtering approach is considered less challenging than the
synthesis of a clean spectrogram [7]. Since no studies on this matter have
been performed in the AV domain, design choices of AV frameworks [6, 7]
and their performance [6] are often motivated by the findings in the AO re-
lated works. However, these findings may be inappropriate in the AV domain
because, especially at very low signal to noise ratios (SNRs), the estimation
of the target is mostly driven by the visual component of the speech. Hence,
there is a need for a comprehensive study of the role of training targets and
cost functions in AV-SE.

The contribution of this paper is two-fold. First, we propose a new tax-
onomy that unifies the different terminologies used in the literature, from
classical statistical model-based schemes to more recent deep-learning-based
ones. Furthermore, we present a comparison of several targets and objective
functions to understand if a particular training target that performs univer-
sally good (across various acoustic situations) exists, and if training targets
that are good in the AO domain remain good in the AV domain.

2 Training Targets and Objective Functions

Recent works on AO-SE [8, 10, 12] make use of different terminologies for
the same approaches. Sometimes, this lack of uniformity can be confusing.
In this section, we review cost functions and training targets from the AO
domain and introduce a new taxonomy for SE, unifying the terminology
used for the classical SE optimisation criteria [13, 14] and for the objective
functions adopted in the recent deep-learning-based techniques [8, 10] (cf.
Table A.1).

The problem of SE is often formulated as the task of estimating the clean
speech signal x(n) given the mixture y(n) = x(n) + d(n), where d(n) is an
additive noise signal, and n denotes a discrete-time index. We can formulate
the signal model also in the TF domain, as: Y(k, l) = X(k, l)+ D(k, l), where k
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indicates the frequency bin index, l denotes the time frame index, and Y(k, l),
X(k, l), and D(k, l) are the short-time Fourier transform (STFT) coefficients of
the mixture, the clean signal, and the noise, respectively. Since the STFTs’
phases do not have a clear structure, their estimation is hard to perform
with a NN [15]. Hence, generally, only the magnitude of the clean STFT is
estimated, and the clean signal is reconstructed using the phase of Y(k, l)
[8, 10].

2.1 Direct Mapping

Let Ak,l = |X(k, l)| and Rk,l = |Y(k, l)| denote the magnitude of the clean and
the noisy STFT coefficients, respectively. A straightforward way to estimate
the short-time spectral amplitude (STSA) of the clean signal is a direct map-
ping (DM) approach [12], in which a NN is trained to output an estimate
Âk,l that minimises a cost function, e.g. Eq. (1) [13, 16], with k = 1, . . . , F
and l = 1, . . . , T, where F is the number of frequency bins of the spectrum
estimated by the NN, and T is the number of time frames.

Since a logarithmic law reflects better the human loudness perception [17],
a cost function that operates in the log spectral amplitude (LSA) domain may
be formulated as in Eq. (2) [14, 18].

To incorporate the fact that the human auditory system is more discrim-
inative at low than at high frequencies [19], a Mel-scaled spectrum may be
defined as Al = BAl , where Al denotes an F-dimensional vector of STFT coef-
ficient magnitudes for time frame l, and B ∈ RQ×F is a matrix, implementing
a Mel-spaced filter bank, with Q being the number of the Mel-frequency bins.
We denote the q-th coefficient of the Mel-scaled spectrum at frame l of the

clean signal as Aq,l , and its estimate as Âq,l . Then, a cost function in the Mel-
scaled spectral amplitude (MSA) domain can be defined as in Eq. (3) [20].

We can combine the considerations leading to Eqs. (2) and (3) to find an
estimate that minimises a cost function in the log Mel-scaled spectral ampli-
tude (LMSA) domain, as in Eq. (4) [5, 21].

Considering only the STSA of the clean signal for the estimation can lead
to an inaccurate complex STFT estimation, since the phase of X(k, l) is, gen-
erally, different from the phase of Y(k, l) [11]. For this reason, in [10], a factor
to compensate for the phase mismatch1 is proposed. The cost function that
makes use of a phase sensitive spectral amplitude (PSSA) is defined in Eq.
(5), where θk,l denotes the phase difference between the noisy and the clean
signals.

1In [10] a phase compensation factor is used to learn a mask, cf. Eq. (10).
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2.2 Indirect Mapping

An alternative approach is to have a different training target, and perform an
indirect mapping (IM) [9, 10, 12], where a NN is trained to estimate a mask,
which is easier to estimate [11], using an objective function which is defined
based on reconstructed spectral amplitudes. The cost functions analogous
to Eqs. (1)–(5) are defined in Eqs. (6)–(10), where M̂k,l is the estimate of the

magnitude mask, M̂q,l is the estimate of the Mel-scaled mask, and Rq,l is the
Mel-spectrum in frequency subband q and frame l of the noisy signal.

2.3 Mask Approximation

Since in the IM approach a NN learns a mask, one can also define an objective
function directly in the mask domain and perform a mask approximation
(MA). In the literature, many different masks have been defined, but in this
work we only consider the ideal amplitude mask (IAM), MIAM

k,l =
Ak,l
Rk,l

,

and the phase sensitive mask (PSM), MPSM
k,l =

Ak,l
Rk,l

cos(θk,l), because they
appear to be the best-performing and allow us to directly compare with the
respective IM versions, cf. Eqs. (6) and (10). The cost functions are defined in
Eqs. (11) and (12) [8, 11], respectively.
While Eqs. (11) and (12) have led to good performance in the AO-SE do-
main [8, 15], the cost functions have been proposed on a heuristic ba-
sis. To get insights into their operation, we can rewrite Eq. (11) as J =

1
TF ∑k,l

(
Ak,l−M̂k,l Rk,l

)2

Rk,l
2 , which differs from Eq. (6) only due to the 1

Rk,l
2 fac-

tor. Hence, Eq. (11) is nothing more than a spectrally weighted version of
Eq. (6) [22], which reduces the cost of estimation errors at high-energy spec-
tral regions of the noisy signal relative to low-energy spectral regions, and is
related to a perceptually motivated cost function proposed in [23]. Similar
considerations can be done for Eqs. (10) and (12), leading to the conclusion
that Eq. (12) is a spectrally weighted version of Eq. (10). For simplicity, we
refer to the approaches that estimate the IAM and the PSM as STSA-MA and
PSSA-MA, respectively.

3 Experiments

3.1 Audio-Visual Corpus and Noise Data

We conducted experiments on the GRID corpus [24], consisting of audio and
video recordings of 1000 six-word utterances spoken by each of 34 talkers
(s1−34). Each video consists of 75 frames recorded at 25 frames per second
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with a resolution of 720×576 pixels. The audio tracks have a sample fre-
quency of 44.1 kHz. To train our models, we divided the data as follows:
600 utterances of 25 speakers for training; 600 utterances of 2 speakers (s14
and s15) not in the training set for validation; 25 utterances of each of the
speakers in the training set for testing the models in a seen speaker setting;
100 utterances of 6 speakers (s1−4, s7, and s11, 3 males and 3 females) not
in the training set for testing the models in an unseen speaker setting. The
utterances have been randomly chosen among the ones for which the mouth
was successfully detected with the approach described in Sec. 3.2.

Six kinds of additive noise have been used in the experiments: bus (BUS),
cafeteria (CAF), street (STR) pedestrian (PED), babble (BBL), and speech
shaped noise (SSN) as in [25]. For the training and the validation sets, we
mixed the first five noise types with the clean speech signals at 9 different
SNRs, in uniform steps between −20 dB and 20 dB. We included SSN in the
test set, for the evaluation of the generalisation performance to unseen noise,
and evaluated the models between −15 dB and 15 dB SNRs (the performance
at −20 dB and 20 dB can be found in [26], omitted here due to space limi-
tations). The noise signals used to generate the mixtures in the training, the
validation, and the test sets are disjoint over the 3 sets.

3.2 Audio and Video Preprocessing

Each audio signal was downsampled to 16 kHz and peak-normalised to 1. A
TF representation was obtained by applying a 640-point STFT to the wave-
form signal, using a 640-sample Hamming window and a hop size of 160
samples. The magnitude spectrum was then split into 20-frame-long parts,
corresponding to 200 ms, the duration of 5 video frames. Due to spectral
symmetry, only the 321 frequency bins that cover the positive frequencies
were taken into account.

For each video signal, we first determined a bounding box containing the
mouth with the Viola-Jones detection algorithm [27], and, inside that, we ex-
tracted feature points as in [28] and tracked them across all the video frames
using the Kanade-Lucas-Tomasi (KLT) algorithm [29, 30]. Then, we cropped
a mouth-centred region of size 128×128 pixels based on the tracked feature
points, and we concatenated 5 consecutive grayscale frames, corresponding
to 200 ms.

3.3 Architecture and Training Procedure

Inspired by [5], we used a NN architecture that operates in the STFT do-
main. The NN consists of a video encoder, an audio encoder, a feature fusion
subnetwork, and an audio decoder.

The video encoder takes as input 5 frames of size 128×128 pixels obtained
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as described before, and processes them with 6 convolutional layers, each of
them followed by: leaky-ReLU activation, batch normalisation, 2×2 strided
max-pooling with kernel of size 2×2, and dropout with a probability of 25%.
Also for the audio encoder, 6 convolutional layers are adopted, followed by
leaky-ReLU activation and batch normalisation. The details of the convolu-
tional layers used for the two encoders can be found in [26]. The input of the
audio encoder is a 321×20 spectrogram of the noisy speech signal. Both the
audio and video inputs were normalised to have zero mean and unit variance
based on the statistics of the full training set.

The two feature vectors obtained as output of the video and the audio
encoders are concatenated and used as input to 3 fully-connected layers, the
first two having 1312 elements, and the last one 3840 elements. A leaky-
ReLU is used as activation function for all the layers. The obtained vector
is reshaped to the size of the audio encoder output, and fed into the audio
decoder, which has 6 transposed convolutional layers that mirror the layers
of the audio encoder. To avoid that the information flow is blocked by the
network bottleneck, three skip connections [31] between the layers 1, 3, and
5 of the audio encoder and the corresponding mirrored layers of the decoder
are added to the architecture. A ReLU output layer is applied when the target
can assume only positive values (i.e. for all the IM and MA approaches except
PSSA-IM and PSSA-MA), otherwise, a linear activation function is used. We
clipped the target values between 0 and 10 for the IAM [8], and between -10
and 10 for the PSM. The NN outputs a 321×20 spectrogram or a mask.

The networks’ weights were initialised with the Xavier approach. For
training, we used the Adam optimiser with the objectives previously de-
scribed. The batch size has been set to 64 and the initial learning rate to
4 · 10−4. The NN was evaluated on the validation set every 2 epochs: if the
validation loss increased, then the learning rate was decreased to 50% of its
current value. An early stopping technique was adopted: if the validation
error did not decrease for 10 epochs, the training was stopped and the model
that performed the best on the validation set was used for testing.

3.4 Audio-Visual Enhancement and Waveform Reconstruc-
tion

To perform the enhancement of a noisy speech signal, we first applied the
preprocessing described in Sec. 3.2 and forward propagated the non-overlap-
ping audio and video segments through the NN. The outputs were concate-
nated to obtain the enhanced spectrogram of the full speech signal. If the
output of the NN was a mask, then the enhanced spectrogram was obtained
as the point-wise product between the mask and the spectrogram of the mix-
ture. Finally, the inverse STFT was applied to reconstruct the time-domain
signal using the noisy phase.
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3.5 Evaluation and Experimental Setup

The performance of the models was evaluated in terms of perceptual eval-
uation of speech quality (PESQ) [32], as implemented in [1], and extended
short-time objective intelligibility (ESTOI) [33]. These metrics have proven to
be good estimators of speech quality and intelligibility, respectively, for the
noise types considered here.

We designed our experiments to evaluate the approaches listed in Table
A.1 in a range of different situations: seen and unseen speaker settings; seen
and unseen noise types; different SNRs.

To have a fair comparison for the objective functions, we used the same
NN architecture, cf. Sec. 3.3, and the same input, i.e. a 20-frame-long am-
plitude spectrum sequence, for all the approaches. The output of the NN
always has the same size and can be a magnitude spectrum or a mask to
be applied to the noisy spectral amplitudes in the linear domain. When the
objective function required the computation of the Mel-scaled spectrum, 80
Mel-spaced frequency bins from 0 to 8 kHz are used [5].

For the DM approaches, an exponential function, which can be inter-
preted as a particular activation function, is applied to the NN output to
impose a logarithmic compression of the output values. This makes the dy-
namic range narrower improving convergence behaviour during training [8].
No logarithmic compression is applied to PSSA-DM, because PSSA can as-
sume negative values.

4 Results and Discussion

Table A.2 shows the results of the experiments. For the seen speaker case (left
half of the table), all SE methods clearly improve the noisy signals in terms of
both estimated quality and intelligibility. Regarding PESQ, LSA-DM achieves
the best results overall, closely followed by the MA approaches. Among the
IM techniques, the ones that operate in the log domain are the best at high
SNRs, but at low SNRs the phase-aware target appears to be beneficial. There
is no big difference in terms of ESTOI among the various methods, however at
very low SNRs, the phase sensitive approaches do not perform as well as the
other methods. This is surprising, since it was not observed in the AO setting
[10, 26], and should be investigated further. Even though the approaches that
operate in the Mel domain seem to have no advantages in terms of PESQ,
they allow to achieve slightly higher ESTOI for both DM and IM.

For the unseen speaker case, the behaviour is similar, with small differ-
ences among the methods in terms of ESTOI. Regarding PESQ, LSA-DM is
the approach showing the largest improvements among the DM ones, and it
is slightly worse than PSSA-MA.
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Table A.2: Results in terms of PESQ and ESTOI. The values are averaged across all the six noise
types. The Unproc. rows refer to the unprocessed signals, and the AO columns show the average
scores for models without the video encoder, trained only on the audio signals.

PESQ Seen Speakers Unseen Speakers

SNR (dB) -15 -10 -5 0 5 10 15 Avg. AO -15 -10 -5 0 5 10 15 Avg. AO

Unproc. 1.09 1.08 1.08 1.11 1.20 1.39 1.71 1.24 1.24 1.10 1.09 1.08 1.11 1.20 1.39 1.70 1.24 1.24

STSA-DM 1.27 1.35 1.48 1.65 1.86 2.08 2.31 1.71 1.59 1.13 1.19 1.30 1.48 1.73 1.99 2.24 1.58 1.57
LSA-DM 1.24 1.37 1.57 1.84 2.14 2.45 2.74 1.91 1.74 1.15 1.23 1.37 1.59 1.91 2.25 2.57 1.72 1.70
MSA-DM 1.27 1.36 1.49 1.67 1.87 2.07 2.28 1.72 1.58 1.14 1.20 1.32 1.51 1.75 1.99 2.21 1.59 1.56
LMSA-DM 1.27 1.39 1.56 1.78 2.01 2.18 2.31 1.79 1.62 1.15 1.22 1.34 1.53 1.77 1.98 2.14 1.59 1.59
PSSA-DM 1.24 1.32 1.44 1.61 1.82 2.04 2.25 1.67 1.62 1.13 1.18 1.28 1.45 1.70 1.94 2.17 1.55 1.58

STSA-IM 1.24 1.33 1.45 1.61 1.77 1.95 2.19 1.65 1.58 1.13 1.18 1.28 1.44 1.65 1.87 2.11 1.52 1.56
LSA-IM 1.17 1.25 1.39 1.60 1.89 2.19 2.49 1.71 1.57 1.13 1.17 1.28 1.46 1.72 2.02 2.34 1.59 1.57
MSA-IM 1.26 1.34 1.47 1.64 1.85 2.07 2.30 1.70 1.65 1.13 1.19 1.29 1.47 1.71 1.98 2.24 1.57 1.63
LMSA-IM 1.21 1.32 1.48 1.72 1.99 2.26 2.53 1.79 1.56 1.13 1.19 1.30 1.49 1.76 2.06 2.35 1.61 1.55
PSSA-IM 1.29 1.37 1.50 1.68 1.87 2.05 2.22 1.71 1.65 1.16 1.22 1.33 1.51 1.74 1.96 2.15 1.58 1.62

STSA-MA 1.31 1.42 1.57 1.78 2.02 2.29 2.58 1.85 1.62 1.15 1.21 1.32 1.52 1.81 2.15 2.48 1.66 1.62
PSSA-MA 1.28 1.38 1.54 1.78 2.08 2.40 2.71 1.88 1.77 1.18 1.25 1.38 1.61 1.95 2.31 2.63 1.76 1.76

ESTOI Seen Speakers Unseen Speakers

SNR (dB) -15 -10 -5 0 5 10 15 Avg. AO -15 -10 -5 0 5 10 15 Avg. AO

Unproc. 0.08 0.15 0.24 0.35 0.47 0.58 0.67 0.36 0.36 0.08 0.14 0.23 0.34 0.46 0.57 0.66 0.35 0.35

STSA-DM 0.35 0.41 0.49 0.57 0.64 0.70 0.74 0.56 0.48 0.23 0.29 0.39 0.49 0.59 0.67 0.72 0.48 0.47
LSA-DM 0.35 0.41 0.49 0.58 0.65 0.71 0.76 0.56 0.48 0.24 0.30 0.39 0.49 0.60 0.68 0.73 0.49 0.47
MSA-DM 0.36 0.42 0.49 0.57 0.64 0.70 0.74 0.56 0.49 0.24 0.31 0.40 0.51 0.61 0.68 0.73 0.50 0.47
LMSA-DM 0.37 0.44 0.51 0.60 0.66 0.71 0.75 0.58 0.48 0.25 0.31 0.40 0.51 0.61 0.68 0.72 0.50 0.46
PSSA-DM 0.29 0.36 0.46 0.56 0.64 0.70 0.74 0.53 0.49 0.19 0.27 0.37 0.49 0.60 0.68 0.72 0.48 0.47

STSA-IM 0.33 0.40 0.48 0.56 0.64 0.69 0.74 0.55 0.49 0.23 0.29 0.39 0.50 0.60 0.67 0.72 0.48 0.47
LSA-IM 0.33 0.38 0.46 0.55 0.63 0.70 0.75 0.54 0.46 0.22 0.28 0.36 0.46 0.57 0.66 0.73 0.47 0.45
MSA-IM 0.36 0.42 0.50 0.58 0.65 0.70 0.75 0.57 0.50 0.25 0.31 0.40 0.50 0.60 0.68 0.73 0.50 0.48
LMSA-IM 0.36 0.42 0.50 0.59 0.66 0.72 0.76 0.57 0.47 0.24 0.30 0.38 0.49 0.60 0.68 0.73 0.49 0.46
PSSA-IM 0.29 0.37 0.46 0.56 0.64 0.70 0.75 0.54 0.49 0.21 0.28 0.38 0.50 0.61 0.68 0.73 0.48 0.47

STSA-MA 0.39 0.45 0.52 0.60 0.67 0.72 0.77 0.59 0.49 0.26 0.32 0.41 0.51 0.62 0.70 0.75 0.51 0.48
PSSA-MA 0.29 0.36 0.46 0.57 0.66 0.72 0.77 0.55 0.50 0.22 0.29 0.40 0.52 0.63 0.70 0.75 0.50 0.49

A comparison between the seen and the unseen speakers conditions
makes it clear that, at very low SNRs, knowledge of the speaker is an ad-
vantage: for example, ESTOI values at −15 dB SNR for the seen speakers are
higher than the ones for the unseen speakers at−10 dB. This can be explained
by the fact that the speech characteristics of an unseen speaker are harder to
reconstruct by the NN, because some information of the voice attributes, e.g.
pitch and timbre, cannot be easily derived from the mouth movements only.

From the results of the AO models, we observe that, generally, visual
information helps in improving systems performance. The widest gap be-
tween the AV-SE systems and the respective AO-SE ones is reported for the
seen speakers case. However, for unseen speakers, we see no significant im-
provements in terms of estimated speech quality, but for estimated speech
intelligibility, the AV models are, on average, slightly better than the respec-
tive AO models. The performance difference between AO and AV models is
mostly notable at low SNRs, with a gain of about 5 dB (cf. [26]).

The results for the unseen noise type (SSN) in isolation have not been
reported due to space limitations, but can be found in [26]. All the systems
show reasonable generalisation performance to this noise type with an im-
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provement over the noisy signals similar to the one observed for the seen BBL
noise type in terms of ESTOI.

Overall, the three best approaches among the ones investigated are LSA-
DM, STSA-MA, and PSSA-MA.

5 Conclusion

In this study, we proposed a new taxonomy to have a uniform terminol-
ogy that links classical speech enhancement methods with more recent tech-
niques, and investigated several training targets and objective functions for
audio-visual speech enhancement. We used a deep-learning-based frame-
work to directly and indirectly learn the short time spectral amplitude of
the target speech in different domains. The mask approximation approaches
and the direct estimation of the log magnitude spectrum are the methods
that perform the best. In contrast to the results for audio-only speech en-
hancement, the use of a phase-aware mask is not as effective in improving
estimated intelligibility especially at low SNRs.
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A Supplementary Material

This appendix shows extended experiments, but it is not formally part of the
publication.

Table A.3: Convolutional layers of the audio and video encoders.

Video Encoder Audio Encoder

Layer Filters Kernel Stride Filters Kernel Stride

1 128 5×5 1×1 64 5×5 2×2
2 128 5×5 1×1 64 4×4 2×1
3 256 3×3 1×1 128 4×4 2×2
4 256 3×3 1×1 128 2×2 2×1
5 512 3×3 1×1 128 2×2 2×1
6 512 3×3 1×1 128 2×2 2×1

Table A.4: PESQ and ESTOI results in the audio-visual setting where the scores are averaged
across all the SNRs.

PESQ Seen Speakers Unseen Speakers

Noise Type BBL BUS CAF PED STR SSN BBL BUS CAF PED STR SSN

Unproc. 1.32 1.44 1.30 1.30 1.30 1.29 1.31 1.44 1.31 1.30 1.30 1.28

STSA-DM 1.67 1.97 1.77 1.72 1.79 1.58 1.53 1.84 1.64 1.59 1.67 1.50
LSA-DM 1.85 2.22 1.98 1.90 2.03 1.71 1.65 2.05 1.81 1.75 1.88 1.57
MSA-DM 1.65 1.94 1.78 1.72 1.79 1.58 1.52 1.82 1.64 1.60 1.68 1.50
LMSA-DM 1.72 1.95 1.83 1.78 1.86 1.60 1.53 1.77 1.63 1.60 1.67 1.45
PSSA-DM 1.61 1.91 1.71 1.66 1.76 1.60 1.49 1.78 1.58 1.55 1.65 1.51

STSA-IM 1.60 1.90 1.72 1.66 1.73 1.54 1.47 1.78 1.58 1.54 1.62 1.46
LSA-IM 1.71 2.00 1.76 1.72 1.83 1.57 1.56 1.89 1.66 1.62 1.73 1.46
MSA-IM 1.67 1.96 1.78 1.72 1.77 1.56 1.52 1.85 1.64 1.60 1.66 1.48
LMSA-IM 1.78 2.04 1.85 1.79 1.89 1.61 1.58 1.88 1.69 1.64 1.74 1.48
PSSA-IM 1.64 1.96 1.74 1.70 1.79 1.58 1.51 1.83 1.61 1.58 1.67 1.51

STSA-MA 1.84 2.09 1.94 1.90 1.98 1.64 1.64 1.93 1.76 1.72 1.81 1.51
PSSA-MA 1.85 2.19 1.93 1.90 2.02 1.68 1.71 2.07 1.82 1.79 1.92 1.59

ESTOI Seen Speakers Unseen Speakers

Noise Type BBL BUS CAF PED STR SSN BBL BUS CAF PED STR SSN

Unproc. 0.33 0.46 0.38 0.33 0.37 0.33 0.33 0.45 0.37 0.33 0.37 0.32

STSA-DM 0.51 0.62 0.57 0.54 0.57 0.49 0.42 0.57 0.50 0.47 0.51 0.42
LSA-DM 0.52 0.63 0.58 0.55 0.58 0.49 0.42 0.58 0.51 0.48 0.52 0.42
MSA-DM 0.52 0.63 0.58 0.55 0.58 0.50 0.44 0.58 0.51 0.48 0.52 0.44
LMSA-DM 0.54 0.64 0.59 0.57 0.59 0.49 0.44 0.58 0.52 0.48 0.52 0.42
PSSA-DM 0.49 0.61 0.54 0.51 0.54 0.47 0.41 0.56 0.49 0.45 0.49 0.42

STSA-IM 0.51 0.62 0.56 0.53 0.56 0.48 0.42 0.57 0.50 0.47 0.51 0.43
LSA-IM 0.51 0.61 0.56 0.53 0.56 0.48 0.42 0.56 0.49 0.46 0.50 0.40
MSA-IM 0.53 0.63 0.58 0.55 0.58 0.50 0.44 0.58 0.52 0.48 0.52 0.43
LMSA-IM 0.54 0.64 0.59 0.56 0.59 0.50 0.43 0.58 0.51 0.48 0.52 0.41
PSSA-IM 0.49 0.61 0.55 0.51 0.55 0.48 0.42 0.57 0.50 0.46 0.50 0.43

STSA-MA 0.55 0.65 0.60 0.57 0.60 0.52 0.45 0.60 0.53 0.49 0.54 0.44
PSSA-MA 0.50 0.62 0.56 0.52 0.56 0.48 0.44 0.59 0.52 0.48 0.52 0.44
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Table A.5: PESQ and ESTOI results in the audio-visual setting where the scores are averaged
across all the noise types.

PESQ Seen Speakers Unseen Speakers

SNR (dB) -20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20

Unproc. 1.10 1.09 1.08 1.08 1.11 1.20 1.39 1.71 2.14 1.10 1.10 1.09 1.08 1.11 1.20 1.39 1.70 2.13

STSA-DM 1.21 1.27 1.35 1.48 1.65 1.86 2.08 2.31 2.53 1.11 1.13 1.19 1.30 1.48 1.73 1.99 2.24 2.47
LSA-DM 1.17 1.24 1.37 1.57 1.84 2.14 2.45 2.74 3.01 1.12 1.15 1.23 1.37 1.59 1.91 2.25 2.57 2.86
MSA-DM 1.21 1.27 1.36 1.49 1.67 1.87 2.07 2.28 2.47 1.11 1.14 1.20 1.32 1.51 1.75 1.99 2.21 2.41
LMSA-DM 1.20 1.27 1.39 1.56 1.78 2.01 2.18 2.31 2.40 1.12 1.15 1.22 1.34 1.53 1.77 1.98 2.14 2.25
PSSA-DM 1.19 1.24 1.32 1.44 1.61 1.82 2.04 2.25 2.46 1.11 1.13 1.18 1.28 1.45 1.70 1.94 2.17 2.38

STSA-IM 1.19 1.24 1.33 1.45 1.61 1.77 1.95 2.19 2.49 1.10 1.13 1.18 1.28 1.44 1.65 1.87 2.11 2.43
LSA-IM 1.14 1.17 1.25 1.39 1.60 1.89 2.19 2.49 2.77 1.11 1.13 1.17 1.28 1.46 1.72 2.02 2.34 2.64
MSA-IM 1.20 1.26 1.34 1.47 1.64 1.85 2.07 2.30 2.56 1.11 1.13 1.19 1.29 1.47 1.71 1.98 2.24 2.51
LMSA-IM 1.16 1.21 1.32 1.48 1.72 1.99 2.26 2.53 2.77 1.11 1.13 1.19 1.30 1.49 1.76 2.06 2.35 2.61
PSSA-IM 1.23 1.29 1.37 1.50 1.68 1.87 2.05 2.22 2.41 1.13 1.16 1.22 1.33 1.51 1.74 1.96 2.15 2.36

STSA-MA 1.24 1.31 1.42 1.57 1.78 2.02 2.29 2.58 2.88 1.12 1.15 1.21 1.32 1.52 1.81 2.15 2.48 2.80
PSSA-MA 1.21 1.28 1.38 1.54 1.78 2.08 2.40 2.71 2.98 1.14 1.18 1.25 1.38 1.61 1.95 2.31 2.63 2.90

ESTOI Seen Speakers Unseen Speakers

SNR (dB) -20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20

Unproc. 0.04 0.08 0.15 0.24 0.35 0.47 0.58 0.67 0.74 0.04 0.08 0.14 0.23 0.34 0.46 0.57 0.66 0.73

STSA-DM 0.30 0.35 0.41 0.49 0.57 0.64 0.70 0.74 0.77 0.19 0.23 0.29 0.39 0.49 0.59 0.67 0.72 0.76
LSA-DM 0.30 0.35 0.41 0.49 0.58 0.65 0.71 0.76 0.79 0.20 0.24 0.30 0.39 0.49 0.60 0.68 0.73 0.76
MSA-DM 0.31 0.36 0.42 0.49 0.57 0.64 0.70 0.74 0.77 0.20 0.24 0.31 0.40 0.51 0.61 0.68 0.73 0.76
LMSA-DM 0.33 0.37 0.44 0.51 0.60 0.66 0.71 0.75 0.77 0.21 0.25 0.31 0.40 0.51 0.61 0.68 0.72 0.75
PSSA-DM 0.23 0.29 0.36 0.46 0.56 0.64 0.70 0.74 0.77 0.14 0.19 0.27 0.37 0.49 0.60 0.68 0.72 0.76

STSA-IM 0.28 0.33 0.40 0.48 0.56 0.64 0.69 0.74 0.78 0.19 0.23 0.29 0.39 0.50 0.60 0.67 0.72 0.76
LSA-IM 0.29 0.33 0.38 0.46 0.55 0.63 0.70 0.75 0.79 0.19 0.22 0.28 0.36 0.46 0.57 0.66 0.73 0.77
MSA-IM 0.32 0.36 0.42 0.50 0.58 0.65 0.70 0.75 0.78 0.21 0.25 0.31 0.40 0.50 0.60 0.68 0.73 0.77
LMSA-IM 0.32 0.36 0.42 0.50 0.59 0.66 0.72 0.76 0.79 0.20 0.24 0.30 0.38 0.49 0.60 0.68 0.73 0.77
PSSA-IM 0.24 0.29 0.37 0.46 0.56 0.64 0.70 0.75 0.78 0.16 0.21 0.28 0.38 0.50 0.61 0.68 0.73 0.77

STSA-MA 0.35 0.39 0.45 0.52 0.60 0.67 0.72 0.77 0.80 0.22 0.26 0.32 0.41 0.51 0.62 0.70 0.75 0.78
PSSA-MA 0.24 0.29 0.36 0.46 0.57 0.66 0.72 0.77 0.80 0.17 0.22 0.29 0.40 0.52 0.63 0.70 0.75 0.79
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Table A.6: PESQ and ESTOI results in the audio-only setting where the scores are averaged
across all the noise types.

PESQ Seen Speakers Unseen Speakers

SNR (dB) -20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20

Unproc. 1.10 1.09 1.08 1.08 1.11 1.20 1.39 1.71 2.14 1.10 1.10 1.09 1.08 1.11 1.20 1.39 1.70 2.13

STSA-DM 1.11 1.14 1.20 1.32 1.51 1.74 1.97 2.21 2.44 1.11 1.13 1.19 1.30 1.49 1.72 1.95 2.18 2.40
LSA-DM 1.10 1.14 1.22 1.37 1.61 1.94 2.28 2.60 2.87 1.10 1.14 1.21 1.34 1.58 1.89 2.22 2.52 2.77
MSA-DM 1.10 1.14 1.20 1.33 1.51 1.74 1.96 2.17 2.37 1.11 1.13 1.19 1.31 1.49 1.72 1.94 2.15 2.34
LMSA-DM 1.09 1.12 1.18 1.32 1.54 1.82 2.08 2.29 2.42 1.10 1.12 1.18 1.30 1.52 1.78 2.01 2.19 2.31
PSSA-DM 1.12 1.16 1.23 1.35 1.55 1.77 2.01 2.24 2.45 1.11 1.14 1.21 1.32 1.50 1.74 1.98 2.20 2.41

STSA-IM 1.10 1.14 1.20 1.32 1.50 1.71 1.95 2.23 2.57 1.10 1.13 1.18 1.29 1.47 1.69 1.92 2.20 2.54
LSA-IM 1.09 1.11 1.15 1.25 1.43 1.70 2.02 2.36 2.70 1.09 1.11 1.15 1.25 1.42 1.69 2.01 2.34 2.67
MSA-IM 1.11 1.14 1.21 1.34 1.56 1.83 2.10 2.36 2.63 1.11 1.14 1.20 1.32 1.53 1.80 2.08 2.34 2.61
LMSA-IM 1.09 1.11 1.16 1.28 1.47 1.71 1.97 2.21 2.43 1.09 1.11 1.17 1.27 1.46 1.70 1.95 2.17 2.38
PSSA-IM 1.13 1.17 1.25 1.39 1.60 1.83 2.05 2.27 2.51 1.13 1.16 1.23 1.36 1.56 1.80 2.02 2.23 2.47

STSA-MA 1.09 1.12 1.17 1.27 1.47 1.76 2.11 2.47 2.82 1.10 1.12 1.17 1.26 1.45 1.75 2.10 2.45 2.80
PSSA-MA 1.13 1.17 1.24 1.38 1.62 1.96 2.34 2.68 2.98 1.12 1.16 1.23 1.36 1.61 1.96 2.33 2.65 2.94

ESTOI Seen Speakers Unseen Speakers

SNR (dB) -20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20

Unproc. 0.04 0.08 0.15 0.24 0.35 0.47 0.58 0.67 0.74 0.04 0.08 0.14 0.23 0.34 0.46 0.57 0.66 0.73

STSA-DM 0.10 0.17 0.27 0.39 0.51 0.61 0.68 0.73 0.77 0.10 0.16 0.25 0.37 0.50 0.60 0.68 0.72 0.76
LSA-DM 0.11 0.17 0.26 0.38 0.51 0.62 0.69 0.74 0.78 0.11 0.17 0.25 0.36 0.49 0.60 0.68 0.73 0.76
MSA-DM 0.11 0.18 0.28 0.40 0.52 0.61 0.68 0.73 0.77 0.11 0.17 0.26 0.38 0.50 0.60 0.68 0.72 0.76
LMSA-DM 0.11 0.17 0.26 0.38 0.51 0.61 0.68 0.73 0.76 0.11 0.16 0.25 0.36 0.49 0.60 0.67 0.72 0.74
PSSA-DM 0.10 0.17 0.27 0.40 0.53 0.62 0.69 0.74 0.77 0.10 0.16 0.25 0.38 0.51 0.61 0.68 0.73 0.76

STSA-IM 0.11 0.18 0.28 0.40 0.52 0.62 0.69 0.74 0.78 0.10 0.17 0.26 0.38 0.50 0.60 0.68 0.73 0.77
LSA-IM 0.09 0.15 0.24 0.35 0.47 0.58 0.67 0.73 0.78 0.09 0.15 0.23 0.34 0.46 0.57 0.66 0.72 0.77
MSA-IM 0.11 0.18 0.28 0.41 0.53 0.63 0.69 0.74 0.78 0.11 0.18 0.27 0.39 0.51 0.61 0.69 0.73 0.77
LMSA-IM 0.10 0.16 0.25 0.37 0.49 0.60 0.68 0.73 0.77 0.10 0.16 0.24 0.35 0.47 0.58 0.67 0.72 0.76
PSSA-IM 0.10 0.17 0.27 0.40 0.52 0.62 0.70 0.75 0.78 0.10 0.16 0.25 0.38 0.50 0.61 0.69 0.73 0.77

STSA-MA 0.11 0.18 0.27 0.39 0.51 0.62 0.70 0.75 0.79 0.11 0.17 0.26 0.37 0.50 0.61 0.69 0.74 0.78
PSSA-MA 0.11 0.18 0.27 0.40 0.53 0.64 0.71 0.76 0.80 0.10 0.17 0.26 0.38 0.51 0.63 0.70 0.75 0.79
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1. Introduction

Abstract

Humans tend to change their way of speaking when they are immersed in a noisy en-
vironment, a reflex known as Lombard effect. Current speech enhancement systems
based on deep learning do not usually take into account this change in the speak-
ing style, because they are trained with neutral (non-Lombard) speech utterances
recorded under quiet conditions to which noise is artificially added. In this paper, we
investigate the effects that the Lombard reflex has on the performance of audio-visual
speech enhancement systems based on deep learning. The results show that a gap
in the performance of as much as approximately 5 dB between the systems trained
on neutral speech and the ones trained on Lombard speech exists. This indicates the
benefit of taking into account the mismatch between neutral and Lombard speech in
the design of audio-visual speech enhancement systems.

1 Introduction

Background noise can make vocal communication hard, because it degrades
the speech of interest. However, speakers instinctively react to the presence
of background noise and change their speaking style to maintain their speech
intelligible. This reflex is known as Lombard effect [1], and it is characterised,
acoustically, by an increase in speech sound level [2], a longer word duration
[3], and modifications of the speech spectrum [2], and, visually, by a speech
hyper-articulation [4].

In particularly challenging situations, e.g. when the listener is hearing
impaired and the noise level is high, this natural change of speaking style
might not suffice to guarantee an effective communication. Hence, there is a
need to reduce the negative effects of background noise on speech quality and
intelligibility with speech enhancement (SE) techniques. SE is important in
several applications, and proposed approaches range from classical statistical
model-based methods [5], to deep-learning-based ones [6]. These techniques
use only audio signals to perform enhancement, and we refer to them as
audio-only SE (AO-SE) systems.

During speech production, the movements of some articulatory organs,
e.g. lips and jaw, might be visible to the listener, enhancing speech perception
[7, 8]. Exploiting the information conveyed by these visual cues, which are
independent of the acoustical environment where SE systems operate, leads
to systems that are more robust than the AO-SE ones to background noise.
This has already been shown in early work on audio-visual SE (AV-SE) [9].
More complex frameworks have been proposed later, e.g. [10], in which a
voice activity detector and phoneme-specific methods are used to estimate
noise and clean speech statistics for a visually derived Wiener filter. Very
recently, deep-learning-based techniques have also been adopted to solve the
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AV-SE task [11–14].
AV-SE systems are likely to be deployed in acoustic situations where AO-

SE systems underperform or fail, e.g. in situations where the background
noise level is high and the Lombard effect is clearly present. In other words,
the typical input to AV-SE systems is Lombard speech in noise. However, ex-
isting SE systems usually ignore this effect, being trained with clean speech
signals recorded in quiet to which noise is artificially added. The mismatch
between the neutral and the Lombard speaking styles can lead to sub-optimal
performance of audio-only-based speaker [15] and speech recognition [2] sys-
tems. Only a few works investigate the impact of the Lombard effect on vi-
sual [16, 17] and audio-visual [16] automatic speech recognition, but, to the
best knowledge of the authors, no studies have been conducted for AV-SE
systems.

The aim of the current paper is to examine to which extent a deep-
learning-based AV-SE system trained on neutral speech can effectively en-
hance Lombard speech. This is important to understand, because if such a
system can model well Lombard speech, then there is no need to include in
the training procedure speech recorded in Lombard conditions, which is usu-
ally hard to obtain. Specifically, we are interested in answering the following
research questions:

1. Is an AV-SE system trained on neutral speech able to improve Lombard
speech?

2. Does a performance gap exist between a system trained on Lombard
speech and a system trained on neutral speech when tested on Lombard
speech from speakers that have been observed during training (seen
speakers)?

3. Is a performance gap still present for speakers that have not been ob-
served during training (unseen speakers)?

The last two questions are relevant to understand the impact of inter-speaker
differences of Lombard speech on SE. We expect that the system trained on
Lombard speech enhances the Lombard speech of a seen speaker better than
the system trained on neutral speech, because it should model well the Lom-
bard speaking style of that speaker. However, the system trained on Lombard
speech may have difficulties in generalising to unseen speakers, because the
characteristics of the Lombard speech of one person might significantly differ
from the characteristics of the Lombard speech of another person [2, 17].
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2 Audio-Visual Corpus and Noise Data

The dataset used in this study is the English language Lombard GRID cor-
pus [18], consisting of audio and visual (frontal and profile view1) recordings
from 54 subjects (24 males and 30 females). The audio and video channels are
temporally aligned. Each speaker is recorded, while pronouncing 50 unique
six-word sentences, whose syntax is identical to the one in GRID [19], in each
of two conditions: non-Lombard (NL) and Lombard (L). In the condition NL,
the speakers are recorded with a microphone placed at 30 cm in front of their
mouth and two cameras mounted on a helmet worn by them. The condition
L replicates the same setup, but it simulates the Lombard effect by present-
ing speech shaped noise (SSN) at a level of 80 dB sound pressure level (SPL)
through headphones. In addition, the speakers are provided with a carefully
adjusted self-monitoring feedback, while reading aloud some sentences to a
listener, who asks to repeat the utterances from time to time in order to sim-
ulate possible miscomprehensions of speech in noise. This scenario allows
to take into account the two factors responsible for the Lombard adaptation:
first, speakers tend to regulate their vocal effort based on the auditory feed-
back, i.e. they involuntarily react to the perceived level of their own speech
[17]; secondly, they change their speaking style to communicate better with
others [20, 21].

The impact of the noise type on the Lombard effect is currently unclear.
While some studies have found no evidence to support a systematic ac-
tive response of speakers to the spectral characteristics of the noise [22, 23],
Hansen and Varadarajanare [15] indicate the presence of differences across
noise types in the way that Lombard effect occurs. Following this finding, we
use SSN, since this is the noise type that was presented to the speakers of the
Lombard GRID corpus. The noise was generated as reported in [24].

The audio-visual corpus and the noise data are used to build training,
validation and test sets as explained in Sec. 4.

3 Methods

The goal of many SE systems is to estimate the clean signal x(n), given a
mixture y(n) = x(n) + d(n), where d(n) is an additive noise signal and n
denotes the discrete-time index. Usually, the SE problem is tackled in the
time-frequency (TF) domain, where the additive noise model is expressed as
Y(k, l) = X(k, l) + D(k, l), with k indicating the frequency bin index, l denot-
ing the time frame index, and Y(k, l), X(k, l), and D(k, l) being the short-time
Fourier transform (STFT) coefficients of y(n), x(n), and d(n), respectively.

1In this study, the audio and the frontal view video recordings are used.
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Since the estimation of the phase of the clean STFT coefficients, X(k, l), with
a neural network is hard [25], enhancement can be performed by estimating
Ak,l = |X(k, l)| from Rk,l = |Y(k, l)|. The time-domain signal is obtained
using the estimated clean magnitude spectrum and the noisy phase in an
inverse STFT procedure.

In this study, we use a mask approximation (MA) approach, where a
neural network is trained to learn the ideal amplitude mask (IAM), defined
as MIAM

k,l =
Ak,l
Rk,l

, with the following objective function:

J =
1

TF ∑
k,l

(
MIAM

k,l − M̂k,l
)2, (B.1)

where M̂k,l is the output of the network, k ∈ {1, . . . , F}, l ∈ {1, . . . , T}, and
TF is the size of the training target. This objective function showed best per-
formance in several conditions in a comparison study [26], where a range of
targets and cost functions, used to train a deep-learning-based AV-SE system,
are investigated.

3.1 Preprocessing

The audio signals, which have a sample rate of 16 kHz, are peak-normalised
to 1 per signal. Then, a 640-point STFT is applied, using a 640-sample-long
Hamming window and a hop size of 160 samples. Due to spectral symmetry,
we consider only the 321 bins that cover the positive frequencies.

To preprocess the video signals, resampled at a frame rate of 25 fps, we
make use of the detection and alignment algorithms implemented in the dlib
toolkit [27]. In particular, for each frame we detect the face with a linear
support vector machine (SVM) on histogram of oriented gradients (HOG)
features, and track it across the frames with a Kalman filter. Then, the de-
tected face is aligned using 5 landmark points that identify the corners of the
eyes and the bottom of the nose and scaled to 256 × 256 pixels. Finally, the
128 × 128-pixel region around the mouth is extracted.

3.2 Architecture and Training Procedure

The neural network architecture, inspired by [12] and identical to [26], con-
sists of four blocks: a video encoder, an audio encoder, a fusion subnetwork,
and an audio decoder.

The video encoder takes as input 5 consecutive grayscale frames of the
mouth region, corresponding to 200 ms. Six convolutional layers are applied,
and each of them is followed by: leaky-ReLU activation, batch normalisation,
2×2 strided max-pooling with a 2×2 kernel, and dropout with a probability
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of 25%. The audio encoder is fed with a 20-frame-long magnitude spec-
trogram, corresponding to 200 ms, and consists of 6 convolutional layers,
followed by leaky-ReLU activation and batch normalisation. Further details
regarding the convolutional layers of the encoders are shown in Table B.1.
The inputs of the encoders are normalised to have zero mean and unit vari-
ance based on the training set statistics.

Table B.1: Convolutional layers of the audio and video encoders. For the video encoder, a 1×1
stride is always applied.

Video Encoder Audio Encoder

Layer # Filters Kernel # Filters Kernel Stride

1 128 5×5 64 5×5 2×2
2 128 5×5 64 4×4 2×1
3 256 3×3 128 4×4 2×2
4 256 3×3 128 2×2 2×1
5 512 3×3 128 2×2 2×1
6 512 3×3 128 2×2 2×1

The outputs of the encoders are concatenated and fed into the fusion sub-
network, consisting of 3 fully connected layers, the first 2 with 1312 neurons
and the last one with 3840. A leaky-ReLU activation is used for all the layers.

The audio decoder takes as input the result vector of the fusion subnet-
work and processes it with 6 transposed convolutional layers that mirror the
audio encoder ones. The architecture has 3 skip connections between layers
1, 3, and 5 of the audio encoder and the corresponding layers of the decoder.
The output layer uses ReLU activation. In the end, a 321×20 mask matrix,
which estimates the IAM, is obtained. The target values are clipped between
0 and 10 [28].

After the initialisation of the weights with the Xavier approach, the net-
work is trained for 50 epochs adopting the Adam optimiser, with the objective
function in Eq. (B.1), a batch size of 64 and an initial learning rate of 4 · 10−4.
The network is evaluated on the validation set every epoch, and the learning
rate is halved, if the validation loss increases. For testing, we use the network
that performs the best on the validation set across the 50 epochs to avoid
overfitting issues.

Besides this AV-SE system, we also train an AO-SE and a video-only SE
(VO-SE) architectures, obtained by removing the video encoder or the audio
encoder, respectively, from the AV-SE system.

3.3 Audio-Visual Speech Enhancement

The enhancement of the noisy signals is performed in three steps. First,
the preprocessed non-overlapping audio and video (or only one of the two
modalities when AO-SE and VO-SE architectures are used) sequences are
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forward propagated through the network. Then, the resulting masks M̂k,l
are concatenated and point-wise multiplied with the complex-valued STFT
spectrogram of the mixture. Finally, the enhanced signals are reconstructed
with the inverse STFT.

4 Experiments

This section describes the experimental setup and the evaluation measures
used in this study. The training, validation and test data have been allocated
differently between the seen and the unseen speaker cases, since the amount
of speech material available to train deep-learning-based systems is relatively
small.

4.1 Seen Speaker Case

Each person may exhibit a different Lombard speaking style [2, 17]. Mod-
elling these differences could be performed by training several speaker-de-
pendent SE systems. However, this choice requires a large amount of speech
data for each speaker. Instead, we adopt a multi-speaker setup and train one
AV-SE system with 54 speakers for each of the two conditions of the database,
L and NL, obtaining two models, AV-L and AV-NL, respectively.

For AV-L, the utterances of the database recorded in condition L are ran-
domly shuffled and organised into: a test set with 10 utterances for each
speaker; a validation set consisting of 5 utterances per speaker; and a train-
ing set with the remaining material.

For AV-NL, the training and validation sets are arranged by picking the
neutral utterances corresponding to the Lombard utterances used for the
training and validation of AV-L. The test set is the same as the one used
for AV-L, because we are interested in investigating the enhancement poten-
tial of AV-NL in condition L and compare it with the AV-L performance. We
also train two VO-SE systems, for the conditions L and NL, and two AO-SE
systems, for the conditions L and NL, obtaining four additional models: VO-
L, VO-NL, AO-L, and AO-NL, respectively. This should be considered as an
additional aspect to the research questions introduced in Sec. 1, which allows
us to understand the contribution of each modality to the enhancement of
Lombard speech.

4.2 Unseen Speaker Case

Generalisation of SE systems to unseen speakers is important, especially
in applications where it is hard to collect speech data to train a speaker-
dependent system. For this reason, we want to examine whether a system
trained with Lombard speech can generalise well, i.e. better than a system
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trained on neutral speech, to the Lombard speech of an unseen speaker. We
perform a 6-fold cross-validation by training 6 AV-SE systems on utterances
in condition L (5 per speaker for validation and the rest for training) of 45
speakers, and testing them on utterances in condition L of 9 unseen speakers
(4 males and 5 females). We refer to each of these models as AV-L*. The same
procedure is applied for training and validation of 6 AV-SE systems using the
corresponding utterances recorded in condition NL. The obtained models are
denoted as AV-NL*.

All the models used in this study are summarised in Table B.2.

Table B.2: Models used in this study for the seen and the unseen (indicated with a *) speaker
cases.

Training Material
Modality Non-Lombard Speech Lombard Speech

Vision VO-NL VO-L
Audio AO-NL AO-L

Audio-visual AV-NL / AV-NL* AV-L / AV-L*

4.3 Additive Noise Levels

To construct the training, the validation, and the test sets for all the models,
the speech signals from the Lombard GRID database are mixed with additive
SSN at 6 signal to noise ratios (SNRs), in uniform steps between -20 dB and
5 dB. The SNR range has been chosen due to the following considerations:

1. Current SE systems are trained on noisy signals in which noise is added
to the clean signals at several SNRs to ensure robustness to different
noise levels. For this reason, we do not train SNR-specific systems.

2. In the Lombard GRID database, the energy difference between Lom-
bard and neutral utterances is between 3 dB and 13 dB [17]. If we
assume that the listener is immersed in SSN at 80 dB SPL, like in the
recording conditions of the Lombard GRID database, and that the con-
versational speech level is between 60 and 70 dB SPL [29, 30], the SNR
is between -17 dB and 3 dB. The slightly wider SNR range used in the
experiments (between -20 dB and 5 dB) is chosen to take into account
the possible speech level variations due to the distance of the listener
from the speaker.

4.4 Evaluation Metrics

The performance of all the models are evaluated in terms of two objective
measures, namely perceptual evaluation of speech quality (PESQ) [31] as im-
plemented in [5], and extended short-time objective intelligibility (ESTOI)
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[32], because they are good estimators of speech quality and intelligibility,
respectively. PESQ ranges from -0.5 to 4.5, where high values correspond to
high speech quality. For ESTOI, whose range is practically between 0 and 1,
higher scores correspond to higher speech intelligibility.

5 Results and Discussion

Figs. B.1 and B.2 show the PESQ and the ESTOI scores, respectively, for the
seen speaker case. It can be seen that all the models improve the mixtures in
terms of both estimated speech quality and intelligibility at all SNRs.

Fig. B.1: PESQ scores for the seen speaker case. Unproc. refers to the unprocessed signals.

Regarding PESQ (Fig. B.1), AV-L performs slightly better than AV-NL at
-20 dB SNR, but the gap between the two models become larger when the
SNR increases. The PESQ performance of the AV-L system at a particular
SNR is almost as high as that of the AV-NL system at an SNR of 5 dB higher.
This makes it clear that training a model with speech recorded in condition
L is beneficial. The VO-L and the AO-L systems also outperform their NL
counterparts, with a smaller performance gap.

The ESTOI performance (Fig. B.2) shows a similar trend, with L models
outperforming the corresponding NL ones. In this case, the performance dif-
ference is substantial even at very low SNRs, where the SNR gain as defined
above is slightly less than 5 dB. As expected, the contribution of vision to
intelligibility is higher at low SNRs. Interestingly, the gap between VO-NL
and VO-L is larger than the one between AO-NL and AO-L, suggesting that
visual differences between the two speaking styles have a higher impact on
intelligibility enhancement than acoustic differences.
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Fig. B.2: ESTOI scores for the seen speaker case. Unproc. refers to the unprocessed signals.

Fig. B.3: PESQ and ESTOI scores for the unseen speaker case. Unproc. refers to the unprocessed
signals.

The results for the unseen speaker case are shown in Fig. B.3. The perfor-
mance of AV-L* is always better than AV-NL* at all the SNRs in terms of both
PESQ and ESTOI. As observed in the seen speaker case, the major PESQ im-
provements are reported at high SNRs, where the performance gap between
AV-NL* and AV-L* is substantial. Regarding ESTOI, the difference between
AV-NL* and AV-L* is smaller than the one observed in the seen speaker case.
This can be explained by potential difficulties in modelling the inter-speaker
variations of the Lombard speaking style. However, the performance gap
between the two models is still evident, especially between -10 dB and 0 dB
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SNRs, indicating the benefit of using Lombard speech for training.

6 Conclusion

This paper investigated the impact of Lombard effect on audio-visual speech
enhancement. For this purpose, the Lombard GRID database containing the
recordings of 54 different speakers in both Lombard and non-Lombard con-
ditions has been used to train and test deep-learning-based speech enhance-
ment systems. From the results of the experiments, the following conclusions
can be drawn:

1. A network trained on neutral speech is able to improve noisy Lombard
speech in terms of both estimated speech quality and intelligibility.

2. When the models are evaluated on seen speakers, the gap in the per-
formance between the systems trained on neutral speech and the ones
trained on Lombard speech indicates a benefit of as much as 5 dB if
Lombard speech is used during training.

3. When the models are evaluated on unseen speakers, the performance
difference between the systems trained on neutral speech and the sys-
tems trained on Lombard speech is smaller than the one observed in
the seen speakers scenario, but it still suggests the advantage of train-
ing speech enhancement systems with Lombard speech.

This study showed that the Lombard effect has an impact on the performance
of audio-visual speech enhancement systems and that the mismatch between
neutral and Lombard speech should be taken into account in the design of
these systems. Future works include listening tests to confirm the findings
obtained with objective measures of speech quality and speech intelligibility.
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1. Introduction

Abstract

When speaking in presence of background noise, humans reflexively change their
way of speaking in order to improve the intelligibility of their speech. This reflex
is known as Lombard effect. Collecting speech in Lombard conditions is usually
hard and costly. For this reason, speech enhancement systems are generally trained
and evaluated on speech recorded in quiet to which noise is artificially added. Since
these systems are often used in situations where Lombard speech occurs, in this work
we perform an analysis of the impact that Lombard effect has on audio, visual and
audio-visual speech enhancement, focusing on deep-learning-based systems, since
they represent the current state of the art in the field.

We conduct several experiments using an audio-visual Lombard speech corpus
consisting of utterances spoken by 54 different talkers. The results show that train-
ing deep-learning-based models with Lombard speech is beneficial in terms of both
estimated speech quality and estimated speech intelligibility at low signal to noise
ratios, where the visual modality can play an important role in acoustically challeng-
ing situations. We also find that a performance difference between genders exists due
to the distinct Lombard speech exhibited by males and females, and we analyse it in
relation with acoustic and visual features. Furthermore, listening tests conducted
with audio-visual stimuli show that the speech quality of the signals processed with
systems trained using Lombard speech is statistically significantly better than the one
obtained using systems trained with non-Lombard speech at a signal to noise ratio of
−5 dB. Regarding speech intelligibility, we find a general tendency of the benefit in
training the systems with Lombard speech.

1 Introduction

Speech is perhaps the most common way that people use to communicate
with each other. Often, this kind of communication is harmed by several
sources of disturbance that may have different nature, such as the presence of
competing speakers, the loud music during a party, and the noise inside a car
cabin. We refer to the sounds other than the speech of interest as background
noise.

Background noise is known to affect two attributes of speech: intelligibility
and quality [1]. Both of these aspects are important in a conversation, since
poor intelligibility makes it hard to comprehend what a speaker is saying and
poor quality may affect speech naturalness and listening effort [1]. Humans
tend to tackle the negative effects of background noise by instinctively chang-
ing the way of speaking, their speaking style, in a process known as Lombard
effect [2, 3]. The changes that can be observed vary widely across individuals
[4, 5] and affect multiple dimensions: acoustically, the average fundamental
frequency (F0) and the sound energy increase, the spectral tilt flattens due to
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an energy increment at high frequencies and the centre frequency of the first
and second formant (F1 and F2) shifts [4, 6]; visually, head and face motion
are more pronounced and the movements of the lips and jaw are amplified
[7–9]; temporally, the speech rate changes due to an increase of the vowel
duration [4, 10].

Although Lombard effect improves the intelligibility of speech in noise
[11, 12], effective communication might still be challenged by some particu-
lar conditions, e.g. the hearing impairment of the listener. In these situations,
speech enhancement (SE) algorithms may be applied to the noisy signal aim-
ing at improving speech quality and speech intelligibility. In the literature,
several SE techniques have been proposed. Some approaches consider SE as
a statistical estimation problem [1], and include some well-known methods,
like the Wiener filtering [13] and the minimum mean square error estimator
of the short-time magnitude spectrum [14]. Many improved methods have
been proposed, which primarily distinguish themselves by refined statistical
speech models [15–17] or noise models [1, 18]. These techniques, which make
statistical assumptions on the distributions of the signals, have been reported
to be largely unable to provide speech intelligibility improvements [19, 20].
As an alternative, data-driven techniques, especially deep learning, make less
strict assumptions on the distribution of the speech, of the noise or on the
way they are mixed: a learning algorithm is used to find a function that best
maps features from degraded speech to features from clean speech. Over
the years, the speech processing community has put a considerable effort
into designing training targets and objective functions [21–24] for different
neural network models, including deep neural networks [25, 26], denoising
autoencoders [27], recurrent neural networks [28], fully convolutional neural
networks [29], and generative adversarial networks [30]. These methods rep-
resent the current state of the art in the field [31], and since they use only
audio signals, we refer to them as audio-only SE (AO-SE) systems.

Previous studies show that observing the speaker’s facial and lip move-
ments contributes to speech perception [32–34]. This finding suggests that
a SE system could tolerate higher levels of background noise, if visual cues
could be used in the enhancement process. This intuition is confirmed by
a pioneering study on audio-visual SE (AV-SE) by Girin et al. [35], where
simple geometric features extracted from the video of the speaker’s mouth
are used. Later, more complex frameworks based on classical statistical ap-
proaches have been proposed [36–38], and very recently deep learning meth-
ods have been used for AV-SE [39–44].

It is reasonable to think that visual features are mostly helpful for SE when
the speech is so degraded that AO-SE systems achieve poor performance, i.e.
when background noise heavily dominates over the speech of interest. Since
in such acoustical environment spoken communication is particularly hard,
we can assume that the speakers are under the influence of Lombard effect.
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In other words, the input to SE systems in this situation is Lombard speech.
Despite this consideration, state-of-the-art SE systems do not take Lombard
effect into account, because collecting Lombard speech is usually expensive.
The training and the evaluation of the systems are usually performed with
speech recorded in quiet and afterwards degraded with additive noise. Pre-
vious works show that speaker [45] and speech recognition [4] systems that
ignore Lombard effect achieve sub-optimal performance, also in visual [5, 46]
and audio-visual settings [46]. It is therefore of interest to conduct a similar
study also in a SE context.

With the objective of providing a more extensive analysis of the impact
of Lombard effect on deep-learning-based SE systems, the present work ex-
tends a preliminary study [47], providing the following novel contributions.
First, new experiments are conducted, where deep-learning-based SE sys-
tems trained with Lombard or non-Lombard speech are evaluated on Lom-
bard speech using a cross-validation setting to avoid that a potential intra-
speaker variability of the adopted dataset leads to biased conclusions. Then,
an investigation of the effect that the inter-speaker variability has on the sys-
tems is carried out, both in relation to acoustic as well as visual features.
Next, as an example application, a system trained with both Lombard and
non-Lombard data using a wide signal-to-noise-ratio (SNR) range is com-
pared with a system trained only on non-Lombard speech, as it is currently
done for the state-of-the-art models. Finally, especially since existing objec-
tive measures are limited to predict speech quality and intelligibility from the
audio signals in isolation, listening tests using audio-visual stimuli have been
performed. This test setup, which is generally not employed to evaluate SE
systems, is closer to a real-world scenario, where a listener is usually able to
look at the face of the talker.

2 Materials: Audio-Visual Speech Corpus and
Noise Data

The speech material used in this study is the Lombard GRID corpus [48],
which is an extension of the popular audio-visual GRID dataset [49]. It con-
sists of 55 native speakers of British English (25 males and 30 females) that are
between 18 and 30 years old. The sentences pronounced by the talkers adhere
to the syntax from the GRID corpus, six-word sentences with the following
structure: <command> <color*> <preposition> <letter*> <digit*> <adverb>
(Table C.1). The words marked with a * are keywords, whereas the others are
fillers [49].

Each speaker was recorded while reading a unique set of 50 sentences in
non-Lombard (NL) and Lombard (L) conditions (in total, 100 utterances per
speaker). In both cases, the audio signals were recorded with a microphone
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Table C.1: Sentence structure for the Lombard GRID corpus [48]. The ‘*’ indicates a keyword.
Adapted from [49].

Command Colour* Preposition Letter* Digit* Adverb

bin blue at

0–9

again
lay green by A–Z now

place red in (no W) please
set white with soon

placed in front of the speakers, while the video recordings were collected
with two cameras mounted on a helmet to have a frontal and a profile views
of the talkers.

In order to induce the Lombard effect, speech shaped noise (SSN) at 80 dB
sound pressure level (SPL) was presented to the speakers, while they were
reading the sentences to a listener. The presence of a listener, who assured
a natural communication environment by asking the participants to repeat
the utterances from time to time, was needed, because talkers usually adjust
their speech to communicate better with the people they are talking to [6, 50],
a process known as external or public loop [50]. Since talkers tend to regulate
their speaking style also based on the level of their own speech, in what is
generally called internal or private loop [50], the speech signal was mixed with
the SSN at a carefully adjusted level, providing a self-monitoring feedback to
the speakers.

In our study, the audio and the video signals from the frontal camera
were arranged as explained in Section 4 to build training, validation, and test
sets. The audio signals have a sampling rate of 16 kHz. The resolution of the
frontal video stream is 720× 480 pixels with a variable frame rate of around
24 frames per second (FPS). Audio and video signals are temporally aligned.

To generate speech in noise, SSN was added to the audio signals of the
Lombard GRID database. SSN was chosen to match the kind of noise used
in the database, since, as reported by Hansen and Varadarajan [45], Lombard
effect occurs differently across noise types, although other studies [51, 52]
failed to find such an evidence. The SSN we used was generated as in [53],
by filtering white noise with a low-order linear predictor, whose coefficients
were found using 100 random sentences from the Akustiske Databaser for
Dansk (ADFD)1 speech database.

3 Methodology

In this study, we train and evaluate systems that perform spectral SE using
deep learning, as illustrated in Figure C.1. The processing pipeline is in-
spired by Gabbay et al. [40] and the same as the one used in [47]. To have

1https://www.nb.no/sbfil/dok/nst_taledat_dk.pdf
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3. Methodology

Fig. C.1: Pipeline of the audio-visual speech enhancement framework used in this study, adapted
from [40], and identical to [47]. The deep-learning-based system estimates an ideal amplitude
mask from the video of the speaker’s mouth and the magnitude spectrogram of the noisy speech.
The estimated mask is used to enhance the speech in time-frequency domain. STFT indicates
the short-time Fourier transform.

a self-contained exposition, we report the main details of it in this section.
We did not explore the effect of changing the network topology because we
are interested in the performance gap between Lombard and non-Lombard
systems, and, for this, it is essential that the systems which are compared use
exactly the same architecture.

3.1 Audio-Visual Speech Enhancement

We assume to have access to two streams of information: the video of
the talker’s face, and an audio signal, y(n) = x(n) + d(n), where x(n)
is the clean signal of interest, d(n) is an additive noise signal, and n in-
dicates the discrete-time index. The additive noise model presented in
time domain can also be expressed in the time-frequency (TF) domain as
Y(k, l) = X(k, l)+ D(k, l), where Y(k, l), X(k, l), and D(k, l) are the short-time
Fourier transform (STFT) coefficients at frequency bin k and at time frame l of
y(n), x(n), and d(n), respectively. Our models adopt a mask approximation
approach [24], producing an estimate M̂(k, l) of the ideal amplitude mask,
defined as M(k, l) = |X(k, l)|/|Y(k, l)|, with the following objective function:

J =
1

TF ∑
k,l

(
M(k, l)− M̂(k, l)

)2, (C.1)

with k ∈ {1, . . . , F}, l ∈ {1, . . . , T}, and T × F being the dimension of the
training target. Recent preliminary experiments have shown that using this
objective function leads to better performance for AV-SE than competing
methods [24].

3.2 Preprocessing

In this work, each audio signal was peak-normalised. We used a sample rate
of 16 kHz and a 640-point STFT, with a Hamming window of 640 samples
(40 ms) and a hop size of 160 samples (10 ms). Only the 321 bins that cover
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the positive frequencies were used, because of the conjugate symmetry of
the STFT.

Each video signal was resampled at a frame rate of 25 FPS using motion
interpolation as implemented in FFMPEG2. The face of the speaker was de-
tected in every frame using the frontal face detector implemented in the dlib
toolkit [54], consisting of 5 histogram of oriented gradients (HOG) filters and
a linear support vector machine (SVM). The bounding box of the single-frame
detections was tracked using a Kalman filter. The face was aligned based on
5 landmarks using a model that estimated the position of the corners of the
eyes and of the bottom of the nose [54] and was scaled to 256× 256 pixels.
The mouth was extracted by cropping the central lower face region of size
128× 128 pixels.

Each segment of 5 consecutive grayscale video frames spanning a total of
200 ms was paired with the respective 20 consecutive audio frames.

3.3 Neural Network Architecture and Training

The preprocessed audio and video signals, standardised using the mean and
the variance from the training set, were used as inputs to a video and an au-
dio encoders, respectively. Both encoders consisted of 6 convolutional layers
(Table C.2), each of them followed by leaky-ReLU activation functions [55]
and batch normalisation [56]. For the video encoder, also max-pooling and
0.25 dropout [57] were adopted. The fusion of the two modalities was accom-
plished using a sub-network consisting of 2 fully connected layers with 1312
neurons each and another one with 3840 neurons, followed by leaky-ReLU
activations. The 321× 20 estimated mask was obtained with an audio de-
coder having 6 transposed convolutional layers, mirroring the convolutional
layers of the audio encoder, followed by leaky-ReLU activations and a ReLU
activation as output layer. Skip connections between the layers 1, 3, and 5 of
the audio encoder and the corresponding decoder layers were used to avoid
that the bottleneck hindered the information flow [58]. Following the ap-
proach in [21], we limited the values of the training target, M(k, l), in the
[0, 10] interval.

The weights of the network were initialised with the Xavier approach
[59]. The training was performed using the Adam optimiser [60] with the
objective function in Equation (C.1) and a batch size of 64. The learning rate,
initially set to 4 · 10−4, was scaled by a factor of 0.5 when the loss increased
on the validation set. An early stopping technique was used, by selecting the
network that performed the best on the validation set across the 50 epochs
used for training.

2http://ffmpeg.org
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Table C.2: Convolutional layers of the audio and video encoders. Adapted from [47].

Video Encoder Audio Encoder

Layer Filters Kernel Stride Filters Kernel Stride

1 128 5×5 1×1 64 5×5 2×2
2 128 5×5 1×1 64 4×4 2×1
3 256 3×3 1×1 128 4×4 2×2
4 256 3×3 1×1 128 2×2 2×1
5 512 3×3 1×1 128 2×2 2×1
6 512 3×3 1×1 128 2×2 2×1

3.4 Postprocessing

The estimated ideal amplitude mask of an utterance was obtained by con-
catenating the network’s outputs from the processed non-overlapping con-
secutive audio-visual paired segments. The estimated mask was point-wise
multiplied with the magnitude STFT spectrogram of the noisy signal, the
noisy STFT phase was appended, and the result was inverted to get the time-
domain signal with an overlap-add procedure [61, 62].

3.5 Mono-Modal Speech Enhancement

Until now, we only presented AV-SE systems. In order to understand the
relative contribution of the audio and the visual modalities, we also trained
networks to perform mono-modal SE, by removing one of the two encoders
from the neural network architecture, without changing the other explained
settings and procedures. Both AO-SE and video-only SE (VO-SE) systems
estimate a mask and apply it to the noisy speech, but they differ in the signals
used as input.

4 Experiments

The experiments conducted in this study compare the performance of AO-
SE, VO-SE, and AV-SE systems in terms of two widely adopted objective
measures: perceptual evaluation of speech quality (PESQ) [63], specifically
the wideband extension [64] as implemented by Loizou [1], and extended
short-time objective intelligibility (ESTOI) [65]. PESQ scores, used to esti-
mate speech quality, lie between −0.5 and 4.5, where high values correspond
to high speech quality. However, the wideband extension that we use maps
these scores to mean opinion score (MOS) values, on a scale from approxi-
mately 1 to 4.64. ESTOI scores, which estimate speech intelligibility, practi-
cally range from 0 to 1, where high values correspond to high speech intelli-
gibility.

As mentioned before (Section 2), clean speech signals were mixed with
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Table C.3: Models used in this study. The ‘(w)’ is used to distinguish the systems trained with a
wide SNR range from the ones trained with a narrow SNR range.

Training Material

Non-Lombard
Speech

Lombard
Speech

System
Input

Narrow
SNR Range

Wide
SNR Range

Narrow
SNR Range

Wide
SNR Range

Vision VO-NL VO-NL(w) VO-L VO-L(w)

Audio AO-NL AO-NL(w) AO-L AO-L(w)

Audio-Visual AV-NL AV-NL(w) AV-L AV-L(w)

SSN to match the noise type used in the Lombard GRID corpus. Current
state-of-the-art SE systems are trained with signals at several SNRs to make
them robust to various noise levels. We followed a similar methodology and
trained our models with two different SNR ranges, narrow (between −20 dB
and 5 dB) and wide (between −20 dB and 30 dB). We used these two ranges
because on the one hand we would like to assess the performance of SE
systems when Lombard speech occurs, and on the other hand we would like
to have SNR-independent systems, i.e. systems that also work well at higher
SNRs. Such a setup allows us to better understand whether Lombard speech,
which is usually not available because it is hard to collect, should be used
to train SE systems and which are the advantages and the disadvantages of
various training configurations. The models used in this work are shown in
Table C.3.

Similarly to the work by by Marxer et al. [5], the experiments were con-
ducted adopting a multi-speaker setup, where some utterances of several
speakers were used for training and other utterances of the same speakers
(mixed with different realisations of the noise) were used for testing. A
multi-speaker setup was preferred to single-speaker training and speaker-
independent training for the following reasons:

• People may exhibit speech characteristics that differ considerably from
each other when they speak in presence of noise [4, 5]. It is possible
to model these differences by training speaker-dependent systems, but
this requires a large set of Lombard speech for every speaker. Unfor-
tunately, the audio-visual speech corpus that we use, despite being one
of the largest existing audio-visual databases for Lombard speech, only
contains 50 utterances per speaker, which are not enough to train a
deep-learning-based model.

• Our systems were evaluated using speakers observed at training time,
because we are interested in studying the impact of Lombard effect in
isolation from other factors that might pollute the results, such as test
conditions that could be very different from the training data due to the
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limited amount of speakers in the dataset.

The experiments were performed according to a stratified five-fold cross-
validation procedure [66]. Specifically, the data was divided into five folds of
approximately the same size, four of them used for training and validation,
and one for testing. This process was repeated five times for different test
sets in order to evaluate the systems on the whole dataset. Before the split,
the signals were rearranged to have about the same amount of data for each
speaker across the training (∼ 35 utterances), the validation (∼ 5 utterances),
and the test (∼ 10 utterances) sets. This ensured that each fold was a good
representative of the inter-speaker variations of the whole dataset. For some
speakers, some data was missing or corrupted, so we used fewer utterances.
Among the 55 speakers, the recordings from speaker s1 were discarded by
the database collectors due to technical issues, and the data from speaker s51
was used only in the training set, because only 40 of the utterances could be
used. Effectively, 53 speakers were used to evaluate our systems.

4.1 Systems Trained on a Narrow SNR Range

Since we would like to assess the performance of SE systems when Lombard
speech occurs, SSN was added to the speech signals from the Lombard GRID
corpus at 6 different SNRs, in uniform steps between −20 dB and 5 dB. This
choice was driven by the following considerations [47]. Since Lombard and
non-Lombard utterances from the Lombard GRID corpus have an energy dif-
ference between 3 and 13 dB [5], the actual SNR can be computed assuming
that the conversational speech level is between 60 and 70 dB sound pressure
level (SPL) [67, 68] and the noise level at 80 dB SPL, like in the recording con-
ditions of the database. The SNR range obtained in this way is between −17
and 3 dB. In the experiments, we used a slightly wider range because of the
possible speech level variations caused by the distance between the listener
and the speaker.

For all the systems, Lombard speech was used to build the test set, while
for training and validation we used Lombard speech for VO-L, AO-L, and
AV-L, and non-Lombard speech for VO-NL, AO-NL, and AV-NL (Table C.3).

4.1.1 Results and Discussion

Figure C.2 shows the cross-validation results in terms of PESQ and ESTOI for
all the different systems. On average, every model improves the estimated
speech quality and the estimated speech intelligibility of the unprocessed
signals, with the exception of VO-NL at 5 dB SNR, which shows an ESTOI
score comparable with the one of noisy speech. Another general trend that
can be observed is that AV systems outperform the respective AO and VO
systems, an expected result since the information that can be exploited using
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Fig. C.2: Cross-validation results in terms of PESQ and ESTOI for the systems trained on a
narrow SNR range. At every SNR, there are three pairs of coloured bars with error bars, each of
them referring to VO, AO, and AV systems (from left to right). The wide bars in dark colours
represent L systems, while the narrow ones in light colours represent NL systems. The heights
of each bar and the error bars indicate the average scores and the 95% confidence intervals
computed on the pooled data, respectively. The transparent boxes with black edges, overlaying
the bars of the other systems, and the error bars indicate the average scores of the unprocessed
signals (Unproc.) and their 95% confidence intervals, respectively.

two modalities is no less than the information of the single modalities taken
separately.

It is worth noting that VO systems’ performance changes across SNR,
although they do not use the audio signal to estimate the ideal amplitude
mask. This is because the estimated mask is applied to the noisy input signal,
so the performance depends on the noise level of the input audio signal.

PESQ scores show that the performance that can be obtained with AO
systems is comparable with VO systems performance at very low SNRs. Only
for SNR ≥ −10 dB, AO models start to perform substantially better than VO
models. This difference increases with higher SNRs, where gains of even
more than 5 dB in SNR can be observed. Also for ESTOI, this pattern can be
observed when SNR ≥ −10 dB, but for SNR ≤ −15 dB VO systems perform
better than the respective AO systems, especially at −20 dB SNR, where the
gain is approximately 5 dB in SNR. This can be explained by the fact that
the noise level is so high that recovering the clean speech only using the
noisy audio input is very challenging, and that the visual modality provides
a richer information source at this noise level.

For all the modalities, L systems tend to be better than the respective NL
systems. The only exception is AO-NL, which have a higher PESQ score than
AO-L at −20 dB SNR, but this difference is very modest (0.011). AV-L always
outperforms AV-NL in terms of PESQ by a large margin, with more than 5
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Table C.4: Average scores for the systems trained on a narrow SNR range.

PESQ VO-L VO-NL AO-L AO-NL AV-L AV-NL

−20 - 5 dB 1.163 1.113 1.353 1.283 1.446 1.331

ESTOI VO-L VO-NL AO-L AO-NL AV-L AV-NL

−20 - 5 dB 0.372 0.335 0.448 0.423 0.528 0.488

dB SNR gain, if we consider the performance between −20 dB and −10 dB
SNR. For higher SNRs, the gain is about 2.5 dB in SNR. On average (Table
C.4), the performance gap in terms of PESQ between L and NL systems, is
greater for the audio-visual case (0.115) than for the audio-only (0.070) and
the video-only (0.050) cases, meaning that the speaking style mismatch is
more detrimental when both the modalities are used. Regarding ESTOI, the
gap between AV-L and AV-NL (0.040) is still the largest, but the one between
VO-L and VO-NL (0.037) is greater than the gap between AO-L and AO-NL
(0.025): this suggests that the impact of visual differences between Lombard
and non-Lombard speech on estimated speech intelligibility is higher than
the impact of acoustic differences. In general, the gain of training AV systems
with Lombard speech is equivalent to an ESTOI increase over AV systems
trained on non-Lombard speech between 1.5 dB and 2.8 dB in SNR.

These results suggest that training systems with Lombard speech is ben-
eficial in terms of both estimated speech quality and estimated speech intel-
ligibility. This is in line with and extends our preliminary study [47], where
only a subset of the whole database was used to evaluate the models.

4.1.2 Effects of Inter-Speaker Variability

Previous work found a large inter-speaker variability for Lombard speech, es-
pecially between male and female speakers [4]. Here, we investigate whether
this variability affects the performance of SE systems.

Figure C.3 shows the average PESQ and ESTOI scores by gender. Since
the scores are computed on different speech material, it may be hard to make
a direct comparison between males and females by looking at the absolute
performance. Instead, we focus on the gap between L and NL systems av-
eraged across SNRs for same gender. At a first glance, the trends of the
different conditions are as expected: L systems are better than the respective
NL ones, and AV systems outperform AO systems trained with speech of the
same speaking style, in terms of both estimated speech quality and estimated
speech intelligibility. We also notice that the scores of VO systems are worse
than the AO ones, also for ESTOI. This is because we average across all the
SNRs and VO is better than AO only at very low SNRs, but considerably
worse for SNR ≥ −5 dB (Figure C.2).

The difference between L and NL systems is larger for females than it is
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Fig. C.3: Cross-validation results for male and female speakers in terms of PESQ and ESTOI.

Fig. C.4: Mouth aperture (MA) and mouth spreading (MS) from the 4 facial landmarks (black
dots) estimated with the algorithm [73] implemented in the dlib toolkit [54].

for males. This can be observed for all the modalities and it is more noticeable
for AV systems, most likely because they account for both audio and visual
differences. In order to better understand this behaviour, we provide a more
in-depth analysis, investigating the impact that some acoustic and geometric
articulatory features have on estimated speech quality and estimated speech
intelligibility.

We consider three different features that have already been used to study
Lombard speech in previous work [9, 69–71]: F0, mouth aperture (MA) and
mouth spreading (MS). The average F0 for each speaker was estimated with
Praat [72], using the default settings for pitch estimation. The average MA
and MS per speaker were computed from 4 facial landmarks (Figure C.4) ob-
tained with the pose estimation algorithm [73], trained on the iBUG 300-W
database [74], implemented in the dlib toolkit [54]. Since all the videos from
the database show frontal faces, with no drastic changing in pose and illu-
mination, a good landmarks’ estimation can be obtained with this algorithm
(see Figure C.4 for an example).

Let ∆F0, ∆MA, and ∆MS denote the average difference in audio and visual
features, respectively, between Lombard and non-Lombard speech. Similarly,
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Fig. C.5: Scatter plots showing the relationship between the audio/visual features and
PESQ/ESTOI. For each blue circle (for males) and red cross (for females), which refer to a partic-
ular speaker, the y-coordinate indicates the average performance increment of AV-L with respect
to AV-NL in terms of PESQ or ESTOI, while the x-coordinate indicates the average increment
of audio (fundamental frequency) or visual (mouth aperture and mouth spreading) features in
Lombard condition with respect to the respective feature in non-Lombard condition. The lines
show the least-squares fitted lines for male speakers (dashed blue), female speakers (dotted red),
and all the speakers (solid yellow). MA, MS, and F0 indicate mouth aperture, mouth spreading,
and fundamental frequency, respectively.

let ∆PESQ and ∆ESTOI denote the increment in PESQ and ESTOI, respec-
tively, of AV-L with respect to AV-NL. Figure C.5 illustrates the relationship
between ∆F0/∆MA/∆MS and ∆PESQ/∆ESTOI. We notice that, on average,
for each speaker ∆PESQ and ∆ESTOI are both positive, with only one ex-
ception represented by a male speaker, whose ∆ESTOI is slightly less than
0. This indicates that no matter how different the speaking style of a person
is in presence of noise, there is a benefit in training a system with Lombard
speech. Focusing on the range of the features’ variations, most of the speak-
ers have positive ∆MA, ∆MS, and ∆F0. This is in accordance with previous
research, which suggests that in Lombard condition there is a tendency to
amplify lips’ movements and rise the pitch [4, 8, 9]. ∆MA and ∆MS values lie
between −2 and 6 pixels, and between −2 and 4 pixels, respectively, for both
male and female speakers. Regarding the ∆F0 range, it is wider for females,
up to 50 Hz, against the 25 Hz reached by males.

Among the three features considered, ∆F0 is the one that seems to be

87



Paper C.

related the most with ∆PESQ and ∆ESTOI. This can be seen by comparing the
distributions of the circles with the least-squares lines in the plots of Figure
C.5 or by analysing the correlation between PESQ/ESTOI increments and
audio/visual feature increments, using Pearson’s and Spearman’s correlation
coefficients.

Given n pairs of (xi, yi) observations, with i ∈ {1, . . . , n}, from two vari-
ables x and y, whose sample means are denoted as x̄ and ȳ, respectively,
we refer to the Pearson’s correlation coefficient as ρP(x, y). We have that
−1 ≤ ρP(x, y) ≤ 1, where 0 denotes the absence of a linear relationship be-
tween the two variables, and −1 and 1 a perfect positive linear relationship
and a perfect negative linear relationship, respectively. To complement the
Pearson’s correlation coefficient, we also consider the Spearman’s correlation
coefficient, ρS(x, y), defined as [75]:

ρS(x, y) = ρP(rx, ry), (C.2)

where rx and ry indicate rank variables. The advantage of using ranks is that
ρS allows to assess whether the relationship between x and y is monotonic
(not limited to linear).

As shown in Table C.5, for AV systems, ∆F0 has a higher correlation with
∆PESQ (ρP = 0.73, ρS = 0.73) and ∆ESTOI (ρP = 0.81, ρS = 0.77) than ∆MA
and ∆MS. We observe that for female speakers, the correlation between the
features’ increments and the performance measures’ increments is usually
higher, especially when considering ∆MS, suggesting that some inter-gender
difference should be present not only for ∆F0 (whose range is way wider for
females as previously stated), but also for visual features.

In Table C.5 we also report the correlation coefficients for the single
modalities. The correlation of visual features’ increments with ∆PESQ or
∆ESTOI is sometimes higher for AO systems than it is for VO systems. This
might seem counter-intuitive, because AO systems do not use visual infor-
mation. However, correlation does not imply causation [76]: since visual and
acoustic features are correlated [77], it is possible that other acoustic features,
which are not considered in this study even though they might be correlated
with ∆MA and ∆MS, play a role in the enhancement. Similar considerations
can be done for ∆F0, which has a correlation with ∆ESTOI for VO systems
(ρP = 0.77, ρS = 0.77) higher than the one for AO systems (ρP = 0.64,
ρS = 0.60). By looking at the inter-gender differences, we find that, in gen-
eral, the correlation coefficients computed for female speakers are higher than
the ones computed for male speakers, especially when considering ∆MS.

In general, a performance difference between genders exists when L sys-
tems are compared with NL ones, with a gap that is larger for females. This
is unlikely to be caused by the small gender imbalance in the training set (23
males and 30 females). Instead, it is reasonable to assume that this result is
due to the characteristics of the Lombard speech of female speakers, which
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Table C.5: Pearson’s (ρP) and Spearman’s (ρS) correlation coefficients between PESQ/ESTOI
increments and audio/visual feature increments for male speakers (m), female speakers (f), and
all the speakers. MA, MS, and F0 indicate mouth aperture, mouth spreading, and fundamental
frequency, respectively.

ρP ρS
all m f all m f

∆PESQ (VO) - ∆MA .29 .32 .24 .35 .30 .29
∆PESQ (AO) - ∆MA .43 .49 .40 .55 .49 .51
∆PESQ (AV) - ∆MA .57 .59 .56 .65 .52 .66

∆ESTOI (VO) - ∆MA .46 .19 .57 .52 .16 .69
∆ESTOI (AO) - ∆MA .43 .47 .46 .52 .52 .50
∆ESTOI (AV) - ∆MA .57 .53 .65 .67 .47 .72

∆PESQ (VO) - ∆MS .19 −.08 .35 .12 −.03 .31
∆PESQ (AO) - ∆MS .31 .20 .45 .33 .19 .54
∆PESQ (AV) - ∆MS .45 .21 .68 .44 .28 .71

∆ESTOI (VO) - ∆MS .45 −.12 .73 .22 −.21 .62
∆ESTOI (AO) - ∆MS .30 .05 .47 .22 .07 .48
∆ESTOI (AV) - ∆MS .47 .02 .72 .34 −.02 .66

∆PESQ (VO) - ∆F0 .34 .26 .31 .36 .23 .35
∆PESQ (AO) - ∆F0 .62 .53 .58 .61 .52 .61
∆PESQ (AV) - ∆F0 .73 .58 .75 .73 .59 .80

∆ESTOI (VO) - ∆F0 .77 .57 .77 .77 .58 .82
∆ESTOI (AO) - ∆F0 .64 .55 .60 .60 .56 .61
∆ESTOI (AV) - ∆F0 .81 .64 .81 .77 .61 .84

shows a large increment of F0, the feature that correlates the most with the
estimated speech quality and the estimated speech intelligibility increases,
among the ones considered.

4.2 Systems Trained on a Wide SNR Range

The models presented in Section 4.1 have been trained to enhance signals
when Lombard effect occurs, i.e. at SNRs between −20 and 5 dB. However,
from a practical perspective, SNR-independent systems, capable of enhanc-
ing both Lombard and non-Lombard speech, are preferred. There are sev-
eral ways to achieve this goal. For example, it is possible to train a system
(with Lombard speech) that works at low SNRs, and another one (with non-
Lombard speech) that works at high SNRs. This approach requires switch-
ing between the two systems, which can be problematic, because it involves
an online estimation of the SNR. An alternative approach is to train gen-
eral systems with Lombard speech at low SNRs and non-Lombard speech
at high SNRs. We followed this alternative approach, building such systems
and studying their strengths and limitations. We also compared them with
systems trained only with non-Lombard speech for the whole SNR range,
because this is what current state-of-the-art systems do.

The test set was built by mixing additive SSN with Lombard speech at
6 SNRs between −20 and 5 dB, and with non-Lombard speech at 5 SNRs
between 10 and 30 dB. For VO-NL(w), AO-NL(w), and AV-NL(w), only non-
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Fig. C.6: As Figure C.2, but for the systems trained on a wide SNR range.

Lombard speech was used during training, while for VO-L(w), AO-L(w), and
AV-L(w), Lombard speech was used with SNR ≤ 5 dB and non-Lombard
speech with SNR ≥ 10 dB, to match the speaking style of the test set (Table
C.3). The results in terms of PESQ and ESTOI are shown in Figure C.6.

The relative performance of the systems at SNR ≤ 5 dB is similar to the
one observed for the systems trained on a narrow SNR range (Section 4.1):
L(w) systems outperform the respective NL(w) systems, AV performance is
higher than AO and VO performance, and VO is considerably better than
AO only in terms of ESTOI at very low SNRs.

When SNR ≥ 10 dB, NL(w) systems perform better than L(w) systems in
terms of PESQ. The difference is on average (Table C.6) larger for VO (0.070)
than it is for AO (0.028) and AV (0.018). This can be explained by the fact that
it is harder for VO-L(w) to recognise when non-Lombard speech occurs using
only the video of the speaker. However, these performance gaps are smaller
than the ones between L(w) and NL(w) systems at SNR ≤ 5 dB (0.073 for VO,
0.051 for AO, and 0.101 for AV).

Regarding ESTOI at SNR ≥ 10 dB, the difference between AO and AV be-
comes negligible, with VO systems that perform considerably worse. This is
because audio features are more informative than visual ones at high SNRs,
making AO-SE systems already good to recover speech intelligibility. In ad-
dition, the average gaps between NL(w) and L(w) are quite small: 0.002 for
AO and AV, while for VO it is actually −0.019.

In general, at SNR ≤ 5 dB, the systems that use both Lombard and non-
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Table C.6: Average scores for the systems trained on a wide SNR range.

PESQ VO-L(w) VO-NL(w) AO-L(w) AO-NL(w) AV-L(w) AV-NL(w)

−20 - 5 dB 1.153 1.080 1.346 1.295 1.424 1.323
10 - 30 dB 2.348 2.418 3.127 3.155 3.151 3.169

ESTOI VO-L(w) VO-NL(w) AO-L(w) AO-NL(w) AV-L(w) AV-NL(w)

−20 - 5 dB 0.376 0.330 0.442 0.422 0.517 0.483
10 - 30 dB 0.844 0.825 0.927 0.929 0.928 0.930

Lombard speech for training perform better than the ones that only use non-
Lombard speech. At higher SNRs, their PESQ and ESTOI scores are slightly
worse than the ones of the systems trained only with non-Lombard speech.
However, this performance gap is small, and seems to be larger for the esti-
mated speech quality than for the estimated speech intelligibility. The way
we combined non-Lombard and Lombard speech for training seems to be the
best solution for an SNR-independent system, although a small performance
loss may occur at high SNRs.

5 Listening Tests

Although it has been shown that visual cues have an impact on speech per-
ception [32, 34], the currently available objective measures used to estimate
speech quality and speech intelligibility, e.g. PESQ and ESTOI, only take into
account the audio signals. Even when listening tests are performed to eval-
uate the performance of a SE system, visual stimuli are usually ignored and
not presented to the participants [78], despite the fact that visual inputs are
typically available during practical deployment of SE systems.

For these reasons, and in an attempt to evaluate the proposed enhance-
ment systems in a setting as realistic as possible, we performed two listening
tests, one to assess the speech quality and the other to assess the speech in-
telligibility, where all the processed and the unprocessed audio signals from
the Lombard GRID corpus were accompanied by their corresponding visual
stimuli. Both tests were conducted in a silent room, where a MacBookPro11,4
equipped with an external monitor, a sound card (Focusrite Scarlett 2i2) and
a set of closed headphones (Beyerdynamic DT770) was used for audio and
video playback. The multimedia player (VLC media player 3.0.4) was con-
trolled by the subjects with a graphical user interface (GUI) modified from
MUSHRAM [79]. The processed signals used in this test were from the sys-
tems trained on the narrow SNR range previously described (Section 4.1). All
the audio stimuli were normalised according to the two-pass EBU R128 loud-
ness normalisation procedure [80], as implemented in ffmpeg-normalize3, to
guarantee that signals of different conditions were perceived as having the

3https://github.com/slhck/ffmpeg-normalize
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same volume. The subjects were allowed to adjust the general loudness to a
comfortable level during the training session of each test.

5.1 Speech Quality Test

The quality test was carried out by 13 experienced listeners, who volunteered
to be part of the study. The participants were between 26 and 44 years old,
and had self-reported normal hearing and normal (or corrected to normal)
vision. On average, each participant spent approximately 30 minutes to com-
plete the test.

5.1.1 Procedure

The test used the MUlti Stimulus test with Hidden Reference and Anchor
(MUSHRA) [81] paradigm to assess the speech quality on a scale from 0 to
100, divided into 5 equal intervals labelled as bad, poor, fair, good, and excel-
lent. No definition of speech quality was provided to the participants. Each
subject was presented with 2 sequences of 8 trials each, 4 to evaluate the sys-
tems at −5 dB SNR, and 4 to evaluate the systems at 5 dB SNR. Lower SNRs
were not considered to ensure that the perceptual quality assessment was not
influenced too much by the decrease in intelligibility. One trial consisted of
one reference (clean speech signal) and seven other signals to be rated with
respect to the reference: 1 hidden reference, 4 systems under test (AO-L,
AO-NL, AV-L, AV-NL), 1 unprocessed signal, and 1 hidden anchor (unpro-
cessed signal at −10 dB SNR). The participants were allowed to switch at
will between any of the signals inside the same trial. The order of presenta-
tion of both the trials and the conditions was randomised, and signals from
4 different randomly chosen speakers were used for each sequence of trials.

Before the actual test, the participants were trained in a special separate
session, with the purpose of exposing them to the nature of the impairments
and making them familiar with the equipment and the grading system.

5.1.2 Results and Discussion

The average scores assigned by the subjects for each condition are shown in
Figure C.7 in the form of box plots.

Non-parametric approaches are used to analyse the data [82, 83], since the
assumption of normal distribution of the data is invalid, given the number of
participants and their different interpretation of the MUSHRA scale. Specifi-
cally, the paired two-sided Wilcoxon signed-rank test [84] is adopted to deter-
mine whether there exists a median difference between the MUSHRA scores
obtained for two different conditions. Differences in median are considered
significant for p < α/m = 0.0083 (α = 0.05, m = 6), where the significance
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Fig. C.7: Box plots showing the results of the MUSHRA experiments for the signals at−5 dB SNR
(left) and at 5 dB SNR (right). The red horizontal lines and the diamond markers indicate the
median and the mean values, respectively. Outliers (identified according to the 1.5 interquartile
range rule) are displayed as red crosses. Ref. indicates the reference signals.

Table C.7: Interpretation of the effect size (Cliff’s delta, dC). Adapted from [88].

Small Effect Size Medium Effect Size Large Effect Size

0.11 ≤ |dC| < 0.28 0.28 ≤ |dC| < 0.43 0.43 ≤ |dC| ≤ 1

level is corrected with the Bonferroni method to compensate for multiple hy-
potheses tests [76]. The use of p-values as the only analysis strategy has been
heavily criticised [85] because statistical significance can be obtained with a
big sample size [68, 86] even if the magnitude of the effect is negligible [85].
For this reason, we complement p-values with a non-parametric measure of
the effect size, the Cliff’s delta [87]:

dC =
∑m

i=1 ∑n
j=1[xi > yj]−∑m

i=1 ∑n
j=1[xi < yj]

mn
, (C.3)

where xi and yj are the observations of the samples of sizes m and n to be
compared and [P] indicates the Iverson bracket, which is 1 if P is true and 0
otherwise. As reported in Table C.7, we consider the effect size to be small
if 0.11 ≤ |dC| < 0.28, medium if 0.28 ≤ |dC| < 0.43, and large if |dC| ≥ 0.43,
according to the indication by Vargha and Delaney [88]. The p-values and the
effect sizes for the comparisons considered in this study are shown in Table
C.8.

At SNR = −5 dB, a significant (p < 0.0083) medium (0.28 < |dC| < 0.43)
difference exists between Lombard and non-Lombard systems for both the
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Table C.8: p-values (p) and effect sizes (Cliff’s delta, dC) for the MUSHRA experiments. The
significant level (0.0083) for the p-values is corrected with the Bonferroni method.

−5 dB SNR 5 dB SNR

Comparison p dC p dC

AO-L - AO-NL < .0083 .30 .0134 .22
AV-L - AV-NL < .0083 .32 < .0083 .23
AO-L - AV-L .0498 −.14 .7476 .02
AO-NL - AV-NL < .0083 −.21 .8262 −.02
AO-L - Unproc. .0479 .57 < .0083 .74
AV-L - Unproc. .0134 .59 < .0083 .79

audio-only and the audio-visual cases. The increment in quality when us-
ing vision with respect to audio-only systems is perceived by the subjects
(|dC| > 0.11), but it has only a relatively small effect (|dC| < 0.28). This was
expected, since visual cues affect more the intelligibility at low SNRs than
quality, as also shown by objective measures (Figure C.2). More specifically,
for non-Lombard systems, this difference is significant and greater than the
one found for Lombard systems, meaning that vision contributes more when
the enhancement of Lombard speech is performed with systems that were
not trained with it. We can notice that there is a large (|dC| > 0.43) difference
between the unprocessed signals and the version enhanced with Lombard
systems. However, this difference is not significant, probably due to the het-
erogeneous interpretation of the MUSHRA scale by the subjects and their
preference of the different natures of the impairment (presence of noise or
artefacts caused by the enhancement).

At an SNR of 5 dB a small difference between Lombard and non-Lombard
systems is observed, despite being not significant in the audio-only case
(p = 0.0134). At this noise level, audio-visual systems appear to be indis-
tinguishable (|dC| < 0.11) from the respective audio-only systems. This con-
firms the intuition that vision does not help in improving the speech qual-
ity at high SNRs. Finally, the difference between the unprocessed signals
and the respective enhanced versions using Lombard systems is both large
(|dC| > 0.43) and significant (p < 0.0083), which makes it clear that both
AO-L and AV-L improve the speech quality.

5.2 Speech Intelligibility Test

The intelligibility test was carried out by 11 listeners, who volunteered to be
part of the study. The participants were between 24 and 65 years old, and had
self-reported normal hearing and normal (or corrected to normal) vision. On
average, each participant spent approximately 45 minutes to complete the
test.
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Fig. C.8: Percentage of correctly identified words obtained in the listening tests for the colour,
the letter, and the digit fields, averaged across 11 subjects. The mean intelligibility scores for all
the fields are also reported.

5.2.1 Procedure

Each subject was presented with 2 sequences of 80 audio-visual stimuli from
the Lombard GRID corpus: 8 speakers × 4 SNRs (−20, −15, −10, and −5
dB) × 5 processing conditions (unprocessed, AO-L, AO-NL, AV-L, AV-NL).
The participants were asked to listen to each stimulus only once and, based
on what they heard, they had to select the colour and the digit from a list of
options and to write the letter (Table C.1). The order of presentation of the
stimuli was randomised.

Before the actual test, the participants were trained in a special separate
session consisting of a sequence of 40 audio-visual stimuli.

5.2.2 Results and Discussion

The mean percentage of correctly identified keywords as a function of the
SNR is shown in Figure C.8. We can see that among the three fields, the
colour is the easiest word to be identified by the participants. In general,
the following trends can be observed. At low SNRs the intelligibility of the
signals enhanced with AV systems is higher than the intelligibility obtained
with AO systems. This difference substantially diminishes when the SNR
increases. There is no big performance difference between L and NL sys-
tems, but in general AV-L tends to have higher percentage scores than the
other systems. AV-L is also the only system that does not decrease the mean
intelligibility scores for all the fields if compared to the unprocessed signals.

Table C.9 shows Cliff’s deltas and p-values, computed with the paired
two-sided Wilcoxon signed-rank test, as in the MUSHRA experiments.

The effect sizes support the observations made from Figure C.8. Medium
and large differences (|dC| > 0.28) exist between AO and AV systems,
especially at low SNRs. While AO-L and AO-NL are indistinguishable
(|dC| < 0.11) for SNR < −10 dB, there is a medium (0.28 ≤ |dC| < 0.43)
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Table C.9: p-values (p) and effect sizes (Cliff’s delta, dC) for the mean intelligibility scores for all
the keywords obtained in the listening tests.

p SNR

Comparison -20 dB -15 dB -10 dB -5 dB

AO-L - AO-NL .3066 .4688 .0430 .2539
AV-L - AV-NL .0625 .8633 .0742 .1055
AO-L - AV-L .0010 .0117 .5625 .2344
AO-NL - AV-NL .0527 .0430 .3359 .2070
AO-L - Unproc. .0332 .0547 .9004 .1250
AV-L - Unproc. .1270 .0078 .8828 .8828

dC SNR

Comparison -20 dB -15 dB -10 dB -5 dB

AO-L - AO-NL −.08 .06 .31 −.31
AV-L - AV-NL .32 .01 .39 .28
AO-L - AV-L −.91 −.35 −.17 −.34
AO-NL - AV-NL −.32 −.37 −.31 .21
AO-L - Unproc. −.31 .17 −.09 −.26
AV-L - Unproc. .18 .46 0 .08

difference between AV-L and AV-NL, except for −15 dB SNR (dC = 0.01).
Moreover, the intelligibility increase of AV-L over the unprocessed signals is
perceived by the subjects at SNR ≤ −15 dB (|dC| > 0.11).

Regarding the p-values, if we focus on each SNR separately, the difference
between two approaches can be considered significant for p < 0.0083 (cf.
Section 5.1.2). This condition is met only when we compare AO-L with AV-L
at −20 dB SNR and AV-L with the noisy speech at −15 dB SNR.

There are three main sources of variability that most likely prevent the dif-
ferences to be significant. First, the variation in lipreading ability among indi-
viduals is large and does not directly reflect the variation found in auditory
speech perception skills [89]. Secondly, individuals have very different fu-
sion responses to discrepancy in the auditory and visual syllables [90], which
in our case might occur due to the artefacts produced in the enhancement
process. Finally, the participants were not exposed to the same utterances
processed with the different approaches like in MUSHRA. Since the vocab-
ulary set of the Lombard GRID corpus is small and some words are easier
to understand because they contain unambiguous visemes, the intelligibility
scores are affected not only by the various processing conditions, but also by
the different sentences used.

6 Conclusion

In this paper, we presented an extensive analysis of the impact of Lombard
effect on audio, visual and audio-visual speech enhancement systems based
on deep learning. We conducted several experiments using a database con-
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sisting of 54 speakers and showed the general benefit of training a system
with Lombard speech.

In more detail, we first trained systems with Lombard or non-Lombard
speech and evaluated them on Lombard speech adopting a cross-validation
setup. The results showed that systems trained with Lombard speech out-
perform the respective systems trained with non-Lombard speech in terms
of both estimated speech quality and estimated speech intelligibility. We also
observed a performance difference across speakers, with an evident gap be-
tween genders: the performance difference between the systems trained with
Lombard speech and the ones trained with non-Lombard speech is larger for
females than it is for males. The analysis that we performed suggests that this
difference might be primarily due to the large increment in the fundamen-
tal frequency that female speakers exhibit from non-Lombard to Lombard
conditions.

With the objective of building more general systems able to deal with a
wider SNR range, we then trained systems using Lombard and non-Lom-
bard speech and compared them with systems trained only on non-Lombard
speech. As in the narrow SNR case, systems that include Lombard speech
perform considerably better than the others at low SNRs. At high SNRs, the
estimated speech quality and the estimated speech intelligibility obtained
with systems trained only with non-Lombard speech are higher, even though
the performance gap is very small for the audio and the audio-visual cases.
Combining non-Lombard and Lombard speech for training in the way we
did guarantees a good compromise for the enhancement performance across
all the SNRs.

We also performed subjective listening tests with audio-visual stimuli, in
order to evaluate the systems in a situation closer to the real-world scenario,
where the listener can see the face of the talker. For the speech quality test, we
found significant differences between Lombard and non-Lombard systems at
all the used SNRs for the audio-visual case and only at −5 dB SNR for the
audio-only case. Regarding the speech intelligibility test, we observed that
on average the scores obtained with the audio-visual system trained with
Lombard speech are higher than the other processing conditions.

This work can be considered as a first extensive study of the impact of
Lombard effect on speech enhancement systems based on deep learning. Al-
though we tried to answer several research questions, there are still other
areas that fall outside the scope of the current paper, but are still worth ex-
ploring in future works:

• This study shows that training systems with Lombard speech is bene-
ficial. However, collecting large-scale Lombard speech data is not prac-
tical. A possible path for future research would be to generate syn-
thetic Lombard speech signals: we know the acoustic characteristics
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of Lombard speech, so one might artificially generate it by modifying
non-Lombard speech data and use it for training the systems. Another
possibility is to reduce the gap between Lombard and non-Lombard
systems with transfer learning: if a system is pre-trained with a large
dataset, even in non-Lombard condition, the network will be more ro-
bust to different speaking styles. One can expect that the general per-
formance of such a network, as well as its generalisation to Lombard
speech, would improve.

• All the experiments of this paper used speakers observed by the net-
works at training time. As we already mentioned in Section 4, this
was a choice made to isolate the impact of Lombard effect from other
factors that could make it hard to interpret the results. However, it is
interesting to explore the behaviour of the systems in a scenario where
speakers are not observed during training. We conducted some ini-
tial experiments in this direction in our previous work [47]. There, we
showed that there is still a benefit in training a system with Lombard
speech, despite being of different speakers. It would be of interest to
expand this early study with more extensive experiments. Currently,
such experiment is limited by the availability of sufficient training data.

• In our evaluation through audio-visual listening tests, we were unable
to find significant differences in intelligibility for most of the compar-
isons. This suggests a benefit of designing new paradigms for speech
intelligibility tests to control the several sources of variability caused by
the combination of auditory and visual stimuli.
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1. Introduction

Abstract

Both acoustic and visual information influence human perception of speech. For this
reason, the lack of audio in a video sequence determines an extremely low speech in-
telligibility for untrained lip readers. In this paper, we present a way to synthesise
speech from the silent video of a talker using deep learning. The system learns a
mapping function from raw video frames to acoustic features and reconstructs the
speech with a vocoder synthesis algorithm. To improve speech reconstruction perfor-
mance, our model is also trained to predict text information in a multi-task learning
fashion and it is able to simultaneously reconstruct and recognise speech in real time.
The results in terms of estimated speech quality and intelligibility show the effec-
tiveness of our method, which exhibits an improvement over existing video-to-speech
approaches.

1 Introduction

Most of the events that we experience in our life consist of visual and acoustic
stimuli. Recordings of such events may lack the acoustic component, for
example due to limitations of the recording equipment or technical issues
in the transmission of the information. Since acoustic and visual modalities
are often correlated, methods to reconstruct audio signals using videos have
been proposed [1–3].

In this paper, we focus on one particular case of the aforementioned prob-
lem: speech reconstruction (or synthesis) from a silent video. Solving this task
might be useful to automatically generate speech for surveillance videos and
for extremely challenging speech enhancement applications, e.g. hearing as-
sistive devices, where noise completely dominates the target speech, making
the acoustic signal worth less than its video counterpart.

A possible way to tackle the problem is to decompose it into two steps:
first, a visual speech recognition (VSR) system [4–6] predicts the spoken sen-
tences from the video; then, a text-to-speech (TTS) model [7–9] synthesises
speech based on the output of the VSR system. However, at least two draw-
backs can be identified when such an approach is used. In order to generate
speech from text, each word should be spoken in its entirety to be processed
by the VSR and the TTS systems, imposing great limitations for real-time
applications. Furthermore, when the TTS method is applied, useful informa-
tion that should be captured by the system, such as emotion and prosody,
gets lost, making the synthesised speech unnatural. For these reasons, ap-
proaches that estimate speech from a video, without using text as an inter-
mediate step, have been proposed.

Le Cornu and Miller [10, 11] developed a video-to-speech method with a
focus on speech intelligibility rather than quality. This is achieved by estimat-
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ing spectral envelope (SP) audio features from visual features and then recon-
structing the time-domain signal with the STRAIGHT vocoder [12]. Since the
vocoder also requires other audio features, i.e. the fundamental frequency
(F0) and the aperiodic parameter (AP), these are artificially created indepen-
dently of the visual features.

Ephrat and Peleg [13] treated speech reconstruction as a regression prob-
lem using a neural network which takes as input raw visual data and predicts
a line spectrum pairs (LSP) representation of linear predictive coding (LPC)
coefficients computed from the audio signal. The waveform is reconstructed
from the estimated audio features using Gaussian white noise as excitation,
producing unnatural speech. This issue is tackled in a subsequent work [14],
where a neural network estimates the mel-scale spectrogram of the audio
from video frames and optical flow information derived from the visual in-
put. The time-domain speech signal is reconstructed using either example-
based synthesis, in which estimated audio features are replaced with their
closest match in the training set, or speech synthesis from predicted linear-
scale spectrograms.

Akbari et. al. [15] tried to reconstruct natural sounding speech using a
neural network that takes as input the face region of the talker and estimates
bottleneck features extracted from the auditory spectrogram by a pre-trained
autoencoder. The time-domain signal is obtained with the algorithm in [16].
This approach shows its effectiveness when compared to [13].

All the methods reported until now have a major limitation: they estimate
either a magnitude spectrogram, SPs or LSPs, which do not contain all the in-
formation of a speech signal. Vougioukas et al. [17] addressed this issue and
proposed an end-to-end model that can directly synthesise audio waveforms
from videos using a generative adversarial network (GAN). However, their
direct estimation of a time-domain signal causes artefacts in the reconstructed
speech.

In this work, we propose an approach, vid2voc, to estimate WORLD
vocoder [18] features from the silent video of a speaker1. We trained the
systems using either the whole face or the mouth region only, since previous
work [13] shows a benefit in using the entire face. Our method differs from
the work in [10, 11], because we predict all the vocoder features (not only
SP) directly from raw video frames. The estimation of F0 and AP, alongside
with SP, allows to have a framework with a focus on speech intelligibility
(as in [10, 11]) and speech quality, able to outperform even the recently pro-
posed GAN-based approach in [17] in several conditions. In addition, we
train a system that can simultaneously perform speech reconstruction (our
main goal) and VSR, in a multi-task learning fashion. This can be useful in

1Although this paper aims at synthesising speech from frontal-view silent videos, it is worth
mentioning that some methods using multi-view video feeds have also been developed [19–22].
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all the applications that require video captioning without adding consider-
able extra complexity to the system. Although Kumar et al. [21] incorporate
a text-prediction model in their multi-view speech reconstruction pipeline,
this model is trained separately from the main system and it is quite simple:
it classifies encoded audio features estimated with a pre-trained network into
10 text classes. This makes the method dependent on the number of differ-
ent sentences of the specific database used for training and not suitable for
real-time applications. Instead, we make use of the more flexible connection-
ist temporal classification (CTC) [23] sequence modelling which has already
shown its success in VSR [4].

Additional material, including samples of reconstructed speech that the
reader is encouraged to listen to for a better understanding of the effec-
tiveness of our approach, can be found in https://danmic.github.io/
vid2voc/.

2 Methodology and Experimental Setup

2.1 Audio-Visual Speech Corpus

Experiments are conducted on the GRID corpus [24], which consists of audio
and video recordings from 34 speakers (s1−34), 18 males and 16 females,
each of them uttering 1000 six-word sentences with the following structure:
<command> <color> <preposition> <letter> <digit> <adverb>. Each
video has a resolution of 720×576 pixels, a duration of 3 s and a frame rate
of 25 frames per second. The audio tracks have the same duration as the
videos and a sample frequency of 50 kHz. In addition, text transcription for
every utterance is provided.

As in [17], we evaluate our systems in speaker dependent and speaker
independent settings. Regarding the speaker dependent scenario, the data
from 4 speakers (s1, s2, s4, s29) is pooled together, then 90% of the data is
used for training, 5% for validation and 5% for testing. Regarding the speaker
independent scenario, the data from 15 speakers (s1, s3, s5−8, s10, s12, s14,
s16, s17, s22, s26, s28, s32) is used for training, the data from 7 speakers (s9,
s20, s23, s27, s29, s30, s34) for validation and the data from 10 speakers (s2,
s4, s11, s13, s15, s18, s19, s25, s31, s33) for testing.

2.2 Audio and Video Preprocessing

The acoustic model used in this work is based on the WORLD vocoder [18],
with a sample frequency of 50 kHz and a hop size of 250 samples2. WORLD
consists of three analysis algorithms to determine SP, F0 and AP features,

2The window length is automatically determined by the WORLD algorithm.
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Fig. D.1: Pipeline of our system. Conv3D: 3-D convolution. BN: Batch normalisation. GRU:
Gated recurrent unit. ConvT2D: 2-D transposed convolution. VUV: Voiced-unvoiced. CTC:
Connectionist temporal classification.

and a synthesis algorithm which incorporates these three features. Here, we
use SWIPE [25] and D4C [26] to estimate F0 and AP, respectively. As done
in [27], a dimensionality reduction of the features is applied: SP is reduced
to 60 log mel-frequency spectral coefficients (MFSCs) and AP is reduced to
5 coefficients according to the D4C band-aperiodicity estimation. In addi-
tion, a voiced-unvoiced (VUV) state is obtained by thresholding the F0 ob-
tained with SWIPE. All the acoustic features are min-max normalised using
the statistics of the training set as in [28].

As in [17], videos are preprocessed as follows: first, the faces are aligned
to the canonical face3; then, the video frames are normalised in the range
[−1, 1], resized to 128×96 pixels and, for the models that use only the mouth
region as input, cropped preserving the bottom half; finally, the videos are
mirrored with a probability of 0.5 during training.

2.3 Architecture and Training Procedure

As shown in Figure D.1, our network maps video frames of a speaker to
vocoder features and consists of a video encoder, a recursive module and five
decoders: SP decoder, AP decoder, VUV decoder, F0 decoder and VSR decoder.
We also tried not to use the VSR decoder, to see whether it has any impact
on the performance.

The video encoder is inspired by [17]: it takes as input one video frame
concatenated with the three previous and the three next frames and applies
five 3-D convolutions (conv3D). Each of the first four convolutional layers is
followed by batch normalisation (BN) [30], ReLU activation and dropout [31],
while the last one is followed by Tanh activation.

3We use the face processor library in https://github.com/DinoMan/face-processor, which
makes use of [29].
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To model the sequential nature of video data, a recursive module is used:
it consists of a single-layer gated recurrent unit (GRU) [32], BN, ReLU activa-
tion and dropout.

Each decoder takes the GRU features as input. For every video frame
the SP decoder produces an eight-frame-long estimate Ŵse ∈ IR60×8 of the
normalised dimensionality-reduced SP, Wse, through three 2-D transposed
convolutions (convT2D), each followed by BN, ReLU activation and dropout,
and another convT2D followed by ReLU activation.

The VUV decoder consists of a linear layer followed by ReLU activation.
A threshold of 0.2 is applied to the output obtaining Ŵvuv ∈ IR8, an estimate
of the VUV state, Wvuv.

The AP decoder has a structure similar to the SP decoder, with a total
of three convT2D in this case. Its output, Onap ∈ IR5×8, together with Ŵvuv

is used to get Ŵnap, an estimate of Wnap = I5,8 −Wap, where I5,8 indicates
an all-ones matrix with 5 rows and 8 columns, and Wap is the normalised
dimensionality-reduced AP:

(Ŵnap)i = (Onap)i � Ŵvuv for i ∈ {1, . . . , 5} (D.1)

where (A)i indicates the i-th row of A and � denotes the element-wise prod-
uct.

The F0 decoder has a linear layer followed by a sigmoid activation func-
tion. Its output, O f 0 ∈ IR8, is point-wise multiplied with Ŵvuv to obtain Ŵ f 0,
an estimate of the normalised F0, W f 0:

Ŵ f 0 = O f 0 � Ŵvuv. (D.2)

Finally, the VSR decoder, consisting of a linear and a softmax layers, out-
puts a CTC character that will be used to predict the text transcription of the
utterance.

The system is trained to minimise the following loss:

J =
λ1

λ
Jse +

λ2

λ
Jnap +

λ3

λ
J f 0 +

λ4

λ
Jvuv +

λ5

λ
Jvsr (D.3)

where λ1 = 600, λ2 = 50, λ3 = 10, λ4 = 10, λ5 = 1, λ = ∑5
i=1 λi and:

• Jse: mean squared error (MSE) between Wse and Ŵse.

• Jnap: MSE between Wnap and Ŵnap.

• J f 0: MSE between W f 0 and Ŵ f 0.

• Jvuv: MSE between Wvuv and Ŵvuv.

• Jvsr: CTC loss [23] between the target text transcription and the esti-
mated one.
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Details regarding architecture and training hyperparameters can be found
in Table D.1.

2.4 Waveform Reconstruction and Lipreading

The network outputs are used to reconstruct the speech waveform with the
WORLD synthesis algorithm [18] and to get a text transcription adopting the
best path CTC decoding scheme [23].

2.5 Evaluation Metrics

The system is evaluated in terms of perceptual evaluation of speech qual-
ity (PESQ) [35] and extended short-time objective intelligibility (ESTOI) [36],
two of the most used measures that provide estimates of speech quality and
speech intelligibility, respectively. PESQ scores are in the range from −0.5 to
4.5 and ESTOI scores practically lie between 0 and 1. In both cases, higher
values correspond to better performance.

For the systems having the VSR decoder, we also provide the word error
rate (WER), a standard metric for automatic speech recognition systems. In
this case, lower values correspond to better performance.

3 Results and Discussion

As shown in Table D.2, four systems are trained based on the input (mouth
or full face) and the presence of the VSR decoder (only speech synthesis or
speech synthesis and VSR).

The systems are compared with the recently proposed GAN-based ap-
proach in [17]. As an additional baseline, we also report the PESQ score
for [15], since this method, which makes use of bottleneck features extracted
from auditory spectrograms, outperforms [17] in terms of estimated speech
quality for the speaker dependent case.

3.1 Speaker Dependent Case

Table D.3 (left part) shows the speaker dependent results. We observe that
our models outperform the approach in [17] in terms of both PESQ and ES-
TOI by a considerable margin. Vougioukas et al. [17] mention that their
system produces low-power hum artefacts that affect the performance. They
tried to solve the issue by applying average filtering to the output of their
network, experiencing a rise of the PESQ score from 1.71 to 1.80 (not shown
in Table D.3), comparable to [15], but still appreciably lower than the results
we achieve. However, this filtering negatively affected the intelligibility of the
produced speech signals, and was not used in the final system.
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Table D.1: Architecture and training hyperparameters. Activation, batch normalisation and
dropout omitted for brevity.

Input Size
B×S×C×F×H×W

Video Encoder

Layer
Input

Channels
Output

Channels
Kernel

Size
Stride Padding

Conv3D 3 64 (7,4,4) (1,2,2) (0,1,1)
Conv3D 64 128 (1,4,4) (1,2,2) (0,1,1)
Conv3D 128 256 (1,4,4) (1,d1,2) (0,1,1)
Conv3D 256 512 (1,4,4) (1,2,2) (0,1,1)
Conv3D 512 128 (1,d2,6) (1,1,1) (0,0,0)

Recursive Module
Layer Input Size Hidden Size

GRU 128 128

Spectral Envelope (SP) Decoder

Layer
Input

Channels
Output

Channels
Kernel

Size
Stride Padding

ConvT2D 128 256 (1,6) (1,1) (0,0)
ConvT2D 256 128 (2,4) (1,2) (0,0)
ConvT2D 128 64 (4,4) (1,2) (0,0)
ConvT2D 64 1 (4,2) (1,2) (0,0)

Aperiodic Parameter (AP) Decoder

Layer
Input

Channels
Output

Channels
Kernel

Size
Stride Padding

ConvT2D 128 128 (4,1) (1,1) (0,0)
ConvT2D 128 64 (3,3) (1,1) (0,0)
ConvT2D 64 1 (3,3) (1,1) (0,0)

Voiced-Unvoiced (VUV) Decoder
Layer Input Size Output Size

Linear 128 8a

Fundamental Frequency (F0) Decoder
Layer Input Size Output Size

Linear 128 8a

Visual Speech Recognition (VSR) Decoder
Layer Input Size Output Size

Linear 128 28b

Extra Information
The system is implemented in Pytorch [33] and trained for N
iterations using the Adam optimizer [34] with a learning rate
of 0.0001, β1=0.5 and β2=0.9. The model that performs the
best in terms of PESQ on the validation set is used for testing.
S=75 (sequence length). C=3 (image channels).
F=7 (consecutive video frames). W=96 (video frame width).
If the full face is used as input:
B=16 (batch size). H=128 (video frame height). d1=3. d2=5.
If only the mouth is used as input:
B=24 (batch size). H=64 (video frame height). d1=2. d2=4.
In the speaker dependent case, the dropout probability of each
dropout layer is pd=0.2. N=300000.
In the speaker independent case, pd=0.5 for the video encoder
and the GRU, and pd=0.2 for the rest. N=185000.
aEight is the number of the output audio frames corresponding
to the video frame used as input (together with its context).
bThe 28 CTC characters consist of the 26 letters of the English
alphabet, one space character and one blank token.
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Table D.2: Systems used in this study.

Input

Mouth Face

w/o VSR Decoder vid2voc-M vid2voc-F
w/ VSR Decoder vid2voc-M-VSR vid2voc-F-VSR

Table D.3: Results for the speaker dependent and the speaker independent cases. Best perfor-
mance (except WORLD) in bold.

Speaker Dependent Speaker Independent

Mean Scores PESQ ↑ ESTOI ↑ WER ↓ PESQ ↑ ESTOI ↑ WER ↓
Approach in [15]a 1.82 - - - - -
Approach in [17] 1.71 0.329 - 1.24 0.198 -

vid2voc-M 1.89 0.448 - 1.20 0.214 -
vid2voc-M-VSR 1.90 0.455 15.1% 1.23 0.227 51.6%

vid2voc-F 1.85 0.439 - 1.19 0.202 -
vid2voc-F-VSR 1.88 0.447 14.4% 1.25 0.210 69.3%

WORLDb 3.06 0.759 - 3.03 0.759 -
aValue taken from the experiments in [17].
bWORLD indicates the reconstruction retrieved from the vocoder features of the
clean speech signals and it is a performance upper bound of our systems.

Among the systems we developed (cf. Table D.2), we observe that includ-
ing the VSR decoder in the pipeline is beneficial for the speech reconstruc-
tion task (see Table D.3). Moreover, the use of the mouth as input not only
is sufficient to synthesise speech, but it also allows to achieve higher esti-
mated speech quality and intelligibility if compared to the models that use
the whole face of the speaker as input. This might be explained by the fact
that handling an input with a larger dimensionality is harder if we want to
keep roughly the same deep architecture with a similar number of param-
eters. However, when the whole face is used as input, the WER is slightly
lower, indicating that there might be a performance trade-off between VSR
and speech reconstruction that should be further investigated in future work
in relation with other multi-task learning techniques.

3.2 Speaker Independent Case

Regarding the speaker independent scenario (cf. right part of Table D.3), we
observe that the performance gap between the approach in [17] and our sys-
tems is not as large as for the speaker dependent case. Although our models
appear to perform slightly better than [17] in terms of ESTOI, the PESQ scores
are similar. This can be explained by the fact that some speech characteristics,
e.g. F0, cannot be easily estimated for unseen speakers. Since it is reasonable
to think that people having similar facial characteristics (e.g. due to gender,
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Fig. D.2: Results of the vid2voc-M-VSR models for the speaker dependent (SD) and the speaker
independent (SI) cases. Each marker indicates the mean score of a speaker.

age etc.) have similar speech characteristics (cf. [37], where the face of a
person was predicted from a speech signal), we expect that training a net-
work with a dataset that includes more speakers might be beneficial: such a
network can produce an average voice of speakers from the training set that
share similar facial traits with an unseen talking face.

Among the systems we developed, the presence of the VSR decoder still
gives an advantage for speech reconstruction. Unlike the speaker dependent
case, the WER for the model that uses the whole face as input is higher
than the system using only the mouth. This is due to the early stopping
technique that we adopt, which tends to favour speech reconstruction over
VSR, indicating again the trade-off between these two tasks.

Finally, Figure D.2 shows the results for the vid2voc-M-VSR models by
speaker. We can see that the spread of the scores is much higher for the
speaker independent case in particular for WER. This is in line with the ob-
servations reported in [17], suggesting the different performance between the
estimated speech of subjects whose facial traits substantially differ from the
speakers in the training set and the others.

4 Conclusion

In this study, we reconstructed speech from silent videos using a deep model
that estimates WORLD vocoder features. We tested our approach in both
speaker dependent and speaker independent scenarios. In both cases, we
were able to obtain speech signals with estimated speech quality and intel-
ligibility generally higher if compared to a recently proposed GAN-based
approach. In addition, we designed our system to simultaneously perform
visual speech recognition by using a decoder that estimates CTC characters
from a given video sequence.

Future work includes: (a) the adoption of self-paced multi-task learn-
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