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Abstract

A dual-polarized intelligent reflecting surface (IRS) can contribute to a better multiplexing of

interfering wireless users. In this paper, we use this feature to improve the performance of dual-polarized

massive multiple-input multiple-output (MIMO) with non-orthogonal multiple access (NOMA) under
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imperfect successive interference cancellation (SIC). By considering the downlink of a multi-cluster

scenario, the IRSs assist the base station (BS) to multiplex subsets of users in the polarization domain.

Our novel strategy alleviates the impact of imperfect SIC and enables users to exploit polarization

diversity with near-zero inter-subset interference. To this end, the IRSs are optimized to mitigate

transmissions originated at the BS from the interfering polarization. The formulated optimization is

transformed into quadratically constrained quadratic sub-problems, which makes it possible to obtain

the optimal solution via interior-points methods. We also derive analytically a closed-form expression

for the users’ ergodic rates by considering large numbers of reflecting elements. This is followed by

representative simulation examples and comprehensive discussions. The results show that when the

IRSs are large enough, the proposed scheme always outperforms conventional massive MIMO-NOMA

and MIMO-OMA systems even if SIC error propagation is present. It is also confirmed that dual-

polarized IRSs can make cross-polar transmissions beneficial to the users, allowing them to improve

their performance through diversity.

Index Terms

Multi-polarization, intelligent reflecting surfaces, Massive MIMO, NOMA

I. INTRODUCTION

The fifth-generation (5G) wireless systems are already being deployed worldwide. The novel

technologies and infrastructures of 5G provide support to unprecedented applications with diverse

requirements, such as high data rates, high reliability, and low latency. One key technology

is massive multiple-input multiple-output (MIMO), where a large number of antennas at the

base station (BS) is used to transmit parallel data streams to multiple users through spatially

separated beams. Conventionally, orthogonal multiple access (OMA) techniques are combined

with massive MIMO to guarantee zero inter-beam interference in scenarios where it is difficult

to multiplex users solely in the space domain. Even though such schemes can effectively cope

with the interference issue, they may perform poorly in terms of spectral efficiency and latency

as the number of users increases. Therefore, MIMO-OMA systems are not ideal for ultra-dense

deployments, and this motivates the use of non-orthogonal multiple access (NOMA), such that

MIMO-NOMA can serve simultaneously several users with non-separable beams.

The performance of a massive MIMO-NOMA network scales up with the increase of transmit

and receive antennas. However, due to physical space constraints, the number of antennas

installed in practical systems is limited at both the BS and user’s devices. One efficient strategy to
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alleviate such a limitation can be achieved by arranging the antenna elements into co-located pairs

with orthogonal polarizations, forming a dual-polarized antenna array. With such an approach,

it becomes possible to install twice the number of antennas of a single-polarized array utilizing

the same physical space. In addition, since antennas with orthogonal polarizations exhibit a low

correlation, dual-polarization enables massive MIMO-NOMA systems to exploit diversity in the

polarization domain, which can significantly outperform conventional single-polarized schemes

[1]. Due to these attractive features, dual-polarized antenna arrays have been adopted as standard

in the 3rd generation partnership project (3GPP) long-term evolution advanced (LTE-A) and 5G

New Radio (NR) specifications [2].

Despite the mentioned advantages, a dual-polarized massive MIMO-NOMA system still has

numerous limitations. For instance, the mutual coupling between antennas and the stochastic

nature of the scatterer environment can depolarize the transmitted signals and generate cross-

polar interference at the receivers. As demonstrated in [1], these depolarization phenomena can

deteriorate the system performance. Furthermore, in power-domain NOMA, the users need to

employ successive interference cancellation (SIC) to decode their received data symbols, which

also has some drawbacks. An increase in the number of users leads to higher interference and a

more complex SIC decoding process, potentially resulting in excessive decoding errors, lowered

system throughput, and increased usage of the device battery. It was shown in [3] that SIC

errors severely impact the performance of massive MIMO-NOMA systems, making them less

spectrally efficient than massive MIMO-OMA schemes. This harmful characteristic limits the

maximum number of users served with NOMA in practical systems.

This implies that the benefits of dual-polarized MIMO-NOMA systems can be harvested if

there is an increased control of the (de)polarization properties of the propagation environment.

In this sense, the recent concept of an intelligent reflecting surface (IRS) [4]–[7] holds a great

potential. An IRS is an engineered device that comprises multiple sub-wavelength reflecting

elements with reconfigurable electromagnetic properties. The phases and amplitudes of reflections

induced by the IRS elements are controlled independently via software, which enables them to,

collectively, forward the impinging waves with an optimized radiation pattern and reach diverse

objectives like beam steering, collimation, absorption, and control of polarization [8]. Such

appealing features unlock countless new possibilities for manipulating the random phenomena

of electromagnetic propagation, a critical issue in any wireless communication system. This is

discussed in several recent works, some of them dealing specifically with MIMO-OMA and
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MIMO-NOMA.

A. Related Works

The majority of recent IRS-MIMO related works are concentrated on the study of point-to-

point or OMA-based schemes. For example, the authors of [9] investigated the performance of

IRS-assisted point-to-point narrow-band and orthogonal frequency division multiplexing (OFDM)

MIMO systems. Specifically, transmit beamforming and IRS reflecting elements were optimized

to maximize the ergodic rates of the considered systems. In the simulation examples, the proposed

optimization algorithms outperformed conventional MIMO schemes with and without IRSs. The

minimization of the symbol error rate (SER) of an IRS-assisted point-to-point MIMO system

was addressed in [10]. The IRS reflecting elements and beamforming matrix were optimized

alternatively, in which four different methods were investigated. All methods achieved superior

performance than conventional systems without IRS in terms of SER. A single-cell multi-user

OMA-based network was considered in [11]. The authors of this work minimized the total

transmit power of an IRS-MIMO system under users’ individual SINR constraints. An asymptotic

analysis with a large number of reflecting elements was also performed. The multi-cell IRS-

MIMO case was addressed in [12]. In this work, an IRS was exploited to improve the performance

of cell-edge users, in which two algorithms based on majorization-minimization and the complex

circle manifold methods were proposed to optimize the IRS reflecting elements. The authors

of [13] employed an IRS to assist multi-user MIMO cognitive radio systems, where a block

coordinate descent algorithm was proposed to maximize the achievable weighted sum rate. The

employment of IRSs for improving the performance of simultaneous wireless information and

power transfer (SWIPT) in MIMO systems was investigated in [14], and for addressing security

issues in [15].

A few contributions have investigated IRSs in MIMO-NOMA schemes. For instance, the work

in [16] addressed a simple IRS-assisted MIMO-NOMA network, in which near and far users

were paired to be served with NOMA with the aid of IRSs. The energy efficiency of a two-user

IRS-MIMO-NOMA network was investigated in [17]. In this work, the IRS reflecting elements

and the beamforming vectors at the BS were jointly optimized to minimize the total power

consumption of the system. In [18], by considering both continuous and discrete phase shifters,

the authors maximized the sum-rate of a IRS-MIMO-NOMA system in a scenario with multiple

users. The proposed scheme outperformed conventional NOMA and OMA-based systems in
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the presented simulation examples. A multi-cluster IRS-assisted MIMO-NOMA network was

considered in [19]. By relaxing the need for active beamforming at the BS, the authors focused

on the design of an IRS for canceling inter-cluster interference. The application of IRSs to

millimeter-wave NOMA systems was studied in [20]. With the objective of maximizing the

system sum-rate, this work developed an algorithm for optimizing power allocation, reflecting

elements, and active beamforming. The scenario with IRSs mounted on unmanned aerial vehicles

(UAV) to assist a MIMO-NOMA network was investigated in [21]. In this work, by optimizing

the position of the UAV, the transmit beamforming, and the IRS reflecting elements, the rate of

the strong user was maximized while guaranteeing the target rate of the weak user.

B. Motivation and Contributions

To the best of our knowledge, all related works are limited to only single-polarized systems,

and there are no works that exploit the capabilities of IRSs for manipulating wave polarization in

dual-polarized MIMO-NOMA networks. Motivated by this, and given the great potential of IRSs

for improving the performance of communication systems, we harness the attractive features of

dual-polarized IRSs for tackling the interference limitation issue of NOMA from a perspective

that has not been addressed so far. Specifically, in this work, multiple dual-polarized IRSs are

optimized to reduce the interference observed during the SIC decoding process of users in a

massive dual-polarized MIMO-NOMA network. The study of interference mitigation via an IRS

in MIMO-NOMA systems was only considered in [19]. However, [19] optimized a single IRS to

diminish inter-cluster interference in a small-scale single-polarized MIMO-NOMA system, which

is different from the objectives and system model of this work. Furthermore, the approach in

[19] imposes strict restrictions on the minimum number of reflecting elements, which makes it

not scalable for massive MIMO-NOMA systems, whereas our scheme is compatible with IRSs

of any size (at the cost of an IRS optimization with higher complexity than in [19]). In addition

to alleviating the impact of imperfect SIC, our novel scheme enables users to exploit polarization

diversity. Further details and the main contributions of this work are summarized as follows:

• By considering a scenario where the BS and the users employ multiple dual-polarized

antennas and assuming imperfect SIC, we propose a novel strategy that exploits the func-

tionalities of dual-polarized IRSs to assist the BS to subdivide each group of users into two

polarization subsets. For users in the first subset, the BS transmits the data symbols using

vertically polarized antennas and, for users in the second one, the BS transmits using the
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horizontally polarized antennas. With this strategy, SIC can be executed by users from each

subset separately. As a result, each user will experience less SIC interference when decoding

its message. Moreover, the IRSs transform depolarization phenomena into an advantage and

enable the users to exploit polarization diversity with near-zero inter-subset interference.

• By assuming that the users and the IRSs are distributed among different spatial clusters and

aiming to focus the transmissions to the users and IRSs of interest and null out anywhere

else, we first exploit the second-order statistics of the channels, i.e., the channel covariance

matrices, to construct the active beamforming matrices at the BS. We then concatenate the

beamforming matrix for spatial interference cancellation with a low-complexity precoding

vector that is designed to multiplex the users and form the polarization subsets.

• The dual-polarized reflecting elements of each IRS are optimized to mitigate the transmis-

sions originated at the BS from the interfering polarization. The formulated optimization

problem is challenging to solve. To overcome the complex formulation, we transform the

original problem into quadratically constrained quadratic sub-problems, and we show that

their optimal solutions can be obtained via interior-points methods in polynomial time.

• An in-depth performance analysis is carried out, where, by modeling polarization interfer-

ence and errors from imperfect SIC, we derive the signal-to-interference-plus-noise ratio

(SINR) experienced by the users and investigate the statistical distributions of the effective

channel gains. Because the reflecting elements of the IRSs change rapidly with the fast

fading channels, identifying the exact distributions for arbitrary numbers of reflecting ele-

ments becomes difficult. As an alternative, we characterize the approximate distributions for

the asymptotic case with a large number of reflecting elements. Based on this asymptotic

statistical analysis, we derive a closed-form expression for the ergodic rates observed by each

user, which provides a practical tool for verifying the fundamental limits of the proposed

system when large IRSs are employed.

• Last, by presenting representative numerical simulation results, we validate the analysis and

supplement it with discussions. We show that when the IRSs are large enough, the proposed

scheme always outperforms conventional massive MIMO-NOMA and MIMO-OMA systems

even if SIC error propagation is present. We also confirm that the dual-polarized IRSs

can make cross-polar transmissions beneficial to the users, allowing them to improve their

performance through diversity.
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Notation and Special Functions: Bold-faced lower-case letters denote vectors and upper-case

represent matrices. The ith element of a vector a is denoted by [a]i, the (ij) entry of a matrix

A by [A]ij , and the transpose and the Hermitian transpose of A are represented by AT and

AH , respectively. The symbol ⊗ represents the Kronecker product, � is the Khatri-Rao product

[22], IM represents the identity matrix of dimension M ×M , and 0M,N denotes the M × N

matrix with all zero entries. The operator vec{·} transforms a matrix of dimension M×N into a

column vector of length MN , the operator vecd{·} converts the diagonal elements of an M×M

square matrix into a column vector of length M , and diag{·} transforms a vector of length M

into an M ×M diagonal matrix. In addition, <{·} returns the real part of a complex number,

(·)∗ is the complex conjugate, E[·] denotes expectation, Γ(·) is the Gamma function [23, eq.

(8.310.1)], γ(·, ·) is the lower incomplete Gamma function [23, eq. (8.350.1)], and Gm,n
p,q ( a

b |x)

corresponds to the Meijer’s G-function [23, eq. (9.301)].

II. FUNDAMENTALS OF A DUAL-POLARIZED IRS

The design of dual-polarized IRSs and their potential capabilities have been well studied

in the field of antennas and electromagnetic theory [24]–[26]. In addition to phase/amplitude

control, also possible with a single-polarized IRS, a dual-polarized IRS can perform polarization

beam splitting, independent control of impinging polarizations, and polarization conversion

[26]. For instance, by properly tuning the IRS reflecting elements, it is possible to convert

a vertically polarized wave into a horizontally polarized one, and vice-versa, or reflect it with

its original polarization [24], [25]. These features can find useful applications in dual-polarized

communication systems, such as interference mitigation or polarization diversity. Specifically, by

considering linear vertical-horizontal polarization, the transformations induced by each reflecting

element of a dual-polarized IRS can be modeled by a reflection matrix:

Ψ =

ωvve−jφvv ωhve−jφ
hv

ωvhe−jφ
vh

ωhhe−jφ
hh

 , (1)

where φpql ∈ [0, 2π] and ωpql ∈ [0, 1] represent, respectively, the phase and amplitude of reflection

induced by the IRS element from polarization p to polarization q, with p, q ∈ {v, h}, in which

v stands for vertical and h for horizontal. A simplified illustration of the capabilities of the

dual-polarized IRS considered in this work is shown in Fig. 1.

We illustrate these concepts through a simple example. Suppose that a transmitter that is

equipped with a single vertically polarized antenna sends information to a receiver that employs



8

Vertical polarization

Impinging beam

Induced reflection with
polarization beam splitting 

Vertical polarization

Horizontal polarization Impinging beam

Induced reflection with
polarization beam splitting 

Horizontal polarization
Vertical polarization

Horizontal polarization

Fig. 1. Simplified capabilities of a dual-polarized IRS. Linearly polarized impinging signals are split into two beams with

orthogonal polarizations.

a pair of dual-polarized antennas, with a vertically and a horizontally polarized antenna element,

respectively. In an ideal scenario without any depolarization, the transmitted information would

only be received in the matching vertically polarized receive antenna, becoming impossible to

explore polarization diversity at the receiver. By deploying a dual-polarized IRS, the transmitted

vertically polarized wave can be split into two independent beams, one with vertical polarization

and another with horizontal polarization, as shown in Fig. 1. This would enable the receiver to

exploit polarization diversity and improve its performance. Specifically, assume that the IRS has

only a single dual-polarized reflecting element. Then, by recalling the dyadic backscatter channel

model [7], [27], and using the reflection matrix in (1), the noiseless signal propagated through

the reflected IRS link, observed at the vertically and horizontally polarized receive antennas is:yv
yh

 =
1√
2

(svv)∗ 0

0 (shh)∗

ωvve−jφvv ωhve−jφ
hv

ωvhe−jφ
vh

ωhhe−jφ
hh


×

gvv
0

x =

 1√
2
(svv)∗ωvve−jφ

vv
gvvx

1√
2
(shh)∗ωvhe−jφ

vh
gvvx

 , (2)

where x is the transmitted data symbol, gvv is the channel coefficient between the transmitter

and the IRS, and spq is the channel coefficient between the IRS and the receiver corresponding

to the signal that was reflected with polarization p and arrived with polarization q, in which

p, q ∈ {v, h}. Since an IRS is a passive device, we introduce a normalization factor of 1√
2
.

As one can observe in (2), by performing polarization beam splitting, the IRS was capable of

delivering two replicas with independent phases and amplitudes of the transmitted data symbol.

Hence, a range of new possibilities can be enabled by properly optimizing the IRS reflecting

elements. For instance, if the transmitter in this example is instead sending interference, one

could easily switch the IRS to an absorption mode, i.e., set the coefficients ωvv and ωvh to zero,
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so that no interfering transmissions would arrive at the receiver.

In this work, we consider a generalization of the signal model in (2) in a more complex setup

containing several IRSs with a large number of dual-polarized reflecting elements. Despite the

more complex system model and the greater number of reflecting elements, the capabilities of

the larger IRSs considered in the proposed scheme are the same as the presented in this section,

i.e., capabilities of manipulating wave polarization, clearly illustrated in Fig. 1. Since the basic

background for understanding this work’s proposal has been provided, we can now dive into the

detailed system model.

III. SYSTEM MODEL

Consider a single cell MIMO-NOMA network where a single BS is communicating in down-

link mode with multiple users. Both users and the BS comprise dual-polarized antenna elements

that are arranged into multiple co-located pairs, each one containing one vertically and one

horizontally polarized antenna element. More specifically, users are equipped with N/2 pairs of

dual-polarized receive antennas, and the BS with M/2 pairs of dual-polarized transmit antennas

that are organized in a uniform linear array. It is considered that M and N are even, and

that M � N . Moreover, within the cell, users are assumed to be distributed among different

geographical areas, forming K spatial clusters with Q users each. Users within each cluster are

organized into G groups, each one containing U users, i.e, Q = GU . In conventional MIMO-

NOMA systems, the uth user from a given group performs SIC by considering interference

from all the other U − 1 users within the same group. However, since SIC is an interference-

limited technique, such an approach can lead to performance degradation, which here is tackled

by a novel strategy that exploits the polarization domain. Specifically, we program the BS to

further subdivide each of the G groups into two polarization subsets, namely vertical subset

and horizontal subset, each one containing Up users, p ∈ {v, h}, i.e., U v users are served

with vertically polarized transmit antennas, and Uh users are served with horizontally polarized

antennas, such that U v + Uh = U . To enable this scheme, we exploit the capabilities of dual-

polarized IRSs to ensure that signals transmitted from one polarization impinge only at users

assigned to that specific polarization. For instance, if a user is assigned to the vertical polarization,

its serving IRS should cancel out all signals coming from horizontally polarized BS antennas. For

this, we assume that there are U IRSs with L dual-polarized reflecting elements installed within
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Group 1

Group G

(N/2)
(1)

Spatial cluster k

Subset assigned to
the horizontal polarization

Users are equipped with
N/2 pairs of dual-polarized

antennas

Base Station is equipped with
M/2 pairs of  dual-polarized antennas

Each IRS
assists one userDownlink

transmissions

Subset assigned to
the vertical polarization

NOMA
is employed within

each polarization subset

Each IRS
comprises

a large number
of dual-polarized

reflecting elements

(M/2)
(3)

(2)
(1)

Fig. 2. System model. Dual-polarized IRSs enable users to exploit polarization diversity by mitigating polarization interference.

each group and that each IRS assists exactly one user1, as illustrated in Fig. 2. A comparison

of the main characteristics and highlights between our proposal and those from conventional

schemes is provided in Fig. 3. As more details will be provided later, in addition to reducing

interference and SIC decoding errors, our IRS-MIMO-NOMA scheme naturally enables users

to exploit polarization diversity with only a low computational complexity.

Following the proposed strategy, after the users have been properly grouped, the BS applies

superposition coding to each polarization subset and transmit the superimposed messages through

1In practice, more than one user can be connected simultaneously to an IRS. However, as stated in [8], as the number of

connected users increases, the complexity for optimizing the IRS reflecting elements also increases. Because of this, the number

of users is usually maintained small. Despite that, investigating the performance of the proposed system with multiple users

connected to each IRS is also interesting, but this possibility is left for future works.
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BS

Each beam
servers only
a single user

User

Antennas

Zero
interference

Not ideal for
massive access

Highlights

MIMO-OMA

BS

Each beam can serve
one or more groups
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SIC is carried out
considering interference
from the whole group

Group of users
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massive access

High interference
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MIMO-NOMA
Antennas

BS

Each dual-polarized beam
can serve one or more

groups of users

SIC is carried out within
each subset separately

Vertical
subset

Horizontal
subset

Suitable for massive access
Moderate interference

Possibly high complexity
for optimizing IRS

Highlights

Dual-polarized IRS-MIMO-NOMA
Antennas

Group of users

Fig. 3. Main differences between the proposed dual-polarized IRS-MIMO-NOMA and other conventional schemes.

the assigned polarization. More specifically, the BS sends the following signal

x =
K∑
k=1

Pk

xv

xh

 =
K∑
k=1

Pk

G∑
g=1

U∑
u=1

vkguαkguxkgu ∈ CM×1, (3)

where xp is the data vector transmitted in the polarization p ∈ {v, h}. xkgu and αkgu are,

respectively, the symbol and the power coefficient for the uth user in the gth group within the

kth cluster. Pk ∈ CM×M̄ is a precoding matrix intended to eliminate inter-cluster interference,

in which M̄ is a parameter that controls the number of effective data streams transmitted from

the BS, and vkgu =
[
(vvkgu)

T , (vhkgu)
T
]T ∈ CM̄×1 is an inner precoding vector responsible for

multiplexing the users in the polarization domain, satisfying ‖vkgu‖2 = 1.

As the phases and amplitudes of reflections induced by a single dual-polarized reflecting

element can be modeled by the 2 × 2 matrix in (1), the reflection matrix for an IRS with L

reflecting elements can be generalized to a 2L× 2L matrix. This matrix is partitioned into four

L×L diagonal sub-matrices2. Thus, the reflection matrix for the dual-polarized IRS that assists

the uth user in the gth group of the kth spatial cluster is:

Θkgu =

Φvv
kgu Φhv

kgu

Φvh
kgu Φhh

kgu

 ∈ C2L×2L, (4)

where Φpq
kgu = diag{[ωpqkgu,1e

−jφpqkgu,1 , ωpqkgu,2e
−jφpqkgu,2 , · · · , ωpqkgu,Le

−jφpqkgu,L ]} ∈ CL×L, with φpqkgu,l

and ωpqkgu,l representing, respectively, the phase and amplitude of reflection induced by the lth

IRS element from polarization p to polarization q, with p, q ∈ {v, h}, in which we must have

2The proposed system model considers that the IRSs’ reflecting elements are uncoupled and that the induced phases and

amplitudes of reflections do not depend on the inter-element distance. This ideal consideration is reasonable when the reflecting

elements are spaced by at least half of the wavelength [28], i.e., ≥ λ/2, which is the case assumed in this paper. The study of

more realistic models arises as a possible extension of this work.
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|ωpqkgu,l|2 ≤ 1 for passive reflection. By using the multi-polarized and the dyadic backscatter

channel models [1], [7], [27], the composite full dual-polarized channel matrix for the uth user

in the gth group of the kth cluster can represented by

HH
kgu =

√
ζBS-IRS
kgu ζ IRS-U

kgu

1√
2

 S̄vvkgu 0L,N
2

0L,N
2

S̄hhkgu

H Φvv
kgu Φhv

kgu

Φvh
kgu Φhh

kgu


×

 Ḡvv
kgu

√
χBS-IRSḠhv

kgu
√
χBS-IRSḠvh

kgu Ḡhh
kgu


+
√
ζBS-U
kgu

 D̄vv
kgu

√
χBS-UD̄vh

kgu
√
χBS-UD̄hv

kgu D̄hh
kgu

H ∈ CN×M , (5)

where D̄pq
kgu ∈ CM

2
×N

2 , S̄pqkgu ∈ CL×N
2 , and Ḡpq

kgu ∈ CL×M
2 model, respectively, the fast fading

channels between the BS and the uth user (link BS-U), the uth IRS and the uth user (link

IRS-U), and the BS and the uth IRS (link BS-IRS), from the polarization p to the polarization

q, in which p, q ∈ {v, h}, with χBS-U and χBS-IRS ∈ [0, 1] denoting the inverse of the cross-polar

discrimination parameter (iXPD) that measures the power leakage between polarizations in the

links BS-U and BS-IRS. Moreover, 1√
2

is the energy normalization factor, and ζBS-U
kgu , ζ IRS-U

kgu , and

ζBS-IRS
kgu represents the large-scale fading coefficients for the links BS-U, IRS-U, and BS-IRS,

respectively. Observe that, the channel in (5) consists of a generalization of that introduced in

Section II, with the difference that now both the transmitter, i.e., the BS, and receivers employ

multiple dual-polarized antennas. Also, notice that we model depolarization phenomena in the

links BS-U and BS-IRS, but not in the link IRS-U3. This means that only negligible power leaks

between polarizations in the propagation channels between the IRSs and users.

Furthermore, due to the closely spaced antennas at the BS and due to the scattering environ-

ment surrounding each spatial cluster, we assume that D̄pq
kgu, and Ḡpq

kgu are correlated, i.e., are

rank deficient. On the other hand, we model S̄pqkgu as a full rank channel matrix. Under such

assumptions, the covariance matrices of the links BS-IRS and BS-U can be calculated as [1]

RBS-IRS
k = ζBS-IRS

kgu (χBS-IRS + 1)I2 ⊗Rk, (6)

RBS-U
k = ζBS-U

kgu(χBS-U + 1)I2 ⊗Rk, (7)

3Although depolarization phenomena are not considered in the link IRS-U, we would like to emphasize that the proposed

model can be easily extended to this more general case. However, such consideration would lead to a more intricate mathematical

formulation of difficult interpretation. Therefore, we choose not to address this issue in this work.
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where Rk is the covariance matrix observed in each polarization, with rank denoted by rk. Note

that, we have assumed that the links BS-U and BS-IRS share the same covariance matrix Rk.

This is valid for the scenario where both IRS and users are located within the same cluster of

scatterers, which in our model is reasonable since the user is located nearby its serving IRS.

Recalling the Karhunen–Loève representation [29], the channel in (5) can be rewritten as

HH
kgu =

Svvkgu 0L,N
2

0L,N
2

Shhkgu

H Φvv
kgu Φhv

kgu

Φvh
kgu Φhh

kgu

Gvv
kgu Ghv

kgu

Gvh
kgu Ghh

kgu


+

Dvv
kgu Dvh

kgu

Dhv
kgu Dhh

kgu

H(I2 ⊗
(
Λ

1
2
kUH

k

))
=
(
SHkguΘkguGkgu + DH

kgu

) (
I2 ⊗

(
Λ

1
2
kUH

k

))
, (8)

where Λk ∈ Rr?k×r
?
k

>0 is a diagonal matrix that collects r?k nonzero eigenvalues of Rk, sorted in

descending order, Uk ∈ CM
2
×r?k is a unitary matrix containing the first r?k left eigenvectors of Rk,

corresponding to the eigenvalues in Λk, Spqkgu ∈ CL×N
2 is the full rank channel matrix of the link

IRS-U, and Dpq
kgu ∈ Cr?k×

N
2 and Gpq

kgu ∈ CL×r?k represent, respectively, the reduced-dimension

fast fading channels of the links BS-U and BS-IRS, from the polarization p to the polarization q,

with p, q ∈ {v, h}, whose entries follow the complex Gaussian distribution with zero mean and

unit variance. Note that, for notation simplicity, the iXPD, the large scale fading coefficients,

and the normalization factor 1√
2

have been absorbed in the corresponding channel matrices.

With the above channel model, after the superimposed symbols have propagated through all

wireless links, the uth user in the gth group within the kth cluster observes the following signal

ykgu =
(
SHkguΘkguGkgu + DH

kgu

) (
I2 ⊗

(
Λ

1
2
kUH

k

))
×

K∑
m=1

Pm

G∑
n=1

U∑
i=1

vmniαmnixmni +

nvkgu

nhkgu

 , (9)

where npkgu ∈ CN
2
×1 is the noise vector observed at the receive antennas of polarization p ∈

{v, h}, whose entries follow the complex Gaussian distribution with zero mean and variance σn.

Next, we provide details on the design of the precoding matrices, IRS optimization, and

detection strategy.
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IV. PRECODING, IRS OPTIMIZATION, AND RECEPTION MATRICES

A. Spatial interference cancellation

As mentioned before, the precoding matrix Pk is intended to remove the interference of

different spatial clusters. From the signal model in (9), it is clear that this objective can be

accomplished if
[
I2 ⊗

(
Λ

1
2
kUH

k

)]
Pk = 0,∀k′ 6= k, i.e., Pk should be orthogonal to the subspace

spanned by the left eigenvectors of interfering clusters. Therefore, Pk can be computed from

the null space of the matrix Ωk = [U1, · · · ,Uk−1,Uk+1, · · · ,UK ] ∈ C
M
2
×
∑

k′ 6=k r
?
k′ . This task

can be performed by exploiting the singular value decomposition (SVD) of Ωk. Specifically,

the left eigenvectors of Ωk obtained from its SVD can be partitioned as Ũk =
[
Ũ

(1)
k Ũ

(0)
k

]
,

with Ũ
(0)
k ∈ C

M
2
×M

2
−
∑

k′ 6=k r
?
k′ being a unitary matrix composed by the left eigenvectors of Ωk

associated with its last M
2
−
∑

k′ 6=k r
?
k′ vanishing eigenvalues. Since the columns of Ũ

(0)
k form a

set of orthonormal basis vectors for the null space of Ωk, we have that HH
k′gu(I2 ⊗ Ũ

(0)
k ) = 0,

∀k′ 6= k. Therefore, the goal of nulling out inter-cluster interference can be already fulfilled by

constructing Pk from the columns of Ũ
(0)
k . However, following the strategy proposed in [30],

and given (9), we can further improve the performance of the system by matching Pk to the

dominant eigenmodes of the matrix Πk = I2⊗
[(

Ũ
(0)
k

)H (
UkΛ

1
2
k

)]
. This can be accomplished

by multiplying Ũ
(0)
k by a unitary matrix constructed from the dominant eigenvectors of the

covariance matrix of Πk, i.e., from Πk(Πk)
H = I2 ⊗

[(
Ũ

(0)
k

)H
RkŨ

(0)
k

]
= I2 ⊗ Ξ̃k. To be

more specific, by representing the left eigenvectors of Ξ̃k by Ūk =
[
Ū

(1)
k Ū

(0)
k

]
, with Ū

(1)
k ∈

C(M
2
−
∑

k′ 6=k r
?
k′)×

M̄
2 collecting the first M̄

2
columns of Ūk, the desired precoding matrix can be

finally computed by Pk = I2⊗
(
Ũ

(0)
k Ū

(1)
k

)
= I2⊗P̃k ∈ CM×M̄ , in which, due to the dimensions

of Ũk and Ūk, the constraints K ≤ M̄ ≤
(
M − 2

∑
k′ 6=k r

?
k′

)
and M̄ ≤ 2r?k must be satisfied.

B. Polarization assignment and formation of subsets

In this subsection, we provide details on the strategy adopted for the formation of the po-

larization subsets and on the construction of the inner precoding vector vkgu. First, the BS

divides arbitrarily the users within each spatial cluster into G groups. Then, the users within

each group are sorted in ascending order based on their large-scale fading coefficients observed

in the link BS-U, such that ζBS-U
kg1 < ζBS-U

kg2 < · · · < ζBS-U
kgU . Then, without loss of generality,

by assuming that U is an even number, and aiming to form subsets with relatively balanced

performance, users associated with odd indexes are assigned to the vertical polarization, and
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ygu =

[(Svvgu)HΦvv
guG

vv
gu + (Svvgu)

HΦhv
guG

vh
gu

] [
(Svvgu)

HΦvv
guG

hv
gu + (Svvgu)

HΦhv
guG

hh
gu

][
(Shhgu)HΦvh

guG
vv
gu + (Shhgu)HΦhh

guG
vh
gu

] [
(Shhgu)HΦvh

guG
hv
gu + (Shhgu)HΦhh

guG
hh
gu

]
+

(Dvv
gu)

H (Dhv
gu)H

(Dvh
gu)H (Dhh

gu)H


×

Λ
1
2 UHP̃ 0M

2
, M̄

2

0M
2
, M̄

2
Λ

1
2 UHP̃

 G∑
n=1

U∑
i=1

vvni

vhni

αnixni +

nvgu

nhgu

 . (11)

users associated with even indexes to the horizontal polarization, resulting in two disjoint subsets,

the vertical subset Uv = {1, 3, · · · , U−1}, containing U v = U/2 users, and the horizontal subset

Uh = {2, 4, · · · , U}, containing Uh = U − U v = U/2 users. As a result, users within vertical

subsets will be sorted as ζBS-U
kg1 < ζBS-U

kg3 < · · · < ζBS-U
kg(U−1), and the ones within horizontal subsets as

ζBS-U
kg2 < ζBS-U

kg4 < · · · < ζBS-U
kgU . In order to implement this strategy, for 1 ≤ g ≤ G and 1 ≤ u ≤ U ,

the BS employs the following precoding vector

vkgu =

vvkgu

vhkgu

 =

[01,g−1,1Uv(u),0
1, M̄

2
−g

]T[
01,g−1,1Uh(u),0

1, M̄
2
−g

]T
 , (10)

where 1A(i) is the indicator function of a subset A, which results 1 if i ∈A, and 0 if i /∈A.

Note that, due to the structure of vkgu, the constraint G ≤ M̄/2 must be satisfied.

Note that more sophisticated strategies for creating the polarization subsets can be easily

employed with the above precoding choice. In addition, it is noteworthy that the investigation

of advanced approaches for forming the NOMA groups goes beyond the scope of this paper.

Although user grouping in NOMA has been widely studied in the literature [31], [32], this paper

does not aim to develop an optimal user grouping strategy but to shed light on the fundamental

performance gains that our proposed scheme can render.

C. IRS optimization

With the precoding matrix designed in the Section IV-A, all inter-cluster interference can be

effectively eliminated. Therefore, from now on, by focusing on the first cluster, we can drop the

cluster subscript and simplify the signal in (9) as in (11), shown on the top of this page.

As can be observed in (11), in both the BS-U and the BS-IRS-U links, the symbols intended

to the subsets assigned to the vertical polarization propagate through the channels modeled by

the left blocks of the channel matrices, while the symbols for subsets assigned to the horizontal
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polarization propagate through the right blocks. Therefore, the IRSs of users assigned to the

vertical polarization should be optimized to null out the right channel blocks, and the IRSs

for users assigned to the horizontal polarization should null out the left channel blocks. More

specifically, we aim to achieve in subsets assigned to the vertical polarization:(Svvgu)
HΦvv

guG
hv
gu + (Svvgu)

HΦhv
guG

hh
gu

(Shhgu)HΦvh
guG

hv
gu + (Shhgu)HΦhh

guG
hh
gu

+

(Dhv
gu)H

(Dhh
gu)H


≈

0N
2
,r?k

0N
2
,r?k

 , (12)

and in subsets assigned to the horizontal polarization:(Svvgu)
HΦvv

guG
vv
gu + (Svvgu)

HΦhv
guG

vh
gu

(Shhgu)HΦvh
guG

vv
gu + (Shhgu)HΦhh

guG
vh
gu

+

(Dvv
gu)

H

(Dvh
gu)H


≈

0N
2
,r?k

0N
2
,r?k

 . (13)

Note that, by mitigating the transmissions originated from the interfering polarization, we

can transform depolarization phenomena, which usually are harmful, into an advantage. More

specifically, this strategy should enable users to receive their intended messages, transmitted from

a single polarization (or vertical, or horizontal), in both receive polarizations, ideally, interference-

free. Take a user within a vertical subset, for instance. If all interference from the horizontal

subset can be canceled, the message transmitted from the vertical polarization at the BS will

reach this user through both vertical-to-vertical co-polar transmissions and vertical-to-horizontal

cross-polar transmissions4. In other words, the proposed scheme enables polarization diversity,

as anticipated in previous sections.

Given that the objectives for the IRSs of vertical and horizontal polarization subsets are similar,

i.e., to null out co-polar and cross-polar transmissions from interfering subsets, the optimization

procedure for both subsets will be also similar. For this reason, and also due to space constraints,

we focus on the optimization of IRSs for subsets assigned for vertical polarization. Specifically,

based on (12), the reflecting coefficients for users assigned to the vertical polarization can be

4Given the randomness of scatterers in real-world scenarios, it is possible (even though very unlikely) that the cross-polarized

transmissions superimpose destructively at the receivers, making them unable to exploit polarization diversity with the proposed

scheme. Such a research direction goes beyond the scope of this paper and is left to future works, where an in-depth investigation

can be carried out.
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min
Φvv

gu,Φ
vh
gu,

Φhv
gu,Φ

hh
gu

∥∥∥∥∥∥
(Svvgu)

HΦvv
guG

hv
gu

(Shhgu)HΦvh
guG

hv
gu

+

(Svvgu)
HΦhv

guG
hh
gu

(Shhgu)HΦhh
guG

hh
gu

+

(Dhv
gu)H

(Dhh
gu)H

∥∥∥∥∥∥
2

(14a)

s.t. |ωpqgu,l|
2 ≤ 1, ∀l ∈ [1, L], ∀p, q ∈ {v, h}, (14b)

Φvv
gu,Φ

vh
gu,Φ

hv
gu,Φ

hh
gu diagonal. (14c)

optimized by solving the problem in (14), shown on the top of the next page5, where (14b) is the

constraint for ensuring a passive reflection. The problem above can be seen as a generalization

of the unconstrained least squares problem for matrix equations, in which some studies have

been carried out in [33]. However, due to the element-wise quadratic constraint and the diagonal

matrices constraint, it becomes difficult to solve (14) in its current form. To overcome this

challenge, next, we transform (14) in an equivalent tractable problem.

Using the Khatri-Rao identity (CT �A)vecd{B} = vec{ABC} [22], we define:

θpqgu = vecd{Φpq
gu} ∈ CL×1,

dhvgu = vec
{

(Dhv
gu)H

}
∈ C

N
2
r?k×1,

dhhgu = vec
{

(Dhh
gu)H

}
∈ C

N
2
r?k×1,

Khv,vv
gu = [(Ghv

gu)T � (Svvgu)
H ] ∈ C

N
2
r?k×L,

Khh,vv
gu = [(Ghh

gu)T � (Svvgu)
H ] ∈ C

N
2
r?k×L,

Khv,hh
gu = [(Ghv

gu)T � (Shhgu)H ] ∈ C
N
2
r?k×L,

Khh,hh
gu = [(Ghh

gu)T � (Shhgu)H ] ∈ C
N
2
r?k×L.

Then, we can transform (14) into the following two sub-problems

min
θvv
gu,θ

hv
gu

∥∥∥[Khv,vv
gu Khh,vv

gu

] [
(θvvgu)

T , (θhvgu)T
]T

+ dhvgu

∥∥∥2

(15a)

s.t.
∥∥∥[(θvvgu)T , (θhvgu)T

]T∥∥∥2

∞
≤ 1, (15b)

5Note that the IRSs are optimized in this work only to cancel polarization interference. It is possible, however, to further

improve the system performance by jointly maximizing the system data rates (see [18] and [20] for instance). This interesting

possibility shall be considered in future works.
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min
θvh
gu ,θ

hh
gu

∥∥∥[Khv,hh
gu Khh,hh

gu

] [
(θvhgu)T , (θhhgu )T

]T
+ dhhgu

∥∥∥2

(16a)

s.t.
∥∥∥[(θvhgu)T , (θhhgu )T

]T∥∥∥2

∞
≤ 1. (16b)

which consist of least squares problems with L∞ norm constraints. Before we can solve the prob-

lems above, let us denote K̄gu =
[
Khv,vv
gu Khh,vv

gu

]
, C̄gu = K̄H

guK̄gu, and K̃gu =
[
Khv,hh
gu Khh,hh

gu

]
,

C̃gu = K̃H
guK̃gu, and rewrite the left-hand side of the constraints in (15b) and (16b), respectively,

as ∥∥∥[(θvvgu)T , (θhvgu)T
]T∥∥∥2

∞
=[

(θvvgu)
H , (θhvgu)H

]
Bl

[
(θvvgu)

T , (θhvgu)T
]T
,

and ∥∥∥[(θvhgu)T , (θhhgu )T
]T∥∥∥2

∞
=[

(θvhgu)H , (θhhgu )H
]
Bl

[
(θvhgu)T , (θhhgu )T

]T
,

where Bl = diag{el}, l = 1, · · · , L, with el representing the standard basis vector that contains

1 in the lth position and zeros elsewhere. Then, by expanding the objective functions in (15a)

and (16a), we obtain (17) and (18), shown on the top of the next page.

It is straightforward to see that (17) and (18) are quadratically constrained quadratic problems.

Given that the entries of K̄gu and K̃gu are independent complex Gaussian random variables,

C̄gu and C̃gu will be positive semidefinite matrices with probability one. Furthermore, since

zHBlz = |[z]l|2 ≥ 0,∀z ∈ CL×1, the matrix Bl is also positive semidefinite. As a result, the

problems (17) and (18) are convex and, consequently, have global optimal solutions that can be

efficiently computed via interior-points methods in polynomial time [34]. Then, by denoting the

optimal vectors of reflection coefficients by θ̇pqgu, obtained by solving (17) and (18), the reflection

matrices that minimizes (14) are obtained as Φpq
gu = diag

{
θ̇pqgu

}
, ∀p, q ∈ {v, h}.

Since the optimization problems in (17) and (18) depend on the fast fading channel matrices

observed in all propagation links, one can wonder how the IRSs can be configured in a real-time

manner in practical systems. In fact, there are different approaches to perform such optimizations,

which may require the knowledge of the channel stated information (CSI) on the IRSs, as

explained in [8]. For instance, if the installed IRSs have sensing capabilities, i.e., if the IRSs
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min
θvv
gu,θ

hv
gu


[
θvvgu

θhvgu

]H
C̄gu

[
θvvgu

θhvgu

]
+ 2<

{
(dhvgu)HK̄gu

[
θvvgu

θhvgu

]}
+ (dhvgu)Hdhvgu

 (17a)

s.t.

[
θvvgu

θhvgu

]H
Bl

[
θvvgu

θhvgu

]
≤ 1, (17b)

min
θvh
gu ,θ

hh
gu


[
θvhgu

θhhgu

]H
C̃gu

[
θvhgu

θhhgu

]
+ 2<

{
(dhhgu)HK̃gu

[
θvhgu

θhhgu

]}
+ (dhhgu)Hdhhgu

 (18a)

s.t.

[
θvhgu

θhhgu

]H
Bl

[
θvhgu

θhhgu

]
≤ 1. (18b)

comprise also active sensor elements, the channels in the reflected link BS-IRS-U can be

estimated directly on them. Channel estimation approaches based on augmented Lagrangian

methods, channel quantization, compressive sensing, and deep learning techniques have been

recently proposed considering these hybrid active/passive IRSs [35], [36]. In such architectures,

the optimization can run in the IRSs’ local controllers in a distributed fashion. To this end, the BS

needs to inform the CSI of the direct link BS-U to the IRSs. The disadvantage is that when the

number of transmit/receive antennas and reflecting elements increases, the optimization becomes

excessively complex for the limited processing power of the IRSs. Moreover, since these IRSs

have also active components, the energy efficiency of the network can be impacted, and the

IRSs’ hardware becomes more complex.

As an alternative, it is possible to simplify the IRSs’ hardware by removing the sensing

components and move the computation of the channel estimations and the IRSs optimization

entirely to the BS, which disposes of abundant computational resources. Time-division duplexing

(TDD) is usually employed in these centralized setups, in which the CSI of both BS-IRS-

U and BS-U links are obtained through uplink training at the BS. Different strategies exist

for estimating the composite reflected channel BS-IRS-U, including sequential element-wise

estimation, discrete Fourier transform-based estimation, minimum mean squared error-based

estimation, among others [37]–[39]. Obtaining the global CSI in this centralized fashion allows

the BS itself to compute the optimal sets of reflection coefficients, which are later sent to the IRSs
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through an ultra-fast backhaul link. Such centralized channel estimation and optimization demand

a simpler IRS hardware than the distributed counterpart. However, it may lead to an excessive

signaling overhead at the BS when the number of users and IRSs gets larger6. Therefore, there

are pros and cons with both architectures. Choosing the best one will depend on factors such

as the numbers of transmit and receive antennas, the size of the IRSs, and the network load,

which require further studies on this topic. In particular, since we consider an IRS to be a nearly

passive device with low computational capabilities, here we assume a centralized approach7.

D. Signal reception

Since we have already provided details on the optimization of the IRSs, for the sake of

simplicity, hereinafter the links BS-IRS-U and BS-U are absorbed into a single channel matrix,

and (8) is rewritten in a more compact structure, as follows

HH
gu =

H̃vv
gu H̃vh

gu

H̃hv
gu H̃hh

gu

H , (19)

where H̃pq
gu accounts for both direct and reflected transmissions that depart the BS from po-

larization p and arrive at the user’s devices on polarization q, with p, q ∈ {v, h}, e.g., the

effective vertical-to-vertical channel matrix is defined by H̃vv
gu = UkΛ

1
2
k

[
(Svvgu)

HΦvv
guG

vv
gu +

(Svvgu)
HΦhv

guG
vh
gu

]H
+ UkΛ

1
2
kDvv

gu. With this notation, the signal in (11) can be simplified to

ygu =

(H̃vv
gu)

HP̃ (H̃hv
gu)HP̃

(H̃vh
gu)HP̃ (H̃hh

gu)HP̃

 G∑
n=1

U∑
i=1

vvni

vhni

αnixni
+

nvgu

nhgu

 . (20)

Then, in order to explain our detection strategy, without loss of generality, we focus on subsets

assigned to the vertical polarization. Remember that the IRSs of users assigned to the vertical

polarization are optimized to mitigate all transmissions originated at the BS from the horizontal

polarization. Therefore, by relying on the effectiveness of the IRS, we exploit the left blocks

6Configuring IRSs with polarization capabilities may be relatively more complex than configuring conventional single-polarized

counterparts. However, further investigations are still necessary on this topic, which goes beyond the scope of this paper.
7Note that, in order for the proposed scheme to be effective, the channels must be estimated and the IRSs optimized at least at

each coherence interval. Channel estimation in IRS-assisted communication systems is an important and active topic of research

[35]–[39], which arises as an interesting subject to be investigated in future works.
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of the channel matrix in (20) to construct our detection matrix. More specifically, in order to

remove the remaining interference from other subsets also assigned to the vertical polarization,

the uth user exploits the virtual channels Hvv
gu = (H̃vv

gu)
HP̃ and Hvh

gu = (H̃vh
gu)HP̃ to construct

the following detection matrix

H†gu =

 H†vgu 0 M̄
2
,N

2

0 M̄
2
,N

2
H†hgu


=

[(Hvv
gu)

HHvv
gu]
−1(Hvv

gu)
H 0 M̄

2
,N

2

0 M̄
2
,N

2
[(Hvh

gu)HHvh
gu]−1(Hvh

gu)H

 , (21)

where H†pgu is a left Moore–Penrose inverse intended to detect the signals impinging on the receive

antennas with polarization p, in which it is assumed that N ≥ M̄ . Then, after multipliying the

signal in (20) by H†gu, the uth user obtains the following data vector

x̂gu =

x̂vgu

x̂hgu

 =

xv + H†vguH
hv
gux

h

xv + H†hguH
hh
gux

h

+

H†vgun
v
gu

H†hgun
h
gu

 , (22)

where, due to the precoding vector in (10), xv is given by

xv =


∑

i∈Uv α1ix1i

...∑
i∈Uv αGixGi

 . (23)

Note in (22) that, by employing H†gu, users will obtain in both receive polarizations corrupted

replicas of the vector of superimposed symbols that was transmitted by the BS from the vertical

polarization. Moreover, as one can observe in (23), each element of xv consists of a superimposed

symbol intended to a specific user subset. Therefore, a user within the gth vertical subset is able

to decode its symbol from the gth element of both x̂vgu and x̂hgu. In particular, inspired by the

strategy proposed in [1], the data symbols will be decoded from the polarization that renders

the highest effective channel gain, denoted in this work as the polarization p̈. As a result, the

superimposed symbol recovered by the uth user in the gth vertical subset before carrying out

SIC is given by

[x̂p̈gu]g =
∑
i∈Uv

αgixgi + [H†p̈guH
hp̈
gux

h]g + [H†p̈gun
p̈
gu]g. (24)

Users within horizontal subsets employ the same strategy. However, differently from vertical

subsets, the matrix H†gu is constructed based on the right blocks of the channel matrix in (20).
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Igi =


∑max{Up}

m=i+1 α2
gm, if i = min{Up},∑max{Up}

m=i+1 α2
gm + ξ

∑i−1
n=min{Up} α

2
gn, if min{Up} < i ≤ u < max{Up},

ξ
∑i−1

n=1 α
2
gn, if i = u = max{Up}.

(27)

V. PERFORMANCE ANALYSIS

In this section, we carry out an in-depth study of the performance of the proposed system.

By taking into account polarization interference and errors from imperfect SIC, we first provide

a general expression for the SINR observed by each user during the SIC process. A statistical

analysis is then performed to identify the distribution of the channel gains, which turns out to

be challenging to find for general values of reflecting elements. We then investigate the limiting

case for L → ∞, in which the asymptotic distribution is determined. Lastly, by considering

large values of L, a closed-form analytical expression for the ergodic rates is derived.

A. SINR analysis

Before the users can read their messages, they still need to decode the superimposed symbol

in (24) through SIC. Recall that due to the polarization assignment strategy proposed in the

Section IV-B, users within each subset are sorted in ascending order based on their large scale

coefficients, e.g., in vertical subsets ζBS-U
kg1 < ζBS-U

kg3 < · · · < ζBS-U
kgUv . As a result, following the

NOMA protocol, before the uth user in the polarization subset Up, p ∈ {v, h}, can retrieve its

own message, it carries out SIC to decode the symbol intended for the mth weaker user, ∀m < u,

m ∈ Up, and treats the message to the nth stronger user as interference, ∀n > u, n ∈ Up. Ideally,

the symbols intended for weaker users can be perfectly removed by SIC. However, as clarified

in Section I, due to many factors, SIC errors are inevitable in practice. Therefore, users suffer

from SIC error propagation in the proposed system, and this is modeled as a linear function of

the power of decoded symbols, as in [3]. Then, after all SIC decodings, the uth user assigned
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to the polarization subset Up in the gth group observes the following symbol

x̂gu = αguxgu︸ ︷︷ ︸
Desired symbol

+
∑

m∈{a| a>u, a∈Up}

αgmxgm︸ ︷︷ ︸
Interference of stronger users

+
√
ξ
∑

n∈{b| b<u, b∈Up}

αgnxgn︸ ︷︷ ︸
Residual SIC interference

+ [H†p̈guH
tp̈
gux

t]g︸ ︷︷ ︸
Polarization interference

+ [H†p̈gun
p̈
gu]g︸ ︷︷ ︸

Noise

, (25)

where the superscript t represents the interfering polarization that is defined by t = h, if u ∈ Uv,

or t = v, if u ∈ Uh, and ξ ∈ [0, 1] is the SIC error propagation factor, in which ξ = 0 corresponds

to the perfect SIC case, and ξ = 1 represents the scenario of maximum error. Moreover, note that

if the IRS of the uth can completely eliminate the transmissions coming from the horizontally

polarized BS antennas, the polarization interference term in (25) will disappear.

The SINR observed during each SIC decoding is defined in the following lemma.

Lemma I: Under the assumption of imperfect SIC, the uth user in the gth group decodes

the data symbol intended to the ith user, ∀i ≤ u, i ∈ Up, with the following SINR

γigu =
ρḧguα

2
gi

ρḧguIgi + ρḧguXgu + 1
, (26)

where ḧgu = max{hvgu, hhgu}, with hpgu = [1/H†pgu(H
†p
gu)

H ]gg being the effective channel observed

in the polarization p, Xgu =
∣∣[H†p̈guHtp̈

gux
t]g
∣∣2 represents the residual polarization interference left

by the IRS, in which, if u ∈ Uv, t = h, and if u ∈ Uh, t = v. The symbol ρ = 1/σ2
n represents

the SNR, and Igi is the total SIC interference given by (27), shown on the top of this page.

Proof: Please, see Appendix A.

B. Statistical analysis of channel gains

In order to proceed with the theoretical analysis, it is crucial to identify the statistical distribu-

tion of the gains ḧgu = max{1/[H†vgu(H†vgu)H ]gg, 1/[H
†h
gu(H

†h
gu)

H ]gg} and Xgu =
∣∣[H†p̈guHtp̈

gux
t]g
∣∣2.

This task will be performed in this subsection. By turning our attention to the uth user in the

gth vertical subset, let us identify the distribution of [H†vgu(H
†v
gu)

H ]gg. In particular, by recalling
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(8) and (19), the matrix H†vgu(H
†v
gu)

H can be expanded as

H†vgu(H
†v
gu)

H = [P̃HH̃vv
gu(H̃

vv
gu)

HP̃]−1

=
(
P̃HUΛ

1
2 (Gvv

gu)
H(Φvv

gu)
HSvvgu(S

vv
gu)

HΦvv
guG

vv
guΛ

1
2 UHP̃

+ P̃HUΛ
1
2(Gvh

gu)H(Φhv
gu)HSvvgu(S

vv
gu)

HΦhv
guG

vh
guΛ

1
2UHP̃

+ P̃HUΛ
1
2 Dvv

gu(D
vv
gu)

HΛ
1
2 UHP̃

)−1

. (28)

Given that Spqgu is a full rank channel matrix, we have that E{Svvgu(Svvgu)H} = ζ IRS-U
gu IL,L. Then,

by using (5), the matrix in (28) is further simplified as

H†vgu(H
†v
gu)

H =

(
1

2
ζBS-IRS
gu ζ IRS-U

gu P̃H(Ḡvv
gu)

H(Φvv
gu)

HΦvv
guḠ

vv
guP̃

+
1

2
ζBS-IRS
gu ζ IRS-U

gu P̃H(Ḡvh
gu)H(Φhv

gu)HΦhv
guḠ

vh
guP̃

+ ζBS-U
gu P̃HD̄vv

gu(D̄
vv
gu)

HP̃
)−1

. (29)

As can be observed, the entries of the matrix above will be the result of the inverse of the sum

of three independent matrices. Therefore, one could fully characterize H†vgu(H
†v
gu)

H by identifying

the distributions of the virtual channels P̃HD̄vv
gu, P̃H(Ḡvv

gu)
H(Φvv

gu)
H , and P̃H(Ḡhv

gu)H(Φhv
gu)H .

However, since the elements of Φvv
gu and Φhv

gu result from the optimization problem in (17),

which change rapidly with the fast fading channels, determining the exact distribution of (29),

with L assuming any value in N>0, becomes a difficult task.

In face of this mathematical challenge, we study next the limiting case with large number

of reflecting elements, i.e., L → ∞, which is also important since it provides a bound to the

maximum achievable performance of the proposed system. As one can observe in (29), the key

step to proceed with the analysis is to study the behavior of (Φpq
gu)

HΦpq
gu in the large-scale regime

of L. The following lemma performs this task.

Lemma II: If the matrices Φpq
gu, p, q ∈ {v, h}, are optimized to cancel out co-polar and

cross-polar interference, like in (14), when the number of reflecting elements L becomes large,

the magnitude of the reflection coefficients becomes arbitrarily small, i.e., (Φpq
gu)

HΦpq
gu → 0L,L

as L→∞, ∀p, q ∈ {v, h}.

Proof: Please, see Appendix B.
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Based on Lemma II, it becomes clear that the channel matrices corresponding to the reflected

link BS-IRS-U in (29) will be attenuated with the increase of the number of reflecting elements

L. Therefore, in the limiting case with L→∞, (29) can be approximated by

H†vgu(H
†v
gu)

H ≈
(
ζBS-U
gu P̃HD̄vv

gu(D̄
vv
gu)

HP̃
)−1

, (30)

which can be characterized as follows. First, remember that P̃ is an unitary matrix and D̄vv
gu fol-

lows a complex Gaussian distribution. Consequently, the product P̃HD̄vv
gu ∈ C M̄

2
×N

2 will also fol-

low a complex Gaussian distribution. This leads us to conclude that, when L→∞, H†vgu(H
†v
gu)

H

will converge in distribution to an inverse Wishart distribution with N
2

degrees of freedom, and co-

variance matrix given by E{H†vgu(H†vgu)H} =
(
ζBS-U
gu P̃HRP̃

)−1

, which is a diagonal matrix. There-

fore, given the dimensions of P̃HD̄vv
gu, the channel gain 1/[H†vgu(H

†v
gu)

H ]gg will converge to the

Gamma distribution with shape parameter (N−M̄)/2+1 and rate parameter (ζBS-U
gu [P̃HRP̃]gg)

−1.

A similar analysis can be carried out for the effective channel gain observed in the horizontal

polarization. However, its corresponding covariance matrix will be also multiplied by the iXPD

factor experienced in the link BS-U, i.e., E{H†hgu(H†hgu)H} =
(
ζBS-U
gu χ

BS-UP̃HRP̃
)−1

. Before we

continue, for the sake of simplicity, let λgu = (ζBS-U
gu [P̃HRP̃]gg)

−1 and κ = (N − M̄)/2 + 1.

Then, by recalling that the channel coefficients observed in both polarizations are independent,

the cumulative distribution function (CDF) for the effective channel gain ḧgu can be derived as

Fḧgu
(x) = Fhvgu

(x)Fhhgu
(x)

=
γ (κ, (χBS-U)−1λgux) γ (κ, λgux)

Γ (κ)2 , (31)

and the respective probability density function (PDF) can be obtained from the derivative of

Fḧgu
(x), resulting in

fḧgu(x) =
(λgu)

κxκ−1

Γ (κ)2

(
e−λguxγ

(
κ, (χBS-U)−1λgux

)
+ (χBS-U)−κe−(χBS-U)−1λguxγ (κ, λgux)

)
. (32)

Note that the effective channel gains of users from horizontal subsets will also have an identical

distribution as the above.

Another implication of Lemma II is that, for large values of L, the magnitude of the reflection

coefficients required for cancelling out all polarization interference will be always less than one.

Therefore, when L → ∞, the solution obtained through the optimization problems (17) and

(18) should converge to that obtained via standard unconstrained least squares problem, as in
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R̄gu =
1

ln(2)Γ (κ)

{
G 1,3

3,2

(
1−κ,1,1

1,0

∣∣∣∣ ᾱguλgu

)
+G 1,3

3,2

(
1−κ,1,1

1,0

∣∣∣∣ χBS-Uᾱgu
λgu

)
−G 1,3

3,2

(
1−κ,1,1

1,0

∣∣∣∣ α̃guλgu

)

−G 1,3
3,2

(
1−κ,1,1

1,0

∣∣∣∣ χBS-Uα̃gu
λgu

)
−
κ−1∑
n=0

(χBS-U)κ + (χBS-U)n

n!(χBS-U + 1)κ+n

[
G 1,3

3,2

(
1−κ−n,1,1

1,0

∣∣∣∣ χBS-Uᾱgu
(χBS-U + 1)λgu

)

−G 1,3
3,2

(
1−κ−n,1,1

1,0

∣∣∣∣ χBS-Uα̃gu
(χBS-U + 1)λgu

)]}
, 1 ≤ u ≤ U. (33)

(B-1), and, consequently, the polarization interference term in (26) will be extinguished, i.e.,

limL→∞Xgu → 0. The ergodic rates for this limiting case are derived in the next subsection.

C. Ergodic rates for the large-scale regime of L

Now, we derive the ergodic rates for users within each polarization subset. Specifically, we

consider a scenario in which the users are assisted by IRSs with a large number of reflecting

elements. Therefore, as a consequence of Lemma II, the data rates will not be impacted by

polarization interference, but only from errors due to imperfect SIC. Under such considerations,

a closed-form expression for the ergodic rates is derived in the following proposition.

Proposition I: When the uth user in the gth polarization subset is assisted by an IRS with

a large number of reflecting elements, i.e., L→∞, and considering degradation from imperfect

SIC, it will experience the ergodic rate in (33), shown on the top of the next page, where

ᾱgu = ρ(α2
gu + Igu), and α̃gu = ρIgu.

Proof: Please, see Appendix C.

Even though (33) may look complex to interpret, by knowing that all terms with Meijer’s

G-functions are increasing functions of the SNR ρ, which have been numerically verified, we

can still extract some insights. First, note that the terms that are functions of α̃gu, which accounts

only for interference, are negative. This suggests that such terms are expected to degrade the

ergodic rates of the users as long as they experience some interference. On the other hand,

the positive term that depends on χBS-U and ᾱgu indicates that the cross-polar transmissions will

improve the rate performance of the users. This behavior is indeed expected since the IRSs

enables polarization diversity by recycling cross-polar transmissions.
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VI. SIMULATION RESULTS AND DISCUSSIONS

In this section, by presenting representative numerical simulation examples, we validate the

theoretical analysis carried out in the last section and demonstrate the potential performance

gains that the proposed dual-polarized IRS-MIMO-NOMA scheme can achieve over conventional

systems. Specifically, the theoretical results have been obtained through (33), while the simulation

ones have been generated by averaging a large number random channel realizations, in which

we use as baseline schemes the classical MIMO-OMA system, where users are served via time

division multiple access, and the conventional single-polarized and dual-polarized MIMO-NOMA

systems, whose implementation details can be found in [1].

For a fair performance comparison, in both single and dual-polarized schemes, we employ

at the BS a linear array with M = 90 transmit antennas. However, as explained in the System

Model Section, the antenna elements in the dual-polarized systems are arranged into co-located

pairs, thereby, resulting in M
2

= 45 pairs of dual-polarized antennas spaced by half of the

wavelength, i.e., λ/2 (the inter-antenna spacing in the single-polarized systems is also set to

λ/2). The operating frequency is set up to 3 GHz, and for modeling the scattering environment

and the correlation between transmit antennas, we generate the covariance matrices in (6) and

(7) through the one-ring geometrical model [1], [29], [30], where we consider the existence of

K = 4 spatial clusters, each with 30 m of radius and located at 120 m from the BS. In addition,

the BS’s antenna array is directed to the center of the first cluster that is positioned at the

azimuth angle of 30◦. This is the cluster from which the simulation results are generated, which

comprises G = M̄ = 4 groups, each one containing U = 4 users8. For simplicity, we assume

that users within each group share a common spatial direction, in which users in groups 1, 2,

3 and 4 have azimuth angles of 20◦, 24◦, 36◦, and 40◦, respectively. In particular, we focus on

the first group, where the users 1, 2, 3 and 4 are located, respectively, at 135 m, 125 m, 115 m,

and 105 m from the BS, resulting in an inter-user distance of 10 m. A fixed power allocation is

adopted, in which we set α2
1 = 0.4, α2

2 = 0.35, α2
3 = 0.2, α2

4 = 0.05. Moreover, we assume that

the distances from the BS to each IRS are the same as that from the BS to its connected user,

and that χBS-U = χBS-IRS = χ. Under these assumptions, the fading coefficients for the links BS-U

and BS-IRS are configured as ζBS-U
u = ζBS-IRS

u = %d−ηu , where du is the distance between the BS

8Due to the interference-limited behavior of NOMA-based schemes, the number of users served in practical systems is usually

maintained small [3].



28

0 5 10 15 20 25 30

SNR [dB]

2

4

6

8

10

12

14

16

18

20
E

rg
o

d
ic

 s
u

m
-r

a
te

 [
B

P
C

U
]

Dual-polarized IRS-MIMO-NOMA - Analytical - L = 

Dual-polarized IRS-MIMO-NOMA - Simulation - L=50

Dual-polarized IRS-MIMO-NOMA - Simulation - L=60

Dual-polarized IRS-MIMO-NOMA - Simulation - L=70

Dual-polarized IRS-MIMO-NOMA - Simulation - L=80

Dual-polarized IRS-MIMO-NOMA - Simulation - L=90

Dual-polarized IRS-MIMO-NOMA - Simulation - L=100

Dual-polarized IRS-MIMO-NOMA - Simulation - L=500

Fig. 4. Simulated and analytical ergodic sum-rates considering perfect SIC. Effect of the increase in the number of dual-polarized

reflecting elements (N = 4, χ = 0.5, ξ = 0).

and the uth user and its serving IRS, % = 2×104 is an array gain parameter that is configured at

the BS according to the desired receivers’ performance [3], and η = 2 is the path-loss exponent.

Regarding the link IRS-U, since an IRS is a passive device, we discard the array gain and model

the corresponding fading coefficient as ζ IRS-U
gu = d̃−η, where d̃ = 20 m for all IRSs, i.e., users are

positioned 20 m apart from its serving IRS. Other parameters that have not been mentioned will

assume different values throughout the simulation examples.

Fig. 4 brings the simulated and analytical ergodic sum-rate curves, generated by
∑U

i=1 R̄gi, for

various values of dual-polarized reflecting elements L, and considering perfect SIC decoding. As

one can see, for small numbers of reflecting elements, when optimizing the IRSs through (17)

and (18), the simulated ergodic sum-rate curves reach values lower than that from the analytical

curve obtained by solving (33). This behavior is explained by the fact that the IRS cannot

eliminate all polarization interference when the number of reflecting elements is small, which
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Fig. 5. Simulated and analytical ergodic sum-rates for various levels of SIC error propagation (L = 500, χ = 0.5).

degrades the system sum-rate. However, as the number of reflecting elements increases, the

polarization interference decreases, and the sum-rate improves, approaching the analytical one.

For instance, when 500 dual-polarized elements are considered, the simulated sum-rate matches

perfectly the analytical curve. Such performance is in total agreement with Lemma II and the

analytical derivation of Section V-C, therefore, providing the first validation to our analysis.

To further corroborate the analysis for large values of L, we present in Fig. 5 the sum-rates and

in Fig. 6 the individual ergodic rates for 500 reflecting elements, in which, in all considered cases,

a perfect agreement between simulated and analytical curves can be observed. Specifically, Fig.

5 shows the effects of SIC error propagation on the system performance for different numbers

of receive antennas. As one can notice, when the users face imperfect SIC, their sum-rate curves

become limited to a saturation point that deteriorates with the increase of the error factor ξ.

This happens due to the fact that all users, even the strongest one, experience interference when

ξ 6= 0, thereby, leading to the observed limited performance. Such behavior confirms the insights
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raised in the last paragraph of Section V-C.

Fig. 6 depicts the impact of the level of cross-polar transmissions in the users’ ergodic rates

considering perfect SIC, in which results for different values for the iXPD parameter χ are shown.

In addition to validating the theoretical analysis, this figure shows how beneficial the proposed

scheme can be to improve the performance of each user. It also becomes clear that, with the

help of IRSs, depolarization phenomena can be transformed into an advantage, e.g., the higher

the iXPD, the greater the performance gains. For instance, in the conventional single-polarized

system, when the SNR is 30 dB, the rate of user 3 is limited to only 2.27 bits per channel use

(BPCU). On the other hand, when this same user is served via the IRS-MIMO-NOMA scheme,

for a low iXPD of χ = 0.05, and an SNR of 30 dB, its rate can reach 8.44 BPCU, which

is more than three times greater than that achieved in the single-polarized scheme. When we

consider a high iXPD of χ = 1, the achievable ergodic rate of the user 3 becomes even more

remarkable, reaching up to 9.42 BPCU. Impressive performance gains can be also observed in all

the other users, with their rates remarkably outperforming those achievable in the conventional

single-polarized scheme. These improvements are mainly due to two features of the proposed

IRS-MIMO-NOMA system, already explained in previous sections. That is, firstly, the IRSs

enable the users to exploit polarization diversity, and, secondly, the users are able to perform

SIC considering interference only from their own polarization subset. Therefore, in addition to

benefit from diversity, users in the IRS-MIMO-NOMA system are impacted by less interference

than they are in the conventional MIMO-NOMA counterpart.

In Fig. 7, we compare the sum-rate performance of the proposed IRS-MIMO-NOMA scheme

and other conventional systems assuming perfect SIC. As one can notice, when L = 80, from

21 dB onward, the proposed scheme is outperformed by the dual-polarized MIMO-NOMA

counterpart, and when the SNR reaches 30 dB, the MIMO-OMA system is the one that achieves

the best performance. However, with a slight increase in the number of reflecting elements,

from L = 80 to L = 90, the IRS-MIMO-NOMA scheme can already outperform all the

other baseline schemes, in all considered SNR range. Finally, Fig. 8 shows how well the dual-

polarized IRS-MIMO-NOMA system performs in comparison with the single-polarized MIMO-

OMA and MIMO-NOMA counterparts in the presence of SIC error propagation. As can be

seen, even though the sum-rate of all NOMA-based schemes are caped in the high-SNR regime,

the proposed IRS-MIMO-NOMA system is significantly more robust to SIC errors than the

conventional single-polarized MIMO-NOMA. For instance, for a SIC error factor of ξ = 0.005,



31

0 5 10 15 20 25 30

SNR [dB]

0.5

1

1.5

2

2.5

3

E
rg

o
d

ic
 r

a
te

 [
B

P
C

U
]

0 5 10 15 20 25 30

SNR [dB]

2

4

6

8

E
rg

o
d

ic
 r

a
te

 [
B

P
C

U
]

Analytical -  User 3

Simulation - User 3

Analytical -  User 4

Simulation - User 4

Analytical -  User 1

Simulation - User 1

Analytical -  User 2

Simulation - User 2

χ = 1

χ = 1χ = 0.5

χ = 0.5

χ = 0.05

χ = 1

χ = 0.5

χ = 0.05

χ = 0.05

χ = 1

χ = 0.5

χ = 0.05

Dual-polarized

IRS-MIMO-NOMA

Dual-polarized

IRS-MIMO-NOMA

Single-polarized

MIMO-NOMA

Single-polarized

MIMO-NOMA

Fig. 6. Simulated and analytical ergodic rates for different values of iXPD (L = 500, N = 4, ξ = 0).

the single-polarized MIMO-NOMA can only slightly outperform the MIMO-OMA scheme for

SNR values lower than 15 dB. When the error is ξ = 0.01, the sum-rate degradation becomes so

severe that, in the whole SNR range, the MIMO-OMA system outperforms the MIMO-NOMA

counterpart. On the other hand, even when considering L = 80 reflecting elements, and an

error of ξ = 0.01, the IRS-MIMO-NOMA can reach sum-rates remarkably higher than those

achieved by the conventional schemes, being outperformed by the MIMO-OMA scheme only

in SNR values above 20 dB. Moreover, for L = 90 and L = 100, the IRS-MIMO-NOMA

scheme always achieves the best performance. For example, when ξ = 0.005, L = 100 and the

SNR is 18 dB, the IRS-MIMO-NOMA scheme reaches an expressive sum-rate of 9.81 BPCU,

which is an increase of 3.86 BPCU over the MIMO-OMA system and 4.17 BPCU over the

single-polarized MIMO-NOMA.
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Fig. 7. Simulated ergodic sum-rates. Comparison between proposed dual-polarized IRS-MIMO-NOMA and conventional

schemes (N = 4, χ = 0.5, ξ = 0).

VII. CONCLUSIONS

In this work, by exploiting the capabilities of dual-polarized IRSs, we proposed and investi-

gated a novel strategy for improving the performance of dual-polarized massive MIMO-NOMA

networks under the impact of imperfect SIC. The detailed construction of the beamforming and

reception matrices was provided, and an efficient procedure for optimizing the IRS reflecting

elements was developed. Moreover, we carried out an insightful mathematical analysis, in which

the ergodic rates for large numbers of reflecting elements were derived. Our numerical results

revealed that the proposed dual-polarized IRS-MIMO-NOMA scheme can achieve remarkable

performance gains over conventional single-polarized and dual-polarized systems and that cross-

polar transmissions can further improve the ergodic rates of the users.
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Fig. 8. Simulated ergodic sum-rates. Comparison between proposed dual-polarized IRS-MIMO-NOMA and conventional

schemes under imperfect SIC (N = 4, χ = 0.5).

APPENDIX A

PROOF OF LEMMA I

Given the data symbol in (25), when the uth user in the polarization subset Up, p ∈ {v, h},

of the gth group decodes the message intended to the ith user, min{Up} < i < u, i ∈ Up, it
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Igi =


∑max{Up}

m=i+1 α2
gm, if i = min{Up},∑max{Up}

m=i+1 α2
gm + ξ

∑i−1
n=min{Up} α

2
gn, if min{Up} < i ≤ u < max{Up},

ξ
∑i−1

n=1 α
2
gn, if i = u = max{Up}.

(A-3)

experiences the following SINR

γigu = |αgixgi|2
( ∑

m∈{a| a>i, a∈Up}

|αgmxgm|2 + ξ
∑

n∈{b| b<i, b∈Up}

|αgnxgn|2

+
∣∣[H†p̈guHtp̈

gux
t]g
∣∣2 + |[H†p̈gunp̈gu]g|2

)−1

= α2
gi

( ∑
m∈{a| a>i, a∈Up}

α2
gm + ξ

∑
n∈{b| b<i, b∈Up}

α2
gn +

∣∣[H†p̈guHtp̈
gux

t]g
∣∣2

+ σ2
n[H†p̈gu(H

†p̈
gu)

H ]gg

)−1

. (A-1)

By defining ρ = 1/σ2
n as the SNR, and denoting the effective channel gain by ḧgu =

max{hvgu, hhgu} = max{1/[H†vgu(H†vgu)H ]gg, 1/[H
†h
gu(H

†h
gu)

H ]gg}, the SINR can be rewritten as

γigu = ρḧguα
2
gi

[
ρḧgu

(
max{Up}∑
m=i+1

α2
gm + ξ

i−1∑
n=min{Up}

α2
gn

+
∣∣[H†p̈guHtp̈

gux
t]g
∣∣2)+ 1

]−1

. (A-2)

Note that when the weakest user, i.e., the 1st user corresponding to min{Up}, detects its

symbol, it will experience interference from everyone else, but it will not face imperfect SIC.

On the other hand, when the user with the best channel gain, i.e., the user corresponding to the

maximum index in Up, decodes its symbol, there will be no interference from higher-order users,

but only from imperfect SIC. Under these observations, we denote the polarization interference

by Xgu =
∣∣[H†p̈guHtp̈

gux
t]g
∣∣2, and the total SIC interference by (A-3), shown on the top of the next

page. Then, by applying these definitions in (A-2), we can achieve the final SINR expression,

as in (26), which completes the proof.
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APPENDIX B

PROOF OF LEMMA II

First, note that (Φpq
gu)

HΦpq
gu is a diagonal matrix whose entries are the squared magnitude of

the reflection coefficients, i.e., (ωpqgu,l)
2. Therefore, we aim to investigate the behavior of (ωpqgu,l)

2

when L→∞. For this, let us start by relaxing the unity L∞ norm constraint (15b), and rewriting

the problem in (15) as

min
θvv
gu,θ

hv
gu

∥∥∥K̄gu

[
(θvvgu)

T , (θhvgu)T
]T

+ dhvgu

∥∥∥2

, (B-1)

which consists of a standard least squares problem that, by assuming L ≥ Nr?k, has optimal

solution given by [
(θ̇vvgu)

T , (θ̇hvgu)T
]T

= K̄H
gu(K̄guK̄

H
gu)
−1dhvgu, (B-2)

which is the solution with minimum L2 norm. Then, it follows that K̄gu

[
(θ̇vvgu)

T , (θ̇hvgu)T
]T

+dhvgu =

0, which implies

2L∑
l=1

[K̄gu]il

θ̇vvgu
θ̇hvgu


l

= −
[
dhvgu
]
i
,∀i = 1, · · · , N

2
r?k. (B-3)

Recall that
[
dhvgu
]
i

is a complex Gaussian random variable with zero mean and unit vari-

ance. Consequently, the sum on the left-hand side of (B-3) will also have zero mean and

unity variance ∀L ≥ Nr?k ∈ N>0. Therefore, we can exploit the independence of [K̄gu]il and[[
(θ̇vvgu)

T , (θ̇hvgu)T
]T]

l

and write

2L∑
l=1

E
{∣∣[K̄gu]il

∣∣2}E


∣∣∣∣∣∣
θ̇vvgu
θ̇hvgu


l

∣∣∣∣∣∣
2 = E

{∣∣∣[dhvgu]i∣∣∣2} = 1. (B-4)

As long as the reflection coefficients are optimized based on (B-2), the sum in (B-4) will

always converge to 1, independently of L. By knowing this beforehand, we need to check the

convergence behavior of each term of the above sum separately. First, recall that the entries

of K̄gu also result from independent complex Gaussian random variables with unity variance.

Because of this, we have that limL→∞
∑2L

l=1 E{|[K̄gu]il|2} → ∞. Therefore, the sum in (B-4)

will only converge if
∣∣∣∣[[(θ̇vvgu)T , (θ̇hvgu)T

]T]
l

∣∣∣∣2 = (ωpqgu,l)
2 → 0, ∀l = 1, · · · , 2L, and we can

conclude that (Φpq
gu)

HΦpq
gu → 0L,L, as L→∞,∀p, q ∈ {v, h},, which completes the proof.
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APPENDIX C

PROOF OF PROPOSITION I

By relying on Lemma II, when L→∞, the uth user experiences the following data rate

Rgu = log2

(
ρḧgu(α

2
gu + Igu) + 1

)
− log2

(
ρḧguIgu + 1

)
, 1 ≤ u ≤ U. (C-1)

The ergodic rate can be then derived from the expectation of Rgu, i.e.,

R̄gu =

∫ ∞
0

[
log2

(
ρ(α2

gu + Igu)x+ 1
)

− log2 (ρIgux+ 1)
]
fḧgu(x)dx. (C-2)

Next, by denoting ᾱgu = ρ(α2
gu+Igu) and α̃gu = ρIgu, and replacing the PDF of ḧgu in (C-2),

we obtain

R̄gu =
(λgu)

κ

Γ (κ)2

∫ ∞
0

[
log2 (ᾱgux+ 1)

− log2 (α̃gux+ 1)
]
xκ−1e−λguxγ

(
κ, (χBS-U)−1λgux

)
dx

+
(λgu)

κ

Γ (κ)2 (χBS-U)κ

∫ ∞
0

[
log2 (ᾱgux+ 1)

− log2 (α̃gux+ 1)
]
xκ−1e−(χBS-U)−1λguxγ (κ, λgux) dx

, I1 + I2. (C-3)

First, let us focus on solving I1. By applying the Meijer’s G-function representation for ln(x+

1) [40, eq. (2.6.6)] and exploiting the series representation of the incomplete gamma function

in [23, eq. (8.352.6)], we can rewrite I1 as follows

I1 =
(λgu)

κ

ln(2)Γ (κ)

[ ∫ ∞
0

[
G 1,2

2,2

(
1,1
1,0

∣∣ ᾱgux)
−G 1,2

2,2

(
1,1
1,0

∣∣ α̃gux)]xκ−1e−λguxdx

−
κ−1∑
n=0

(λgu)
n

n!(χBS-U)n

∫ ∞
0

[
G 1,2

2,2

(
1,1
1,0

∣∣ ᾱgux)
−G 1,2

2,2

(
1,1
1,0

∣∣ α̃gux)]xκ+n−1e−λgu(1+(χBS-U)−1)xdx

]
. (C-4)
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Then, by exploiting the Laplace transform property for Meijer’s G-functions [41, eq. (5.6.3.1)],

and performing some manipulations in (C-4), I1 can be derived as

I1 =
1

ln(2)Γ (κ)

{
G 1,3

3,2

(
1−κ,1,1

1,0

∣∣∣∣ ᾱguλgu

)

−G 1,3
3,2

(
1−κ,1,1

1,0

∣∣∣∣ α̃guλgu

)
−
κ−1∑
n=0

(1 + (χBS-U)−1)−κ−n

n!(χBS-U)n

×

[
G 1,3

3,2

(
1−κ−n,1,1

1,0

∣∣∣∣ ᾱgu
λgu(1 + (χBS-U)−1)

)

−G 1,3
3,2

(
1−κ−n,1,1

1,0

∣∣∣∣ α̃gu
λgu(1 + (χBS-U)−1)

)]}
. (C-5)

A similar analysis can be carried out to solve I2, which is not shown here due to space constraints.

Then, after replacing I1 and I2 in (C-3), and performing some manipulations, the final ergodic

rate expression can be obtained as in (33), which completes the proof.
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Télécommunications (ENST), Paris, France, in 1995. He was a researcher at Institut Eurécom (1992-1995), Stanford University
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