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Abstract

My diploma thesis explores the area of Approximate Computing (AC) and, in particular,

attempts to model the propagation of errors that arise from approximation techniques, mainly

precision scaling. We use two methods to model the approximation effect, namely Error In­

jection (EI) and Lossy Compression (LC). Both techniques target the distortion of the input

data of the operation under test. EI consists of introducing error to data, using the normal

or the uniform distribution, and LC includes compression and decompression of data using

two popular compressors in High­Performance Computing (HPC) datasets, SZ (Sneeze) and

ZFP. We conducted experiments on multiple applications like stereo vision matching (SPS­

Stereo), Matrix Multiplication (MM), Singular Value Decomposition (SVD), and Conjugate

Gradient (CG). The analysis of the error patterns highlights the complexity of simulating the

precision scaling approximations, albeit the success of the models in achieving the desired

metrics of quality. Nevertheless, we gain insight into the quality distortion and applicability

of SZ and ZFP through the experiments.
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Chapter 1

Introduction

As large­scale software has been developed for various domains, such as scientific com­

puting and socialmedia, it is evident that computational and storage requirements of computer

systems are continuously growing, resulting in excessive power consumption [1]. Moreover,

it is expected that the information managed by those applications will increase at a much

higher rate than the computational resources will [2].

Those facts suggest that over­provisioning of computing resources is about to pose a

great challenge for the computer industry, rendering the call for energy­efficient computing

stronger than ever [3]. Taking the above into consideration, and as traditional energy gains

derived from the Moore’s law are slowly diminishing [4] , computer engineers are obliged

to seek for alternative and creative solutions.

Approximate Computing(AC), based on the observation that not every part of the com­

putations requires high precision to achieve the desired target, offers a viable solution [5].

Many computationally expensive algorithms, usually derived from the area of data analyt­

ics, scientific computing, machine learning or computer vision, have been proven to produce

satisfactory results with approximate implementations that can achieve energy gains of up to

50 times by only sacrificing 5% quality loss [6], [7].

In the last two decades, numerous approaches have been proposed in the context of AC.

In general, approximation can be introduced at multiple levels, like algorithmic­, coding­,

architectural­ or microarchitectural­ level, depending on the nature of the application. To that

extent, a lot of research has been conducted to explore the potential of building approximate

frameworks in error resilient applications, in order to trade off accuracy for energy or perfor­

mance , while still maintaining acceptable quality of results [5].

1



2 Chapter 1. Introduction

Despite the great amount of work in the AC area, rigorous methods have not been es­

tablished to quantify the effect of specific approximations , but rather the approaches lie on

trial and error and on expert knowledge on the specific domain. Indeed, approximation is

inherently application­specific and it is tricky to generalize the effect of a specific technique

to a broader range of application domains. However, analyzing the error induced by an ap­

proximation and the way it is propagated in the computational pipeline is of high importance

when evaluating the applicability of an approximation.

That said, we believe that more research should be conducted in the direction of under­

standing the propagation of error due to approximations. On top of that, we believe that a

methodology capable of modeling the effect of approximation techniques, would be highly

appreciated by theAC community, as it would guide future software developers in the decision­

making process of selecting a suitable approximation method, by means of providing fast

insights on the effects of the quality of the final result. In this sense, we investigate methods

capable of modeling software approximations.

1.1 Scope of Thesis

The purpose of this work is to explore methods that can reliably model the effect of

approximations at the software level. Our method of work is summarized conceptually in Fig.

1.1. On the top row, it depicts the fully accurate pipeline, which is essentially the original

implementation of the algorithm using accurate computations. In the middle, there is the

approximate version, which uses some approximation technique at coding­ or algorithmic­

level. Finally, at the bottom row lies our modeling framework, which is based on the accurate

execution of the distorted data that have been provided as input to the approximate pipeline.

Both the approximate version and our modeling approach induce error relative to the

fully accurate calculated results. Our work essentially analyzes approximate and modeling

error patterns, in a bid to pinpoint which parts of the final result have been affected and to

what extent. Moreover, metrics of the quality of the final result for the two approaches are

directly compared. Evaluating both the error patterns and metrics of quality, we can infer the

efficiency of our modeling approaches, in particular how accurately the effect of the approx­

imation has been replicated or what insight about the distortion of quality has been gained.

Our modeling approach focuses on two main mechanisms, namely Error Injection (EI)
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Figure 1.1: Conceptual schema of our work

and Lossy Compression (LC), applied to a variety of applications and domains. Both methods

are based on the idea of distorting the data that are affected by the approximation technique.

We expect the propagation of error from the distorted data to simulate the error derived from

the approximation.

The EI method consists of adding error specified by two well­known statistical distribu­

tions, normal and uniform distribution, both centered at 0 but configurable regarding their

standard deviation and range respectively. It should be noted that the results derived from

EI are not reproducible and exhibit slight variability due to the randomness of the process.

However, the effect of a specific configuration tends to follow a certain pattern which renders

the EI a firm modeling method.

On the other hand, the LC mechanism lies on the idea that after compressing and de­

compressing a data structure using a lossy compressor, part of the information cannot be

retrieved, resulting in data distortion. Consequently, LC can be used in a similar way to the

EI, but rather than relying on statistical distributions, it is based on spatial continuity to re­

move redundancy and induce error­bounded distortion. The lossy compressors used are SZ

and ZFP (see Chapter 2). Both of them, require an error metric to be specified to bound the

error amongst the original value and the decompressed value of an element.

The experiments consist of applying the aforementioned methods, with different config­

uration parameters, on the data structure that is given as input to the approximate pipeline.
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Practically, our work attempts to find out if there is a configuration of the parameters of EI

and LC which can simulate the approximation and how to specify the correct parameters for

a variety of input data.

We experiment with our models in various domains. The applications examined are:

• SPS­Stereo, a Stereo Vision Matching algorithm

• Matrix Multiplication of sparse matrices

• Singular Value Decomposition of sparse matrices and images

• Conjugate Gradient for solving linear systems with sparse matrices

The main approximation technique explored is precision scaling, which consists of us­

ing fewer bytes for the representation of real numbers and limits computational and storage

demands. It has been extensively used in the literature [8], [9], [10], [11], [12], [13],

[14], [15], [16], [17]. It is one of the most straightforward approximations, that can be

employed both at the software and hardware level. We focus on applications that use dou­

ble floating­point precision and experiment with single precision, half­precision, and in some

cases, we even use integers in place of real numbers. All applications listed above, apart from

the SPS­Stereo, are eligible to experiment with precision scaling.

In all cases, results are visualized using heat maps representing the absolute or relative

difference in values amongst the fully accurate result and the result of each approximate

method or modeling mechanism. Moreover, domain­specific metrics, such as the Frobenius

norm and condition number for matrices or PSNR for images, are employed to assess the

quality degradation of the final result and directly compare the modeling approaches with the

approximate version.

Since performance is not of interest, we conduct all experiments on a desktop with CPU

Intel i5 10500 (6 cores ­ 12 threads), GPU Nvidia GeForce GTX 1660 Super, and 16 GB of

dual RAM. We develop software using C++, while we use python to produce the heat maps

and the graphs. For the error injection framework, we utilize a fast parallel library which

employs OpenMP [18], while for the lossy compressors we use the official Github CPU

implementations. Extra libraries used are stated explicitly in each chapter.
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1.1.1 Contribution

The contribution of this Thesis is two­fold. First, it offers an approach to model the effect

of existing approximation techniques, which is a new approach in the context of Approximate

Computing. Second, the analysis of the experiments provides valuable insight on the lossy

compressors SZ, ZFP which are widely used in the High Performance Computing area to

substantially reduce the footprint of the data and consequently improve the performance of

applications.

1.2 Structure of paper

The rest of the Thesis is organized as follows. Chapter 2 provides an overview of the

background needed to understand the methods employed. In particular, how to apply the

frameworks, and the relevant metrics we use to evaluate the quality of results. Each subse­

quent section discusses a different application case study. Chapter 3 analyzes the SPS­Stereo

matching algorithm and Chapter 4 refers to Matrix Multiplication. Chapters 5 and 6 examine

the Singular Value Decomposition and Conjugate Gradient respectively. Finally, chapter 7

summarizes the Thesis and highlights the main observations.





Chapter 2

Background

2.1 Error Injection

Error Injection (EI) is the process of deliberately introducing error to computations or

data. One potential application of EI is to study the sensitivity of a function or algorithm to

the distortion of the input. In our case, we want to test whether the added error, which is

derived from a statistical distribution, can simulate the effect that an existing approximation

technique has in the final results. In practice, we inject error to the input data of the operation

we test as illustrated in Fig. 2.1.

Figure 2.1: Error Injection framework

In our experiments we use normal and uniform distributions for the error. Normal distribu­

tion is used widely in practice to simulate noise, namely Gaussian noise. Normal distributions

used here are defined as:

N(0, σ2)

which means they have a mean of 0 and a standard deviation of σ. Similarly, the uniform

distribution is used as:

U(−a, a)

7



8 Chapter 2. Background

meaning that they are centered around 0 and are limited to a range of b = 2a. Each value

inside that space has an equal probability. For abbreviation, the normal distribution for the

rest of the work will be defined by its standard deviation σ and the uniform by its range b.

Both distributions are illustrated in Figure 2.1 for σ = 1 and b = 1.

It should be noted that for our experiments, we utilized a fast C++ library to produce

pseudo­random numbers following the aforementioned distributions. The omprng library

[18] employs a parallel OpenMP implementation which is crucial for performance efficiency

when running multiple experiments.

Figure 2.2: Power density function of N(0, 1) and U(−0.5, 0.5)

2.2 Lossy Compressors

Lossy compressors have been widely used in the last decade to reduce the footprint of

HPC datasets and thus speed up the intensive transfer of big data [19]. In contrast to a lossless

compressor, a lossy compressor induces data distortion in the reconstructed or so­called un­

compressed data, as shown in Fig. 2.3. The distortion of the original data is usually bounded

in terms of error magnitude. On the other hand, lossy compressors can achieve much higher

compression ratios than the state­of­the­art lossless compressors, a fact that makes them ideal

in frameworks where the data transfer is the bottleneck of performance.

In this work, we examine whether the data distortion a lossy compressor induces after the

decompression, can act similarly to the EI concept and form a firm model of the approxima­

tion error. We focus on two popular and successful lossy compressors, SZ and ZFP. Both have

been proved to provide high compression ratios in spatially correlated data across multiple

domains while preserving a user­specified metric of quality [19].
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Figure 2.3: Difference between lossy and lossless compression

Fig. 2.4 illustrates the LC framework we employ in our work. First, we write the data of

the program in a binary file. Then SZ or ZFP is employed via its terminal mode to compress

and directly decompress the binary file into a new binary file. Finally, we read back the

distorted data from the new binary file.

Figure 2.4: Lossy Compression framework

A variety of quality metrics are provided to the user by both compressors. Commonly

used are the point­wise relative error, relative error, absolute error, and PSNR. In this work,

we mainly focus on the simplest, which is the absolute error. However, in few cases where a

different metric is employed, it will be explicitly clarified.

In the analysis belowwe briefly summarize the main concept and features of the two lossy

compressors. It should be noted that the scope of this work does not focus on the performance

aspect but rather on the distortion of the data when applying compression and decompression.

Practically, we do not explore the applicability of the compressors in the context of AC, but

rather target the interpretation of the approximation error.
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2.2.1 SZ

The fundamental concept of Squeeze (SZ) compression is that it exploits locality by em­

ploying prediction curves on subsequent data. The initial release is thoroughly analyzed in

[20]. Initially, SZ transforms multidimensional data into a 1D sequence. Then, predictable

data points are replaced by two bits, defining one of three curve­fitting models, which pass

through the preceding data points. On the contrary, unpredictable data points are normalized

to be closer to zero, their mantissa bits are truncated and leading­zero based floating­point

compression is applied on them. In both cases, the user­specified error bound is strictly re­

spected.

Subsequent releases of SZ came with many improvements. The prediction model has

been extended to work on multidimensional data using a multilayer approach, significantly

increasing the percentage of predictable data points, while new strategies like quantization

and Huffman coding have been implemented in [21]. Partitioning of data into blocks, new

prediction models for larger error bounds, and optimization techniques in model selection

have been introduced in [22]. The current version, which we use in our experiments, is 2.1

and is available on Github [23].

2.2.2 ZFP

ZFP follows a different principle than the prediction­based SZ, namely the transform­

based approach. The procedure is summarized in [24]. First, the data are partitioned into

4d ­ sized blocks, where d is the dimension of the data, and are converted to fixed precision

using a common exponent, that of the largest value. As a result, all values are in the range of

(­1,1). Then a reversible orthogonal transform is applied, changing the basis of representation

and producing coefficients with small magnitude. Finally, embedded coding is applied to the

coefficients, producing a stream of bits with decreasing significance, thus allowing truncation

with respect to the desired error bound. The code we used is available on Github [25].

2.3 Metrics

Apart from the heat maps of the error provided in almost all applications, there are some

metrics that are widely used to assess the data distortion. Obviously the nature of each appli­

cation suggests a different metric to evaluate data distortion. However, we focus on the most
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frequently used metrics for each case, which are the Frobenius norm for matrices and the

PSNR for images. Moreover, regarding the LC application the compression ratio establishes

an expressive metric for the redundancy of the data.

2.3.1 Frobenius Norm

The Frobenius norm is an element­wise norm widely used to assess the size of the ele­

ments of a matrix. Let A be anmxn matrix, then the Frobenius norm is defined as:

||A||frob =

√√√√ m∑
i=1

n∑
j=1

A2
ij

In our case, we use it to quantify the size of error between the original matrix A and its’ ap­

proximate versionA′, by calculating ||A−A′||frob. In the same manner, we use it to calculate

the error between the accurate result matrix and our models’ result matrices.

2.3.2 PSNR

Peak signal­to­noise ratio (PSNR) is a popular metric for evaluating the quality of signals,

like images and videos. It expresses the ratio between themaximumpossible power of a signal

and the power of noise. This ratio can be used as a quality measurement between the original

and a distorted image. The higher the PSNR, the better the quality of the compressed, or

reconstructed image. In our case, we use it on grayscale images where the bit depth is 8 bits.

PSNR is usually calculated as a logarithmic quantity using the dB scale. Let I be the

originalm× n image andK be the distorted one. Then:

PSNR = 20× log10(255)− 10× log10(MSE),

where

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

[I(i, j)−K(i, j)]2

MSE is the mean squared error and 255 is the maximum possible pixel value. Typically,

PSNR values between 30 and 50 are acceptable for compression of such images [26].

2.3.3 Compression Ratio

The compression ratio (CR) of a lossy compressor is equal to the ratio of the size of

uncompressed data to the size of compressed data. Taking bytes as the measure unit it is
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defined as:

CR =
bytes of uncompressed data

bytes of compressed data

Evidently, a high CR indicates strong spatial coherency in data and is a verification that the

compressor is efficient. However, one must take into account that the looser the error bounds

specified to a lossy compressor, the higher the CR can be. Finally, it is a metric that can be

directly used to compare the efficiency of different compressors.



Chapter 3

Stereo Vision Matching ­ SPS

3.1 Introduction

Stereo vision matching is a very popular and important application in the computer vi­

sion domain. It is used for extracting distance information from a pair of stereo cameras and

is utilized in autonomous systems and image reconstruction. SPS ­ Stereo (SPS) [27] is a

popular approach to calculate the disparity image, flow estimation and perform occlusion

labeling and joint segmentation. It combines the Semi­Global Matching (SGM) [28] and

slanted plane algorithm which assumes that the 3D scene is piece­wise planar and the motion

is rigid or piece­wise rigid.

In our work, we focus only on the disparity image, which essentially is the image repre­

senting the distances of every point in the left image with relevance to the right image. Since

objects with large distance between the two captures are closer to the camera, the depth of an

object is essentially represented in the disparity image. The challenge of calculating disparity

is to identify the same object in two different captures of the scene.

SGM has been proved to efficiently provide an initial estimation of the disparity image

and is the part of the algorithm which is interesting to us. Fig. 3.1 shows the main part of the

SGMpipeline. In short, SGM is based on the idea of pixel­wisematching and cost aggregation

across multiple optimization paths in the image. Pixel­wise matching is performed using the

sobel filter to highlight the edges and using a bitmap of a square window around a pixel to

form a similarity metric. This provides an initial disparity estimation.

Given the intial disparity estimation, cost aggregation is performed by means of summing

minimum path costs across multiple 1D scanlines while taking into account a penalty factor

13
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to deal with noise issues. Mathematically this optimization task is formulated as finding the

disparity image with the minimum global energy metric. In practice, this means finding the

globally optimum path for each pixel. On top of that, it is interesting that this process is

executed twice , each time using a different image as base and as matching, and the final

disparity image is derived from a consistency check amongst the two runs.

Figure 3.1: SGM pipeline

In the context of AC, the work of AcHEe [29] showcases how an approximate parallel

implementation in the cost aggregation of the SGM algorithm can contribute to performance

gains while maintaining acceptable disparity image quality. The approximate version sug­

gests substituting the global minimum along multiple scanlines with a local minimum in the

cost aggregation process, which eliminates synchronization and thus allows a massively par­

allel implementation, in this case a GPU implementation.

In this work, this approximation is replicated in CUDA C programming on top of a C++

SPS implementation publicly accessible on Github [30]. The purpose of our work is to model

the effect of this approximation on the final disparity image with EI and LC.

3.2 Methodology

To model the effect of the approximation, errors are induced in two intermediate matrices

derived from the cost aggregation process. Each matrix, which corresponds to the initial cost

matrix in Fig. 3.1, is derived from each run. Those matrices contain values in the range of

0 to 216, as they express a 16­bit pixel representation. They are composed of integer values,

hence of the two lossy compressors we can only utilize the ZFP compressor.

Regarding the LC methodology, we employ the LC framework once for each matrix,

before continuing the execution with the distorted data. The fixed precision mode used in
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ZFP, refers to the number of bits of the decompressed values [31]. On the other hand, EI is

applied directly on the matrix via a function call with suitable parameters.

3.2.1 Parameter Configuration

After running multiple experiments and analyzing the error patterns and scale, we con­

cluded to the configuration of the models with the most accurate results. The parameters used

for our models are illustrated in Table 3.1.

Table 3.1: Parameter Configuration

Method Parameters

ZFP 2D mode ­ fixed precision of 26 bits

Normal σ = 512

Uniform b = 1024

3.3 Evaluation

The results of the experiments highlight the ability of EI and LC to estimate the approxi­

mation of local minimum cost aggregation of AcHEe, by inducing artifacts on the boundaries

of objects. Fig. 3.2 depicts the accurate disparity image, Fig. 3.3 the approximate disparity

image, while Fig. 3.4 and Fig. 3.5 show the results of normal distribution EI modeling and

ZFP modeling respectively. Albeit not replicating accurately the artifacts, both EI and LC

can be useful in pinpointing the areas of the final disparity image that will be affected, which

have been reported to primarily be the object boundaries in [29].

Figure 3.2: Fully accurate
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Figure 3.3: AcHEe approximate

Figure 3.4: Normal distribution approximate

Figure 3.5: ZFP approximate

For better understanding, heat maps relative to the fully accurate disparity image have

been provided in Fig. 3.6. Using an 8­bit per pixel representation, the heat maps are con­

structed by the absolute pixel differences, and the scale is shown in Fig. 3.6iv. Fig. 3.6i

shows the heat map of the approximation, Fig. 3.6ii the heat map of the normal distribution

EI method and Fig. 3.6iii the heat map of the ZFP method. Uniform distribution has been

omitted for brevity, as it has fairly similar effect to the normal distribution on the final result.

To interpret the results, one must first identify the parts of the disparity image which have

been distorted by the initial approximation (Fig. 3.6i). The parts of the image that have been

affected by the initial approximation are the borders of the objects at the right side of the

image and to a lesser extent the top of the image, which essentially is the sky. Finally, there
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(i) AcHEe heat map

(ii) Heat map of normal distribution

(iii) Heat map of ZFP

(iv) Scale of heat maps

Figure 3.6: Absolute error to accurate disparity image

is a small amount of distortion at the left side of the image.

Observing the normal distribution results (Fig. 3.6ii), all of the areas mentioned above

have also been affected , but in a different manner. Admittedly, the artifacts are not the same,

however the EI does a decent job in finding all the areas of the image that are prone to errors.

The problem with this approach is that it induces extreme distortion at the left side, which is

the part where the cost aggregation process starts.

Regarding the ZFP usage, the distortion is more conservative compared to the EImethods.

For example, the ZFP final disparity image (Fig. 3.6iii) shows a very large band of distortion
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on object borders at the right side of the image, while it exhibits negligible distortion at the

top of the image. That said, it is interesting to note the compression ratio achieved by the

compressor, which is 10.2 . Tackling 2D integer data with spatial continuity suggests high

compression potential and that can be further improved with efficient preprocessing and a

different mode, as it will be shown in chapter 5.

3.4 Challenges

In spite of the positive observations, we cannot neglect the negative side. Both EI and LC

exhibited sensitivity to extreme distortion of the final image on the left boundary, as evident

in Fig. 3.6ii, 3.6iii). This phenomenon is more extreme in some pairs of images and limited

to others and may as well not be limited only to the left side of the image. To deal with this,

we provide a simple approach that proves efficient.

We introduce a simple yet efficient solution for this problem. However, including this

improvisation in the generic framework requires further work as it is image­dependent. The

extreme boundary distortion can be eliminated by applying EI only in a window of the image,

excluding the border pixels at the side where the problem is evident. The size and shape of

the window are image­dependent and would require further exploration.

Concerning the example image analyzed, simply omitting the left 50 columns of the im­

age, accounting for 5% of the total columns, solves the problem as shown in Fig. 3.7, 3.8.

Fig. 3.7 depicts the disparity image and Fig. 3.8 its’ heat map.

Figure 3.7: Windowed normal distribution

Finally, it must be outlined that the EI approach does not provide reproducible results be­

cause of the pseudo­random procedure that starts each time from a different seed. In practice,

most of the runs with the same configuration exhibit the same trend, however there are cases
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Figure 3.8: Heat map of windowed normal distribution

where areas of the image are excessively distorted, most frequently the parts of the image

that experience the larger distortion by default, which are the red regions at the heat maps.

An instance of extreme distortion can be seen in the heat map of Fig. 3.9, where the

extreme distortion at the left side of the image has expanded and also a strong artifact at the

right side of the image has been induced, at a place which did not seem susceptible to errors

in the previous analysis.

Figure 3.9: Heat map of extreme distortion case in normal distribution

Finally, the PSNR metric quantifies the quality of the produced disparity images and is

also used in the AcHEe paper. PSNR is calculated with respect to the fully accurate disparity

image. Table 3.2 summarizes the PSNR values of the AcHEe approximate implementation

and our approaches. It seems that the EI and ZFP approaches lack the quality achieved by

the AcHEe approximate, but this is linked to the phenomenon of extreme distortion analyzed

above. This assertion is proven by the fact that the windowed EI method produces slightly

better PSNR than the AcHEe approximation.
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Table 3.2: PSNR relative to fully accurate

Method PSNR

AcHEe approx 37.19

Normal 33.22

ZFP 35.62

Normal windowed 39

3.5 Conclusion

To conclude, our models fail to simulate the effect of the approximation accurately. The

artifacts that have been induced by the approximation cannot be replicated by our models

in detail. Moreover, the left side of the disparity image is sensitive to extreme distortion

in our approach and although a solution is proposed, it cannot be embedded in the generic

implementation safely. On top of that, the variability of EI experiments, which can lead to

extreme distortions in particular parts of the image, also renders the EI models inconsistent.

However, it must be noted that our approach is consistent in detecting the parts of the disparity

image that will be distorted by the approximation.
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Matrix Multiplication

4.1 Introduction

Matrix Multiplication is a basic linear algebra operation widely used in many scientific

areas. Although the operation itself is not error resilient, approximation in matrix multiplica­

tion can be used to reduce the computational cost through precision scaling. Understanding

the propagation of error in case of such approximation is important to decide whether this

technique is effective in a given application. In this regard, a series of experiments is con­

ducted aiming to model the error induced by the use of floats, or in extreme cases integers,

in place of doubles.

4.2 Methodology

We explore the multiplication of three sparse square matrices frommatrix market [32], by

themselves. The fully approximate multiplication uses only doubles while the approximation

techniques consist of direct typecasting to floats and rounding to nearest integers respectively.

Regarding the modeling attempts, EI is exclusively applied to the non­zero elements of

the sparse matrix, whereas LC is applied first to the full 2D matrix and then to the 1D se­

quence of non­zero elements, as saved by the matrix market format in column­major style.

The application of LC to the full matrix will be referred to as global (i.e. ZFP­global).

The three matrices used are derived from different domains and have a different range of

values. The first matrix, named bcsstm27 [33], is a symmetric indefinitematrix used for buck­

ling analysis on an engine inlet of a Boeing jetliner and its’ values range is (−717, 1.44e3).

21
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We work only on the lower diagonal part of that matrix in order to save time in the experi­

ments. Also, for brevity, we will analyze only the experiments on the bcsstm27 matrix and

will generalize our conclusions.

For reference, the other two real and unsymmetric matrices are the bfw398a [34] and

impcol­a [35]. The bfw398a matrix is derived from the domain of electrical engineering. It

appears in a generalized eigenvalue problem regarding the millimeter wave technology. Its’

values range in (−2.43, 6.3). The impcol­a matrix regards the chemical engineering domain.

It is an initial Jacobian approximation for a sparse nonlinear equation modeling a chemical

process system. Its’ values range is (−376, 680).

For visualization purposes, we use heat maps of absolute differences between the fully

accurate implementation and each approximate one. From those heat maps, we have been able

to gain insight about the pattern of error and some interesting properties of the LC methods.

Apart from the visualization, the Frobenius norm of the difference of the fully accurate

and approximate matrix is calculated, as it expresses the sum of squared error for the ele­

ments of the matrix. In particular, the Frobenius norm is calculated twice, first to evaluate the

distortion of the initial matrix due to approximation, EI or LC, and then to quantify the error

on the final result matrix.

4.2.1 Parameter Configuration

Running multiple experiments with various configurations, we targeted for the config­

urations which achieve an error scale similar to the approximations. Table 4.1 shows the

parameters for the float approximation, while Table 4.2 illustrates the parameters for the

integer approximation.

4.3 Evaluation

4.3.1 Float approximation

The results of the experiments highlight the complexity of modeling the error induced by

the single­precision (float) approximation. Although, able to achieve similar error range in

final result, the modeling attempts cannot follow the error pattern of floats relative to doubles.

The error pattern of floats shows large outliers at scattered points throughout the non­zero
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Table 4.1: Parameter Configuration ­ Float approximation

Method Parameters

SZ 2D mode ­ absolute error of 7e­5

ZFP 2D mode ­ absolute error of 5e­4

SZ­global 2D mode ­ absolute error of 7e­5

ZFP­global 1D mode ­ absolute error of 5e­4

Normal σ = 3.3e− 5

Uniform b = 1.44e− 4

Table 4.2: Parameter Configuration ­ Integer approximation

Method Parameters

SZ 2D mode ­ absolute error of 0.5

ZFP 2D mode ­ absolute error of 1

SZ­global 2D mode ­ absolute error of 0.5

ZFP­global 1D mode ­ absolute error of 1

Normal σ = 0.2

Uniform b = 1.04

elements of the matrix and negligible error for the majority of non­zero elements (Fig. 4.1).

The maximum absolute error is 0.281, while the maximum relative error reaches 0.41% and

the average relative error is 1.85× 10−5% when excluding zero elements.

In contrast, our modeling attempts form a more uniform error pattern, without showing

very large errors at distinct points (red points in heatmaps). Indeed, ZFP (Fig. 4.2), normal

(Fig. 4.3) and uniform distribution (Fig. 4.4) achieve similar maximum error to floats, but

rather have a higher overall error added to the final result. This can also be verified by the

Frobenius norm values of the second column of Table 4.3, which highlight that the float

approximation has a much lower error norm value in the result matrix.

Interestingly, observing the Frobenius norm values, it is evident that the SZ fails to com­

press the stream of non­zero elements and add any distortion to the initial matrix. Given ab­

solute error bound of 7e­5 , which works fine when applied to the whole matrix, it achieves a
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Figure 4.1: Float approximation result ­ Absolute error to accurate result matrix

Figure 4.2: ZFP float approximation ­ Absolute differences from fully accurate result matrix
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Figure 4.3: Normal float approximation ­ Absolute differences from fully accurate result ma­

trix

Table 4.3: Frobenius norm of error ­ Float modeling

Method ||A− Aapprox||frob ||A2 − A2
approx||frob

Floats 0.0007 2.5465

SZ 0 0

ZFP 0.007 9.6404

Normal 0.0056 7.6664

Uniform 0.007 9.5394

CR of 1.03. This behavior is a direct outcome of lack of continuity in the stream of non­zero

elements.

Overall, we believe that the inability of our approaches to resemble the float approxima­

tion is directly related to the non­linear nature of float representation, which is denser in lower

values and sparser in higher values. In contrast, both EI and LC handle elements of data in

a uniform manner, regardless of their absolute values.On top of that, the modeling difficulty

increases due to the nature of the application, which has inherent error amplification proper­
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Figure 4.4: Uniform float approximation ­ Absolute differences from fully accurate result

matrix

ties, as shown by the Frobenius norm values in Table 4.3, where the size of error is always

higher for the result matrix than the original matrix.

Finally, another important observation is that the configurations of the modeling tech­

niques significantly vary amongst different matrices. In practice, higher absolute values in

matrix elements suggest higher error range in the EI process and higher error bounds in the

LC framework to achieve the same scale of error in final result. This fact is directly linked to

the sparser representation of floats in higher values.

4.3.2 Lossy Compressors

First, we would like to highlight the difference in the configuration parameters of SZ and

ZFP. Although using the absolute error bound for both, we observe that ZFP requires a looser

error bound than SZ to achieve similar size of distortion in final results. This is directly linked

to the fact that ZFP is very conservative on the error bound specified, in order to bound the

worst case scenario, as illustrated in [36]. This observation holds true for the rest of the

applications analyzed and will not be stated explicitly again.
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Concerning the LC application, it is obvious that applying LC only on the non­zero ele­

ments is much more accurate than applying it to the full matrix. Interestingly, applying LC

to a full sparse 2D matrix highlights the weakness of SZ and ZFP in discontinuous data, by

means of distorting zero elements that are near non­zero elements.

Fig. 4.5 depicts the absolute values of the original matrix, while Fig. 4.6 and Fig. 4.7

show the absolute differences of the distorted matrix, by ZFP­global and SZ­global respec­

tively, with respect to the original matrix. As evident, zero elements are affected by their

neighboring non­zero elements in a square shape. Moreover, Fig. 4.8 shows the absolute

values of the accurate result matrix, while Fig. 4.9 and Fig. 4.10 illustrate the absolute dif­

ferences of the results of ZFP­global and SZ­global, with respect to the accurate result. Obvi­

ously, after the matrix multiplication the band of error is widened even more. This property

of LC must be realised to avoid large errors in applications involving sparse matrices.

Figure 4.5: Original matrix ­ Absolute values
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Figure 4.6: ZFP­global on original matrix ­ Absolute error to original matrix

Figure 4.7: SZ­global on original matrix ­ Absolute error to original matrix
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Figure 4.8: Result matrix ­ Absolute values

Figure 4.9: ZFP­global on result matrix ­ Absolute error to accurate result matrix
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Figure 4.10: SZ­global on result matrix ­ Absolute error to accurate result matrix

Figure 4.11: Integer approximation ­ Absolute differences from fully accurate result matrix
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4.3.3 Integer approximation

The integer approximation results in very large errors, as illustrated in Fig. 4.11. It reaches

a maximum absolute error of 2020.7 and a maximum relative error of 38×104%. The average

relative error is 78% disregarding the zero elements of the matrix.

Nevertheless, it is interesting how ΕΙ is able to replicate efficiently the pattern of error in

Fig. 4.13, 4.14 and even more so, how the SZ ,applied on the 1D sequence of non­zero data

and operating in 2D mode and 0.5 absolute error bound, is replicating exactly the effect of

rounding to nearest integer approximation (Fig. 4.12. This proves that this configuration of

SZ has identical behavior to the round to nearest integer approximation.

On top of the visualization, the Frobenius norm of error introduced in Table 4.4 , confirms

our conclusions. SZ is a perfect model for this approximation, while the uniform and normal

EI also form a strong model with similar norms to the integer approximation. On the other

hand, ZFP fails to achieve the same scale of error with a much lower error norm value, a fact

also visible in Fig. 4.15.

Figure 4.12: SZ integer approximation ­ Absolute differences from fully accurate result ma­

trix
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Figure 4.13: Normal integer approximation ­ Absolute differences from fully accurate result

matrix

Figure 4.14: Uniform integer approximation ­ Absolute differences from fully accurate result

matrix
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Figure 4.15: ZFP integer approximation ­ Absolute differences from fully accurate result

matrix

Table 4.4: Frobenius norm of error ­ Integer modeling

Method ||A− Aapprox||frob ||A2 − A2
approx||frob

Integers 42.7254 60672.1

SZ 42.7254 60672.1

ZFP 28.5549 38737.6

Normal 33.8246 45731.3

Uniform 50.9448 69214

4.4 Conclusion

To sum up, our methods fail to simulate the float approximation effect in the matrix multi­

plication case. Although able to replicate the same scale of error, they cannot achieve similar

values in the Frobenius norm of the error neither produce the same patterns of error in the

result matrix. On the other hand, regarding the round to nearest integer approximation, we ob­

serve that SZ, employed with 2D mode and absolute error of 0.5, is a perfect model. Finally,

EI also forms a strong predictor achieving similar size and patterns of error.
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Singular Value Decomposition

5.1 Introduction

Singular Value Decomposition (SVD) is a well­known factorization technique to reduce

the storage space of a large matrix while accepting some quality loss. It essentially decom­

poses a matrix into the product of 3 matrices. Let A be an m × n real matrix, then SVD

factorizes the matrix in the form UΣV T , where U, V are orthogonal matrices of dimensions

m × n and n × n respectively, whereas Σ is a diagonal matrix whose elements are called

singular values.

Interestingly, the number of non­zero singular values is equal to the rank of matrix A,

while singular values are stored in descending order. This way, one can use only a portion of

them, and the corresponding columns of U and rows of V T , to perform the reconstruction via

multiplication. The more singular values used, the more accurate the reconstruction is, but

the less singular values used the less storage is required to store the matrix.

That being said, there are different algorithms to calculate the matrices U,Σ, V . In this

case, we focus on the iterative method of Golub and Reinsch introduced in [37]. This method

comprises three steps. First, an initial factorization is calculated where the middle matrix is

bidiagonal [38]. Second, the bidiagonal matrix is reduced to a diagonal matrix via an iterative

method, while the other two matrices are processed simultaneously to satisfy the equation.

Finally, the diagonal matrix is sorted to hold elements of descending order.

The actual version of the SVD algorithm used is described in [39]. We use the c++

library of [40] , which includes fully accurate implementation using doubles. To implement

an approximate version of this algorithm, we had to extend the library.

35
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Similar to matrix multiplication, precision scaling is an interesting method to induce ap­

proximation in the SVD process described above. Our experiments involve both the use of

single precision and half precision arithmetic, which uses just 16 bits to represent floating­

point values. The latter is not natively supported by the machine nor the programming lan­

guage, but can be simulated using the library described in [41]. The software is available on

Github [42].

5.2 Methodology

The approximation method is based on the use of reduced precision, wherever there is

a need for floating point arithmetic in the SVD library referenced above. As always, our

modeling approaches lie on the fact of distorting the initial matrix using EI or LC, before

applying the fully accurate SVD version and comparing the error patterns. The error patterns

of the three matrices U,Σ, V with respect to the fully accurate decomposition of the original

matrix are visualized as heat maps.

Using this approach, we ran the first series of experiments on the matrices of Chapter

4 using only floats for the SVD algorithm. The error patterns of U, V were similar for the

float approximation and the rest of the techniques, whilst the error patterns for the Σ matrix

showed different patterns, yet an error of order 10−5, which is negligible for singular values

of order up to 103. The visualizations of the above observations are omitted for brevity, since

a similar approach will be analyzed below.

After promising experiments on sparse matrices, we decided to tackle an SVD applica­

tion. Image compression with SVD decomposition is a popular application, where reduced

number of singular values is used to reconstruct the initial image. We chose this application,

because an image is a fitting example of dense matrix where we can also assess the behav­

ior of LC in continuous data. Moreover, using different percentages of singular values for

reconstruction we can observe where most of the error lies in the decomposed matrices.

That said, we examine the case of a 16­bit grayscale image (Fig. 5.1) and decide to

normalize the pixel values to the [0,1] range. This way we can make good use of the LC

which is more efficient on floating­point data and also use more aggressive precision scaling

for the SVD algorithm. After experiments with floats showed negligible distortion in the

reconstructed image, as PSNR values were equal to the fully accurate implementation, we
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decided to experiment with half precision.

Figure 5.1: Original picture

Implementing the SVD only with half precision resulted in lack of convergence in the

iterative process of the algorithm, even with increased iterations. In addition, using floats in

the SVD and half precision in the reconstruction operations resulted in unacceptably large er­

rors. Finally, the use of half precision for the first and third step of the SVD, in combination

with the use of floats for the iterative second step, is the ideal approximation for this appli­

cation, as it induces acceptable error. We have to credit the work of [17] because it inspired

our mixed precision approach.

We refer to this pipeline as the mixed precision approximation from now on. The follow­

ing sections give the configuration of the modeling techniques used to simulate this approx­

imation and analyze the results of the experiments.

Table 5.1: Parameter Configuration

Method Parameters

SZ 2D mode ­ absolute error of 3e­2

ZFP 2D mode ­ absolute error of 3e­1

Normal σ = 1.5e− 2

Uniform b = 6e− 2
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5.2.1 Parameter Configuration

The parameters used for the modeling methods are deliberately chosen to produce similar

PSNR values to the mixed precision pipeline. The actual parameters used can be seen in Table

5.1.

5.3 Results

5.3.1 Error patterns in decomposed matrices

First of all, we examine the range of values in the U , Σ and V matrices of the accurate

execution of SVD. As shown in Fig. 5.2, the absolute values of elements range from 0 to

0.28 in U and from 0 to 0.31 in V , while the singular values range from 0 to 515.

(i) U (ii) V

(iii) Σ

Figure 5.2: Fully accurate SVD ­ Absolute values

The absolute error of the mixed precision approximation with relevance to the accurate,

can be seen in Fig. 5.3. It ranges from 0 to 0.45 for both U and V matrices, which is signifi­
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cant bearing in mind the range of values of those matrices. However, for the singular values

relative error has been calculated, because we believe it is more meaningful due to the vari­

ability of singular values. It can be noticed the first half of the singular values shows a relative

error between 0 to 5%, while the second half has a larger error that ranges between 5% to 8%.

(i) U (ii) V

(iii) Σ

Figure 5.3: Mixed Precision SVD ­ Absolute error to accurate

Regarding the modeling techniques, we observe that the error range and pattern in U

and V is almost identical to the mixed precision case for the SZ, the ZFP and the Normal,

as illustrated in Fig. 5.4. The ZFP method introduces slightly larger error values at distinct

points while the Uniform case is similar to the Normal and is omitted for brevity.

Despite the success in simulating error patterns in U and V , our modeling attempts fail

to replicate the same error scale in the singular values. As shown in Fig. 5.5, all modeling

methods exhibit relative error above 300% in the smallest singular values, apart from the ZFP

which shows a maximum relative error of 100%.

Comparing the above to the singular values of the approximation (Fig. 5.3iii), it is ap­

parent that there is significant divergence in the error introduced in the singular values. The
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relative error of our methods is two orders of magnitude larger. However, the effect of this

variation in the final result needs to be tested in the final reconstructed image, since matrix

multiplication is involved.

(i) SZ U (ii) SZ V

(iii) ZFP U (iv) ZFP V

(v) Normal U (vi) Normal V

Figure 5.4: Absolute error to accurate U , V



5.3 Results 41

(i) SZ (ii) ZFP

(iii) Normal (iv) Uniform

Figure 5.5: Absolute differences to accurate Σ

5.3.2 Reconstructed Images

The reconstructed images using all singular values for each approach are listed in Fig.

5.6. All the images are visually the same, since we attempted to retain a PSNR higher than

40. Nevertheless, slight differences are visible in the heat maps of absolute pixel differences

in Fig. 5.7. It must be noted, that the heat map of the fully accurate case, has been calculated

relevant to the original image, while for the rest relevant to the fully accurate case.

Using an 8­bit per pixel representation for the reconstructed images, the absolute pixel

differences have similar scale for all instances. However, the mixed­precision approxima­

tion (Fig. 5.7ii) has a unique error pattern that cannot be replicated by any of the modeling

techniques.

Firstly, the approximation induces a vertical line of distortion at the left side, which in­

cludes pixel differences over 25 and does not exist in any other method.Moreover, the general

error pattern shows horizontal locality, by means of similar errors in pixels of the same row.
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(i) Fully accurate (ii) Mixed Precision

(iii) SZ (iv) ZFP

(v) Normal (vi) Uniform

Figure 5.6: Full SVD reconstruction

Again this horizontal continuity is not present in any other method.

Regarding the EI methods (Fig. 5.7v, 5.7vi), the error pattern is uniform around all

parts of the image and is of no interest to us. On the other hand, the LC techniques display

interesting error patterns that require elaborate analysis.

The SZ (Fig. 5.7iii) demonstrates a distribution of error that resembles the uniform. It

includes several regions of zero distortion, regions with moderate error, and some areas with
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(i) Fully accurate (ii) Mixed Precision

(iii) SZ (iv) ZFP

(v) Normal (vi) Uniform

(vii) Scale

Figure 5.7: Absolute pixel differences with full SVD reconstruction

larger distortion that are usually around areas of zero distortion. On the contrary, the ZFP

(Fig. 5.7iv) follows a distribution that mostly resembles the normal, since most pixels have

an error near zero. Moderate error values are scattered around the background while larger

error values exist at the face of the dog where detailed texture lies.
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Regarding the areas of zero distortion, we confirm that those areas of the picture, show

little variability in pixel values. As a result, the compressors, which partition the image into

blocks, can provide compression without introducing errors. Since all values are similar, SZ

can predict them accurately based on the preceding values and ZFP can effectively truncate

their floating­point representation.

(i) Fully accurate (ii) Mixed Precision

(iii) SZ (iv) ZFP

(v) Normal (vi) Uniform

Figure 5.8: SVD reconstruction with 50(12%) singular values

Similarly, the error pattern of the approximation cannot be simulated for fewer singu­
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lar values. We include the reconstructed images using only 12% of the singular values in

Fig. 5.8. It is evident that even the accurate SVD results in blurry image and also includes

some corrupted pixels around the nose of the dog. The blur is present in all methods, yet the

corrupted pixels’ location varies.

(i) Fully accurate (ii) Mixed Precision

(iii) SZ (iv) ZFP

(v) Normal (vi) Uniform

(vii) Scale

Figure 5.9: Absolute pixel differences of SVD reconstruction with 50(12%) singular values
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The relevant heat maps are provided in Fig. 5.9 and provide valuable insight. In Fig.

5.9i, the distortion of the accurate reconstruction is substantially larger than in Fig. 5.7i and

reaches differences of more than 30 around the nose of the dog, which is the most sensitive

part of the image. Moreover, the horizontal lines in the mixed precision heat map (Fig. 5.9ii)

still exist, whereas all methods show increased number of corrupted pixels around the nose

with relevance to the accurate image.

Regarding the LC techniques (Fig. 5.9iii, 5.9iv), the error is less uniform across the

image and also the areas of zero distortion have been partially or completely eliminated. This

is the result of the combination of errors derived from the distortion of the initial image due

to LC and the error induced by the use of fewer singular values. In a similar manner, the EI

approaches (Fig. 5.9v, 5.9vi) have partially lost their homogeneity of error across the image.

To conclude, we have summarized the PSNR values of the images in Fig. 5.10 for dif­

ferent singular values. It is evident that our models are consistently producing similar PSNR

values to the approximate method.

Figure 5.10: PSNR relative to original for various singular values

5.3.3 Effect of Lossy Compressors on Images

First of all, we clarify that the distortion induced above, by both LC and EI in the final

reconstructed image using all singular values, is primarily based on the distortion of the initial

image and not on the SVD process itself. We have confirmed that observation by omitting
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the SVD process and calculating the heat­maps of the distorted images by LC or EI. As

a result, evaluating the results of the LC experiments on the reconstructed image with full

reconstruction is equivalent to evaluating the effect of direct application of LC on the images.

Regarding the error patterns analyzed above, we confirm that our observations on the

patterns of error match the observations of [36]. In particular, the SZ exhibits a uniform

distribution of error in image pixels whereas the ZFP tends to follow a normal distribution,

with higher pixel differences around the center of the image where most detailed texture

exists.

At last, we report the CRs for SZ and ZFP to be 37.4 and 26.6 respectively. Thismeans that

we have introduced a framework, where a grayscale 16­bit png image has been compressed

by a factor of 37, while achieving a PSNR of 42 with no obvious visual differences. The key

to our approach lies on the downscale of the pixel values to the [0, 1] interval, essentially

converting integer values to floating point values.

5.4 Conclusion

Our modeling methods are capable of providing similar error patterns to the approximate

method in the decomposed U and V matrices. However, there are significant differences

in the singular values calculated. As a result, despite achieving similar PSNR values in the

reconstructed image for various singular values used, our modeling attempts fail to replicate

the effect of the approximation or provide some valuable insight about it, for any number of

singular values used.





Chapter 6

Conjugate Gradient

6.1 Introduction

Conjugate Gradient (CG) is an iterative method for solving systems of linear equations,

whose matrix is positive­definite. As most iterative methods, it is not highly sensitive to

errors because the solution is improved at each iteration. Consequently, modeling the effect

of an approximate implementation with floats is practically useful for future users exploring

performance gains on the CG method.

The algorithm we developed is based on the first algorithm described in [43], which is

the simplest and most commonly used version of CG and is illustrated in Fig. 6.1. We define

maximum iterations to equal the number of rows of the matrix, while we use a tolerance

of 1e − 10 as our termination criterion. Moreover, we extend our terminating conditions to

include both the norm of the residual and the norm of subsequent solution vectors.

Essentially the problem can be formulated as:

Find x : Ax = b

where A is a real positive definite n× n matrix and b is a known n× 1 vector. The approach

we follow and the experiments we conducted are analyzed below.

6.2 Methodology

First, we employ the fully accurate CG with double precision to have the reference so­

lution vector. Second, we employ the approximate implementation with float precision and

49



50 Chapter 6. Conjugate Gradient

Figure 6.1: The Conjugate Gradient algorithm used

then we run the accurate pipeline on the distorted matrix by EI or LC. Finally, we construct

heat maps of the approximate solution and our modeling methods’ solutions with relevance

to the accurate solution.

This way we can analyze the error pattern and pinpoint any similarity, which would sug­

gest that our methods can simulate the approximation. However, results are highly dependent

both on the matrix A and the vector b used. We decided to experiment on three different ma­

trices, each with a different range of values. For each matrix, we first manually specify the

solution vector x in order to produce the vector b and test the algorithm, but we also exper­

iment with random number generation for the vector b. Finally, the initial estimation of x is

0⃗, which in all cases results in convergence.

Regarding the matrices used, once again we use matrices from matrix market. The matri­

ces are namely, bcsstk14 [44], nos3 [45] and nos5 [46]. Their elements’ absolute values are

of order 1e9, 1e3 and 1e5 respectively. Taking into account the high number of experiments

due to different matrices and setups, we will fully analyze the results of a particular matrix

and setup. However, we will discuss about the results of all experiments and highlight the

most noteworthy observations.

Regarding the data distortion, we apply EI to the elements as saved by the matrix market
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format, in column major order. This means that only the non­zero elements of the lower

triangular part of the matrix are saved, since the matrix is symmetric. Similarly, LC is applied

to the 1D stream of elements, as provided by the matrix market format.

Taking into account initial experiments with manually built solutions and using x = 0⃗ as

initial estimation, we acquired valuable insight about our methods. First, we realized that the

higher the absolute values of the matrix the harder the modeling attempts get. In particular,

for the bcsstk14 matrix, it was not possible to even achieve the same error scale with the

approximation. With the nos5 case the scale was similar, but the error pattern substantially

different and for the nos3 matrix the error scale was also similar, as was the error pattern for

some solutions.

To that extent, we regarded our modeling attempts as unsuccessful in high­value ranges

and decided to carry on more experiments on the nos3 matrix, which has the highest mod­

eling potential. Additional experiments include random number generation for the solution

vector. It has to be noted that nos3 has the same condition number as nos5, yet two orders

of magnitude smaller element values. We believe that the sparser representation density of

floating­point precision in higher absolute values renders the float approximation more com­

plex to model, as was the case in the matrix multiplication case in Chapter 3.

Below we analyze the error pattern on the CG of the nos3 matrix with solution vector

x = [0.5 0.5 . . . 0.5]T and initial estimation x = 0⃗. This example is a case of strong model­

ing potential of the approximation by our methods. However, a more challenging example

follows. Finally, we conclude in the last subsection the challenges faced by our approach.

6.2.1 Parameter Configuration

Table 6.1 includes the parameters of our modeling methods for the setup analyzed above

are shown:

6.3 Results

Table 6.2 illustrates the Frobenius norm of the difference amongst the solution reached by

the approximation or modeling technique and the fully accurate solution achieved by doubles.

This metric of error suggests that all modeling methods achieve a similar sum of squared

errors to the approximate version in the solution vector. Yet, the pattern of error is highly
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Table 6.1: Parameter Configuration

Method Parameters

SZ 2D mode ­ absolute error of 3e­7

ZFP 2D mode ­ absolute error of 2e­6

Normal σ = 5e− 6

Uniform b = 1.4e− 5

important to assess the success of our methods.

Table 6.2: Frobenius norm of error

Method ||x− xapprox||frob
Floats 3.98× 10−4

SZ 4.12× 10−4

ZFP 4.13× 10−4

Normal 3.65× 10−4

Uniform 4.61× 10−4

Figure 6.2 displays heat maps representing the absolute differences with respect to the

solution reached by the accurate CGwith doubles. In case of doubles, the heat map represents

absolute error with relevance to the actual solution. The error is of order 1e − 9 , suggest­

ing that the solution is accurate and the CG has converged. Similarly, the scale of error for

the approximation and the modeling methods is of order 1e − 5, also confirming that those

implementations converge.

The accurate implementation, as well as our models, converge in 510 iterations, where the

solution vector does not change. Interestingly, the CG with floats converges in 280 iterations,

with the same termination condition. This phenomenon applies to all experiments, proving

how efficient this approximation is. On average, the float implementation requires 40% fewer

iterations.

Observing the error patterns of Fig. 6.2iii, 6.2iv, 6.2v, 6.2vi, one can claim that all

modeling approaches resemble the pattern of error of the approximation , as shown in Fig.

6.2ii. Indeed, the pattern of error in all cases progressively grows from the top to the bottom of
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the column vector. Although element­wise one can identify different error values, the general

pattern of error is arguably simulated accurately.

(i) Doubles relative to actual solution (ii) Float approximation

(iii) SZ (iv) ZFP

(v) Normal (vi) Uniform

Figure 6.2: Absolute error with relevance to accurate solution vector

Regarding the lossy compressors, we would like to report a significant difference in CRs

for the two compressors. SZ achieves a CR of 48while ZFP only reaches 2. These numbers are
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very contradicting to what we have seen so far in our experiments, where both compressors

achieve similar CRs and never have an order of magnitude difference. This fact can be linked

to high serial correlation of the particular stream of elements , which is better exploited by

the prediction­based SZ.

To sum up, we regard our approaches as highly accurate in simulating the approximation

effect in this particular setup. However, not every setup of solutions and matrices confirms

this efficient simulation.

6.3.1 Counter­example

Despite the success of our approaches in the example analyzed above, results have not

always been so accurate. For example, for the same matrix NOS3, given the solution vector

x = [2 − 1 2 − 1 . . . 2 − 1]T , our models fail to simulate the approximation. Table 6.3

introduces the Frobenius norm of errors in solution vectors. It is obvious that the LCmethods,

on their best configuration, fail to produce error values close to the float approximation. On

the contrary, the EI approach replicates similar error values.

Table 6.3: Frobenius norm of error

Method ||x− xapprox||frob
Floats 1.1× 10−3

SZ 4.21× 10−4

ZFP 5.22× 10−4

Normal 1.22× 10−3

Uniform 1.06× 10−3

Moreover, the heat maps of the absolute error have also been included in Fig. 6.3. Fig.

6.3i proves that the CG with doubles has converged to the actual solution, since error is

of order 10−9. Regarding the float approximation, Fig. 6.3ii depicts the error, while our

modeling methods errors are shown in Fig. 6.3iii, 6.3iv, 6.3v, 6.3vi.

Although ,in general, the error patterns are similar, one must observe that in the middle

of the vector, float approximation exhibits a special pattern, where per 40 consecutive ele­

ments, large error rapidly diminishes to small error. This pattern is not apparent in any of

our modeling attempts. In addition, no model has exactly the same scale of error with float
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approximation. In particular, the LC methods and the normal distribution have a maximum

error of 3.3× 10−5, the uniform distribution has a maximum of 4× 10−5, while the float has

a maximum of only 2.2× 10−5.

(i) Doubles relative to actual solution (ii) Float approximation

(iii) SZ (iv) ZFP

(v) Normal (vi) Uniform

Figure 6.3: Absolute error with relevance to accurate solution vector
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6.4 Challenges

Having analyzed two setups of our experiments, it is not clear whether EI and LC can form

strong models for the simulation of the approximation. To clarify this, we have concentrated

the challenges faced by our approach, which prove the inconsistency of it.

The first problem is the variability of our configuration parameters for different solution

vectors. This means that for the same matrix, there is no configuration for the LC and EI

methods that produces the same size of error, but rather a trial and error approach is required.

There is no obvious pattern on how the parameters should be modified for different solution

vectors.

In addition, variability is existent in subsequent EI runs with the same configuration. We

have noticed that the scale of error in the solution vector, as well as the Frobenius norm of

error, are significantly varying amongst consecutive runs of CG, with the same setup and

configuration. This phenomenon diminishes the modeling capabilities of the EI method, as

it cannot provide reliable results in this application.

Finally, a significant issue with our method is its’ dependency on the input matrix. After

experimenting with three different matrices of different range of values, we conclude that our

modeling attempts can only be helpful when dealing with low absolute values. In our case,

we found that for a matrix with order of values of 103 there is strong potential.

6.5 Conclusion

To sum up, taking into account both the successful and unsuccessful cases of modeling, as

well as the challenges that arose, we conclude that there is no generic parameter configuration

of our models capable of consistently simulating the approximation effect. The issues stated

above make the simulation of the approximation effect challenging, even for matrices where

the models seem to succeed under certain circumstances.



Chapter 7

Conclusion

7.1 Summary

We have explored an approach to model the effect of approximation techniques on a

variety of applications, employing error injection and lossy compression. Our approach pro­

vides valuable insight into the effect of the approximation in the case of the stereo vision

matching application, yet fails to deliver accuracy and consistency when it comes to scien­

tific computing applications that employ precision scaling as an approximation. We believe

the complexity of modeling precision scaling approximations lies in the fact that the error

induced has a nonlinear nature, as floating­point representation becomes sparser in higher

absolute values. However, through the experiments, valuable insight has been gained on the

functionality of the two lossy compressors, SZ and ZFP, reviewing and even extending the

findings of existing literature. To summarize our work, we outline our main observations

below.

7.2 Keypoints

The most noteworthy observations in our work are listed below:

• Our models in SPS ­ Stereo detect the areas of the image that will be affected by the

approximation, yet do not replicate the details of the distortion accurately (Chapter 3).

• Our models do not have adequate fidelity in simulating precision scaling approxima­

tions in matrix multiplication, singular value decomposition and conjugate gradient

(Chapters 4, 5, 6).
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• We have highlighted the squared manner in which SZ and ZFP work on 2D data (Chap­

ter 4).

• We have illustrated how SZ and ZFP can lead to large errors in sparse matrices (see

Chapter 4).

• We identified a configuration of SZ that rounds floating­point values to the nearest

integer (see Chapter 4).

• We have verified that the error values that arise by SZ and ZFP application, resemble

the uniform and the normal distribution respectively, which is also reported in [36]

(see Chapter 5).

• We have illustrated that ZFP introduces larger errors in detailed texture when com­

pressing grayscale images, while both SZ and ZFP do not distort low­textured areas

(see Chapter 5).

• We have showcased a framework to compress gray­scale png images, by a factor of

36 for SZ and 27 for ZFP, with negligible distortion (see Chapter 5). The idea is to

normalize pixel values to [0, 1] so that the compressors work on floating­point data.

• We have confirmed that SZ introduces errors closer to the maximum error bound spec­

ified while ZFP is conservative and only reaches the maximum error at distinct data

points.

• We have shown that SZ has consistently higher compression ratio than ZFP for spatially

correlated data, in one case even an order of magnitude higher, but also fails to provide

any compression for discontinuous data.

7.3 Discussion

Modeling the effect of approximation techniques is challenging. We provided an initial

approach based on the idea of distorting the input data of the operation. Although partially

successful in an algorithmic approximation, precision scaling approximations proved highly

challenging. We believe that a more efficient approach to the precision scaling would be to

distort data regarding the absolute values of the elements, albeit our experiments using lossy
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compression with relative error bound also being unsuccessful. Still, the problem with this

approach is that the error introduced by precision scaling is not linearly correlated with the

absolute values, as a large value could happen to be represented accurately by a low precision

representation. Finally, we believe that the idea of data distortion could provide efficient mod­

eling attempts in other types of approximation, more algorithmic ones, and requires further

research.
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