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ABSTRACT

Modelling and simulating complex dynamic systems have always been a demanding and
challenging task especially when considering the formulation of strategies and the development
of certain policies in the context of decision-making, with respect to sustainability planning. In
this direction, Fuzzy Cognitive Maps (FCMs) which constitute a powerful Neuro-fuzzy quasi-
guantitative modelling methodology, are the right candidate to address both complexity and
non-linearity with respect to complex systems’ behavior. Additionally, they can handle the lack
of reliable quantitative data along with the presence of uncertain information, in terms of
knowledge representation and reasoning during the simulation process. Moreover, they seem to
be a promising tool to incorporate human experience and other existing knowledge as well as
new aggregation participatory approaches for aggregating numerous individual models designed
by experts or stakeholders, that will produce more reliable models for decision-making. Afterall,
FCMs have found extreme and extensive applicability in multiple research domains which is
proved by the enormous list of publications in the literature, over the last decade.

In the context of policy-making, energy demand forecasting is another significant and
challenging task for tailoring efficient policies towards energy sustainability management and
planning. Thus, the selection of accurate forecasting techniques is important for policy-makers
to apply precise forecasts highly essential for supporting them in choosing the right strategies.
Most of the forecasting methods until recently, are characterized by structure complexity, while
they are slow and difficult to use by inexperienced Artificial Intelligence (Al) users. In this
direction, FCMs, characterized by their learning capabilities, are emerged in the recent literature
as simple, flexible and highly accurate soft computing methods, adequate to cope with relatively
small datasets in data handling, and addressing fuzziness in a certain degree. Combining them
with other efficient Al methods makes it a promising research direction in providing accurate
predictions in the context of energy policy and demand forecasting.

This dissertation contributes to the subjects of FCM modeling, aggregation and scenario
analysis of complex systems, through the introduction of a FCM development framework which
can be used to perform an analysis of the systems’ dynamics for efficient strategic social,
economic and environmental sustainability planning. Two research directions are investigated
within the framework of FCM development. They particularly concern the aggregation of FCMs
proposed by multiple and numerous experts/stakeholders with a focus on scenario analysis, and
a prediction algorithm deploying FCMs for demand forecasting purposes, with a focus on
sustainable socio-economic and environmental planning.

The first direction focuses on a new aggregation method for FCM modeling based on learning
Ordered Weighted Averaging (OWA) operators in the aggregation of weights. It aims at
aggregating knowledge from multiple sources, thus improving the reliability of the examined
model and eliminating possible erroneous beliefs provided by particular participants. This choice
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of the OWA aggregation method was motivated by its efficiency to aggregate a sizeable amount
of individual FCMs designed by experts and/or participants, considering their confidentiality. In
this context, a new and easy to use java-based software tool is implemented for the automatic
aggregation of individual FCMs based on the proposed OWA learning aggregation method.
Additionally, a powerful and easy to use, web-based tool, namely FCMWizard, is incorporated to
efficiently perform automatic FCM modeling and scenario analysis under different configurations
in diverse domains. It is proved to have a supporting role for policy makers and governments in
the analysis of complex real-life problems, predicting their behavior as well as eliciting accurate
outcomes of proposed policies that deal with sustainable social-economic-environmental
development strategies.

The second direction is oriented in a new and highly accurate demand forecasting method
with generalization capabilities for time series prediction. It is comprised of an ensemble of Al-
oriented models, based on evolutionary FCMs, artificial neural networks (ANNs), and their hybrid
structure (FCM-ANN). Experimental evaluation based on a case study regarding natural gas load
forecasting, reveals that the proposed architecture attains better accuracies and an improved
overall performance against other individual Al and soft computing forecasting models, for the
examined case study. At the same time, and for the same dataset, a promising Adaptive Neuro-
Fuzzy Inference System (ANFIS) model architecture is investigated for consumption demand
forecasting purposes. The proposed ANFIS approach reveals its remarkable prediction
performance, in terms of its ability to tackle fuzziness in data handling, flexibility in large datasets,
easiness of use and low execution time requirements.

On the whole, the innovations offered in this dissertation are devoted to the introduction of
the aforementioned methodologies and newly developed FCM-based tools for modelling,
aggregation and prediction tasks. Accordingly, they can help policy-makers and other regulatory
authorities to identify suitable strategies towards efficient social, economic and environmental
sustainability planning.
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MEPIAHWH

H povtelomoinon Kal mpooopoiwon ouUVOeTwV SUVAULKWY CUCTNUATWY OMOTEAEL €va
SUoKOAO KaL amaltnTko nedio Epeuvag eldikotepa OTav auTr edpapuoletal kata tn Stadlkacia
Slapopdwong kal oxedlacpol oTpaTNYKWY 0To MAdiowo TnG AnPng anodpdcewv. Ocov adopd
NV TEpUMTwon tou oxedlaopol Kot TG £PAPUOYAG KATAANAWY TIOATIKWY OE KOLVWVLKO,
OLKOVOULKO Kol TeplBaAdovtikd eminedo, n Swadikaoio povteAomoinong Kal MPOCOoUOLwaong
Bewpeltal kplown ywa ™ Pwowun avamtuén (sustainable development). e aut) tnv
katevBuvon, n cupBoAn Twv Acadwv NVwoTikwy AlkTUwV (AFA) Ta omola KATEXOUV QUENUEVEC
duvatotnteg otn Slaxelplon TNG MOAUTAOKOTNTOG, TNG KN YPAUUIKOTNTAG KAl TNG EAAELPNG
aLOTLOTWY TTOCOTIKA dedopévwy Bewpeital moAUTIUN. Ta ATA anoteAoUv pla pebodoloyia mou
ouvSualeL Ta BAOIKA XAPAKTNPLOTIKA TNG a.oadoUg AOYLKNE KL TWV VEUPWVLKWV SIKTUWV, LKavn
va TepLlypaP el Kal va SLaXeLpLOTEL «nuL-TIoooTIKA» debdopéva, Ta omola xapaktnpilovral ano
afeBalotnTa OTNV aAvamopactacn T yvwong Kol TnG cUAAOYLOTIKAG Kata tn Stadkaoia g
npooopoiwong. EmutAéov, daivetal va eivat éva mMOAA UTOOXOUEVO €pyaleio To omolo
EVOWMOTWVEL TNV avBpwrvn yvwon Kol TPOTepn eumelpioac o popdr HOVIEAwvV, TOU
nepAapBavouv KOUPBoUG (LeTOBANTEC) KAl QLTLATEG CUOXETIOELG HETAEL TwWV KOUPwWY, Ta omola
Hovtéha oxedlalovtol amo l8Koug 1 AAAOUG €UTTAEKOUEVOUG OPEIC OTO €KAOTOTE UTIO-
Slepelivnon avtikeipevo, yla tn AnPn anodacewv HEow TNG avaluong SeSoUEVWY KAl oevaplwy.
Elval a€lo avadopag ot ta Acadn MNwotika Aiktuo €xouv Bpel ektetapévn edapuoyr o€
S51adopoug EpEUVNTIKOUG TOUELS, OTIWC A0S EIKVUETOL ATTO TOV TEPACTLO APLOUO SNUOCLEUUEVWY
gpyaclwv tnv teAevtaia dekaetia.

H mpoBAedn Intnong/katavalwong eivol emiong Baoclkd aviikeipevo tng mopouoag
StatpBng, kabBwg amoteAel avaykaio HECO yLa TN XApan amoSOTIKWVY TIOALTIKWY avaPOPLKA LE
™ Slaxelplon Kot Tov oXeSLAoUO NG BLWOLUOTNTAG TNG EVEPYELAG. JUVENWE, N Slepevvnon
KATAAANAWV armoSoTIkwV epyaieiwv poBAedng doov adopd tnv akpifela Bewpeital onuavtiko
€podlo yla toug dopeic dtapopdwong moAwtikng (policy-makers), otnv mpoondBsld Toug va
ETUAEEOUV OWOTEC KOl ATOSOTIKEG OTPATNYKES. Ta Acadr MNVwoTika AlkTua amoteAouyV eniong
aflomotn AUCN OTO OUYKEKPLUEVO QVTIKE(PHEVO €peuvag KabBwg elval armArn, €UEAKTN Kol
WSlaitepa amodotiky TeEXVIKA, 6000V adopd TNV akpifela tng mpoPAsdng, EvowHATWVOVTAG
TIPONYUEVEC TEXVLKEG EKTIALSELONG TIOU UIMOPOUV VA SLAXELPLOTOUV OXETIKA UIKPEC TIOOOTNTEC
6ebopuévwy Kol va eKTALOEVUO0UV EMAPKWE TO UOVTEAD, avTlpeTwriloviag we eva Babuo tnv
aocadela.

JToXo¢ TNG moapouocac Oldaktoplkng Statplpig amoteAsl n  avamtuén TPonyUEVWV
pneBodoAoylwv povtehomnoinong kat avaAuong MOAUTIAOKWY LOVTEAWV KOL CUCTNUATWY WCE TTPOG
v katevBuvon tng umootnplEnc kat ANPng amodacewv, pe EUdoon OTOUC TOUELS TNG
KOLVWVIKO-OLKOVOULKNG CUVOXAG, TNG eVEPYELAG Kal Tou TepLBAaAAovtoC. Mo CuyKeKpLUéva,
Stapopdwvovtal duo kUpLeEG KateuBUvVoel otnv Slepelivnon TOU TIPOTELWVOUEVOU TAALoiou
avadopikd He tn avantuén twv ArA yua tn dStapopdwaon otpatnylkwy kat Aqn anopdcewv.
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H mpwtn katevBuvon adopd oe pla véa TeXVLKN ocuvabpolong (aggregation) moAamAwv
HovtéAwv AlA, n onola Baciletal otn xprion Twv teAeotwv OWA, Tpomonolwvtag KAOTAAANAQ TLG
TIMEG TWV BapwVv TwV cuoxeTioewv UETAEU Twv KOUPwv Tou ATA. To VEO OUVOALKO LOVTEAO
napouotalel auvénuévn aflomotia evw eival amallaypévo oamo mBavéc AavOaopéveg
OVTIANPELG TWV CUUHPETEXOVIWY. TO LOVTEAO TIOU TIPOKUTITEL CUMBAAEL oTnv BEATIOTN avAAuon
oevaplwv He okomd TNV efaywyn XPAOLWWV OCUUTEPACUATWY OTo TAaiolo xdpaéng
QMOTEAECHATIKOU OTPATNYIKOU oxedlaopol. H mpotewvopevn pebodoloyia cuvabpolong
NMpoEkUPE amod TNV avaykn va cupnepAndBolv kat va cuvéuaoTolV oL YWWHEG Kot avTIANPELS
€VOG HUEYAAOU OPLOUOU EUMELPOYVWUOVWV /KOl CUMHETEXOVTIWY, cuvuToAoyilovtag To Babuo
epmotevtikotntag (confidentiality) yia tov kaBoplopd tou HOVIEAOU TOU UTO HEAETN
OUOTNUATOG. TNV TpoomadBela aut ouuPdalet n Onuwoupyila evog véou java-based
UTTOAOYLOTIKOU €pyaleiou To omoio uAomolel autdpota T Stadkaocia tng cuvabpolong
TOAA QA WY TINYWV YVWOoN¢, cUUPWVA LE TNV TIPOTEWVOUEVN peBodoloyia. EmumAéov, oto mAaiolo
™¢ StatpBng, avamtuxdnke Kot ePpapUOOTNKE €va VEO, KALVOTOUO Kal GLALKO TIPOG TOV XpHoTNn
web-based epyaieio, FCMWizard, to omoio cupBAAEL otnv autopatn poviehomnoinon Acadpwv
M'VwoTKwV AKTUWV aAAd Kal TNV avaAuon oevoplwv oe Sladopeg CUVONKESG Kal TOUELS OTWG
autol ™G evépyelag, Tou TePLBAAOVTOG, TNG EKMALSEUONG KOL TNG KOLWWVLKO-OLKOVOULKNG
BuwoipdtnTac.

H 8eltepn katelBUVON ETUKEVIPWVETAL OTN SLEPEVUVNON, TO OXESLOOUO KAl TNV QVATTTUEN
VEWV KOLVOTOHWV MOVTEAWV Kal TiponyHéVwY peBodoloylwv acadpwyv yVwoTKWwV SIKTUWV,
aoadol AoyLKAC, LE SUVOLLKA XOPAKTNPLOTIKA LaBnaong, kabwg Kat UBPLOIKWV TEXVIKWVY AUTWV
yla ™ Staxeiplon tng MOAUTIAOKOTNTOG TWV CUCXETICEWV HETALY TWV SLOBECIHWY TTAPAUETPWY
mou ouvteloUv otn ANYn amodpdocswv oOTov €evepyelakO TOPEA. [0 OUYKEKPLUEVA, TO
TPOTELVOUEVO peBoSOAoYLKO TTAAioLo €Xel epapuooTel o Suo Eexwplotd PoBARpATA Ao TO
XWPO TNG eVEPyeLlaG. To mMpwTto adopd otn MOVIEAOTOLNon cuoTAUATOC Kal thv TPOPAedn
QOB OTIKWV TIOALTIKWY HECA ATtO TNV KATAAANAN edappoyr TNG avaAuong oevapiou, EXOVIAC WG
OMWTEPO OTOXO TN PBuWOUN KOWWVIKNA-0LKOVOULKA-TiepLBaAlovTiky avamtuén. To Seutepo
MPOPBANUA €0TLAlEL OTNV AVATTTUEN KALVOTOHWY HOVTEAWY TPoBAedng Baolopévwy ota ATA Kat
TouC aAyopilBuoug ekmaideuong Toug, To omoio pmopel va edpappootel yla tnv mpoPAsdn tng
{ntnonc e vPnAn akpipela.

Ma tnv eniluon Tou MPWTOU IPOBAALATOC, TO OMolo avapEpETaL O €va UOTNHA BLWOLUNG
evépyelag (dwtoBoAtaikn nAlakn evépyela), avamtuxdOnke apxkd €vo Hoviélo AlA pe n
ouvelodopa TWV ELSLIKWV ATIO TO CUYKEKPLUEVO XWPO KOlL TN CUVEXELA aKOAoUBNOoE n epappoyn
NG TPOTEWVOUEVNG HeEBOSONOYIKNG Tpooéyylong Tou adopd OTNV TPOCOUOLWCN Tou
napoaxbéviog povtéAou oe OladopeTikeg TOAVEG Kataotdoelg (oevapla). To MPOTELVOUEVO
pneBodoloyikd mAaiolo To onoio uAomolROnke pe T cuUPBoAn Tou poavadepBEVTOC epyaleiou
povtelomoinong kot availuong oevopiwv, FCMWizard, ocupBaiet otn Swadwkaocia AQPng
QMOSOTIKWV ATIOPACEWV AVOPOPLKA UE TOV KATAAANAO oXeSLAOUO KoL TN BEATIOTN avamTuén Tou
OUOTNUATOG OVAVEWOLUWY TINYWV EVEPYELOG, KAOWC KOl OTNV OIOKINGCN MLOG €EQALPETIKNC
KOLVWVIKO-OLKOVOULKNG SUVAULKAG TNG XWPaG. Ta amoteAéopata TG avaAuong amodelkviouy
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TNV QIMOTEAECUATIKOTNTA KAl TN duvatotnta yevikeuong tou £pappolOMeEVOU UTIOAOYLOTIKOU
epyaleiov otn Sladikaoia AUTOUATNG LOVTEAOTIOINONG MLOG EVPELNG TTEPLOXNG CUCTNUATWY Kall
™ Se€aywyn avaluong oevapiou yla tn Stapopdwaon KAtAAANAWY oTpATNYKWY anodAcCEWY,
HEoa amod €va amAo Kol eUxpnoto TeptBailov xprotn.

To 6eUTepo MPOPANUA ETKEVIPWVETAL OTNV TPOPAeYdn tNg IATNONG TNG EVEPYELAG ME
epapuoyn otnv mpoPAedn duokol aepiou, xpnolpomowwvrtag peBddoug AlA, VEUPWVIKWV
Siktuwv Kol veupo-acadwv peB6dwv (Neuro-fuzzy). Mpotelvetal apXlKA n MPOCEYYLON EVOG
ouvduaopoU anodotikwy TeXVIKWV (ensemble method) Baclopévwy oe eEeAKTIKA LOVTEAQ ATA,
Texvntd Neupwvika Aiktua kal oe €va uPpldikd ocuvbuaopd Toug. Amd Ta TOPAYOUEVA
anoteAéopaTa QMOSEIKVUETAL OTL N TIPOTELVOUEVN OPXLTEKTOVIKY €ETUSEIKVUEL UEYAAUTEPN
akpiBela kal eival MePLOCOTEPO AMOSOTLK) CUYKPLTIKA LE AAAQ QLUTOVOUO MOVTEAQ TexvnTNG
Nonuoouvng (TN). Ev cuveyeia, TPOTEIVETAL UL VEQ, KOLVOTOUO TIPOCEYYLON UE TNV edapuoyn
™¢ veupo-aocadoug pebodoloyiag (ANFIS apyitektovikn) yia BpoaxumpoBeoun mpoPAsPin
{ntnong, n onoia edpapudotnke el8kOTEPA 0TO TPOPANUA TPOPAEPNG TNE KATAVAAWONC TOU
duokou aegpiou otnv EANada. Ta epeuvnTika amoteAéopata anodeikvuouv Tnv aflobavpaaotn
amnodoon tnG pebodou avadoplkd pe tnv Lkavotnta poPAsPng, tn dlaxeiplon tng acadelag,
Vv eueli€ia oe peyalo Oyko SeSopUéVwy, TNV EUKOALD XPrIONG KAl TOV HIKPO XPOVO EKTEAEDNG.
JUVOALKQA, Ta MOVTEAQ TOU TAPAYOVTIOL UMOPOUV vol gpunveuBoulv kal va aflomolnbouv oe
OVWTEPO EMUMESO ATIO EUTIELPOYVWHOVEG YLa TNV TEALKN ANYn amopacewv.

JUUMEPAOUATIKA, N EPEUVNTLKN KaAlVOTOMIO TNG Topoucag Slatplprng £yKeltal otnv
T(POOTIABELN VAL ELOAYAYEL L0 ONOKANPWHEVN KOL OTOXEUUEVN TIPOCEYYLON N omoia mepAapBavel
v edapuoyn a) acadwv, YVWOTIKWV Kot guduwv peBodoloywwv kot B) KaOTOUwWY
UTTOAOYLOTIKWV epyaieiwv Baotlopéva o AlA yla T povteAomoinon Kot amodotikr) avaAuon
oAAG Kat TtV mpoBAedn tTNG SUVALKNC CUVOETWVY CUCTNUATWY IOV Xapaktnpilovtal and uPnAn
TIOAUTTAOKOTNTA. H epappoyr) TNG EPEVVNTIKAG TTPOSEyyLong Twv ATA Kpivetal LSLaitepa MOAUTLUN
OTOV KOBOPLOHO QTMOTEAECUATIKWY OTPATNYLKWY yla T AfPn amoddcswv ocov adopd tnv
npowBNoN NG KOWWVLKAG-0LKOVOULKAG-TIEPLBAAAOVTIKAG avamtuéng Kal Blwoluotntag (socio-
economic and environmental sustainability), kaBw¢ kat otnv mpoPAePn t™¢ {ATNONG oTOV
EVEPYELAKO TOMEQ.
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Chapter 1

Introduction

1.1 Modeling Complex Systems under the perspective of Fuzzy Cognitive Maps

In their effort to describe and study modern technological systems in various domains,
researchers need to deal with the modelling of such systems characterized by high complexity.
Complex systems consist of numerous interacting components that make their understanding
considerably difficult [1], while they feature distinct properties that emerge from their
components’ relationships, such as nonlinearity, emergence, spontaneous order, adaptation
and feedback loops, among others. The complexity that these systems exhibit, stems from their
behavior that cannot be easily inferred from their properties. Since these systems have non-
linear behavior, conventional modelling has a limited contribution [2], therefore, modeling of
complex systems requires new methods that can utilize the existing knowledge and human
experience [3].

At present, a large variety of tools and methods such as artificial neural networks, genetic
algorithms, nonlinear equation systems and agent-based modeling are available to tackle the
complexity in such systems. Among these methods, Fuzzy Cognitive Maps (FCMs) have become
a suitable knowledge-based methodology for modeling and simulating complex systems [4],
providing a more flexible and natural ability for knowledge representation and reasoning, which
are essential to intelligent systems [5, 6]. FCM is an interactive structure of concepts, each of
which interacts with the rest showing the dynamics and different aspects of the behavior of the
system [4].

When deciding a method for modelling complex systems, researchers must consider a rather
serious concern like the nature of the data exploited. Quantitative data are important for
successfully simulating a system’s behavior, since they can offer a feasible dynamical analysis of
the system through time, making the formulation of mathematical models easy [3, 7-9]. On the
other hand, except from being slow, quantitative models can grow in size when the complexity
of the system gets higher too. Low data availability and presence of uncertain information that
need to be easily excluded from the model are considered significant barriers for the task of
developing a system’s quantitative model. These problems could be overcome by the use of
gualitative data, which can offer low computational requirements for simulations [9] and model
simplifications for isolating particular behavioral patterns. However, their weakness to construct
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a mathematical model described by formulas which involve uncertain numerical data, limits
qualitative models’ performance. Thus, there is a need for quasi-quantitative complex systems’
modelling methods which could address the weak spots of both aforementioned methods.

In this context, based on the relevant literature, several semi-quantitative/mixed modelling
methods have been investigated to tackle models’ complexity [8]. Such methods can offer better,
more context specific instruments, a more complete understanding of the research problem and
a better explanation of the results in causal models [10]. Among them, FCMs emerge as the most
promising quasi-quantitative method for modelling complex systems in various disciplines [9].
More specifically, Fuzzy Cognitive Mapping (FCM) as a graph-based modelling method, is able to
represent the assumptions concerning a particular issue in diagrammatic format, thus allowing
for ad-hoc structure [11]. The FCM approach deals with qualitative information based on the
perception of expert knowledge [12], allowing researchers to overcome the lack of reliable
guantitative data. In particular, the process of data capture in the FCM methodology is
considered semi-quantitative because the quantification of concepts and links can be interpreted
in relative terms [13].

FCMs were first introduced by Kosko [4, 14] as fuzzy-graph structures to describe causal
reasoning, and provide a more flexible way for knowledge representation, while they serve as a
soft computing technique, which combines fuzzy logic and neural networks [15]. They are formed
with a set of concepts representing the key-elements of a given system and directed arcs defining
the causal relationships between the nodes [16]. Specifically, FCMs encapsulate the notion of
causality in these graph-models by drawing directed fuzzy-signed relations between concepts,
thus determining the extend of causal influence that concepts have on each other. Furthermore,
they include learning capabilities and characteristics as they can learn from historical data and
previous knowledge to overcome the subjectivity of experts’ opinions [17]. In other words, it is a
guasi-quantitative method that offers the ability to develop dynamic and robust quantitative
models through integration of diverse information sources, including qualitative knowledge from
experts and/or stakeholders and scientific knowledge, to further increase system understanding
and reduce uncertainties [3].

Recently, FCMs have been widely applied in different domains, such as engineering, business,
medical decision analysis, environmental strategic decisions, political decision-making, fault
detection, and data mining [18-21]. Due to their simple graph-based model structure and the
fact that their disciplines do not require a strong mathematical background, FCMs have been also
applied to model decision-making problems encountered in a variety of fields such as medicine,
politics, environmental science, etc. [9, 22]. On the whole, FCM is a powerful modeling
methodology that incorporates the main advantages of participatory modeling towards a better
understanding of the structure and dynamics of complex systems.
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1.2 Participatory Modeling and Scenario Analysis

Participatory modelling refers to a practice that includes knowledge diversity, local context,
and increased legitimacy into the research process [23]. This can be achieved through the
inclusion and direct involvement of policy makers and other stakeholders who can particularly
contribute valuable first-hand knowledge for supporting decision-making, policy formulation,
regulation, and management purposes [23]. They can be involved in providing essential ideas in
the process of a model construction, the development of relevant scenarios and the
interpretation of the concluding results in the context of certain strategies assessment.

However, participatory approach faces a few noteworthy challenges such as slow
engagement into the process of stakeholders as well perception mismatching among them,
ambiguous data difficult to cope with and difficulty of institutionalizing and sustaining inclusive
and adaptive approaches [24, 25]. Despite these drawbacks, FCM-based participatory modelling
is a powerful tool that can reduce conflicts among stakeholders by capturing different inter-
sectorial synergies and tradeoffs. Voinov and Bousquet outline two major objectives that drive
participatory modeling: i) to increase and share knowledge and understanding of a system and
its dynamics under various conditions and ii) to identify and clarify the impacts of solutions to a
given problem [23].

The development of participatory scenarios is a challenging process and shows great
potential to contribute to decision making and planning, helping stakeholders to reach consensus
in complex policymaking environments. Using participatory methods, policy makers and
stakeholders are engaged in evaluating future states of the examined environment and can
decide about future policies or adapt to changing conditions [26]. Public participation can offer
significant and sometimes unexpected insights of the real-world problem and can help in tailoring
suitable policies for those involved. On this basis, scenario planning constitutes a necessary
process for consensus building and problem solving [27].

Over the last years, FCMs have attained great attention and popularity since they are able to
implement modelling, analysis and simulation tasks, as well as test the influence of parameters
and predict the behavior of the examined system [3]. Jetter and Schweinfort [28] have introduced
FCM-based what-if scenarios to improve the quality of scenarios and increase the robustness of
the scenario development step. Scenario analysis is a process of analyzing and evaluating the
values, behavior, and relations of all concepts (nodes) constituting the FCM model, which
graphically represents the complex system under investigation. The FCM-based simulation
process is conducted by first clamping/activating one or more nodes (concepts) with an initial
non-zero value and then several iterations follow. In particular, it is implemented using all
concepts or a subgroup of concepts which are activated depending on the problem and the
decision-maker’s concerns. Therefore, several policy scenarios are tested to evaluate the
inference of the system [29]. The simulation process entails the application of the appropriate
inference process and a sigmoid function with the parameter lambda=1, as a threshold function
on the adjacency matrix, after it is multiplied with the input vector. The process is being iterated
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until the system either converges in a steady-state, accomplishes a preset number of steps or
unveils a chaotic behavior [3, 9, 29]. The values produced for all concepts can be used to interpret
the outcomes of certain scenarios and assess the overall dynamics of the modeled system.

1.3 Sustainability Planning and Decision Making (social, economic, environmental)

During the last few decades, several attempts and approaches have been made to explore
sustainable planning in the social, economic, and environmental context. Making decisions on
sustainability is of direct and primary concern for governments and policymakers who struggle
to tailor strategies when dealing with complex decision-making problems in various domains such
as energy, healthcare, transportation and so on. In general, sustainability can be understood as
the qualities of human well-being, social equity, and environmental integrity. Sustainability can
be literary described as the capacity to maintain a process or state indefinitely. Though, the most
widely used definition of sustainability has been given as “meeting the needs of the present
without compromising the ability of future generations to meet their own needs” [30]. This
generally refers to environmental, social and economic sustainability [31], which do not have any
exact and clear relationship with each other. Health, living standards, equity, education,
employment, empowerment, accessibility and institutional stability are among the notions of
social sustainability [32]. Growth, development and productivity are involved in economic
sustainability. Finally, environmental sustainability entails ecosystem integrity, carrying capacity
and biodiversity [32]. These three conceptual pillars of sustainability need to be integrated and
inter-linked. According to Van der Vorst, Grafe-Buckens & Sheate, economic sustainability
depends on environmental and social sustainability whereas social sustainability is directly
connected to environmental sustainability [33].

In terms of policy, sustainable development can be translated into strategies for socio-
economic and environmental development, so that the quality of human life is guaranteed,
avoiding overexploitation and exceeding of the regenerative capacity of the environment. The
three main pillars of sustainability: economic growth, environmental protection and social
equality must be properly combined for economically efficient, socially equitable and
environmentally acceptable sustainable development decisions. Sustainable development must
be considered as a decision-making strategy since a decision needs to be made for every action
that needs to be taken in this direction. Being a cognitive process resulting in the selection of a
preferred option or a course of action among several alternatives, decision-making involves the
design of a strategy, the definition of policies, and the execution of actions. The decision-making
process requires a series of commonly used data, statistics, and economic, social, and
environmental indicators [34]. In the context of sustainable development, decisions require the
active engagement of stakeholders, who decide upon the preferred options or course of action
for the many sustainability challenges we face. As regards stakeholders, they develop new
insights that help them frame the decision problem, identify alternative scenarios, and discuss
their possible consequences on the whole system using a dynamic perspective in a participatory
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framework [35]. Sustainability and decision-making can be considered as interconnected
concepts under the notion that sustainable development is a decision-making strategy when the
following challenges are taken into account: i) interpretation in terms of considering
sustainability’s principles in a given socio-environmental context, ii) information-structuring, that
is, to determine the complexity of sustainability using certain indicators, and iii) influence, where
sustainability information will formulate decision-making implementing sustainable
development [36].

Social Economic

Environmental

Figure 1.1: The pillars of sustainable development

Overall, decision-making on sustainability (social-economic-environmental) is considered a
quite demanding and challenging task for policymakers since it has to deal with complex
problems, conflicting decision-making criteria, diverse stakeholder opinions, ambiguous
considerations of long-term assessment and imprecise data. Thus, new advanced modelling and
analysis techniques are required as a means to integrate sustainability requirements in the
decision-making process [37], allowing policy-makers to implement defined policies, strategies
and actions. In this context, some preliminary works based on FCMs have tried to tackle the issue
of decision making from the sustainability point of view [38]. However, the decision-making field
needs to be further investigated from the FCMs perspective, exploiting their new and promising
characteristics.

1.4 Energy Policy and Demand Forecasting

The increasing energy demand sparked from the recent technological revolution and the
accelerating population growth, along with the environmental impact caused by certain forms of
energy, constitute the two major interlinked energy issues that humanity faces in the 215t
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century. Therefore, global efforts towards energy sustainability management have been exerted
to overcome world’s dependency to fossil fuels, reduce greenhouse gas emissions and mitigate
global climate change [39, 40]. These challenges require certain policies and governance on
energy resources in all policy levels, from local to global [41, 42]. At country level, governments
and other regulatory authorities have already been engaged in formulating strategies and
recommending energy policies for energy planning. More specifically, they have been trying to
promote sustainable energy systems and effective policies over renewable energy generation
along with conservation strategies [42]. With regard to conservation strategies, these are
oriented to energy demand management which is essential for a country’s self-sufficiency and
economic development and relies on the efficient demand forecasting of the energy source.

Energy demand forecasting is an essential yet not an easy task for tailoring efficient policies
and energy planning in terms of energy supplies optimum management, emission reduction, as
well as sustainable energy resources identification and prioritization [43]. This process involves a
list of components such as appropriate models, historical data and other exogenous factors,
whereas various limitations can be present during the development of relevant scenarios in
different contexts. On this basis, deviations between reported energy demands and actual
demands are quite often mainly due to limitations in the model structure or inappropriate
assumptions [44], thus leading to the development of strategies which are not in the right
direction. Therefore, accurate load forecasting models need to be developed worldwide in order
to incorporate the renewable and sustainable energy sources for supporting the existing power
supplies to a maximum degree [45]. In this context, demand forecasting has a quite significant
role on the effective implementations of energy policies which determine the availability and
reliability of energy sources. Overall, self-sufficiency and cost effectiveness seem to be the most
premier concerns for energy demand forecasting, leading to a country’s sustainable economic
development.

Concerning energy policies, most of them are focusing on the development of renewable and
sustainable energy law and strategies which mainly aim at improving the use of such energy
sources, minimizing possible costs and keeping power quality satisfactory [45]. Concerning the
renewable and sustainable energy sources, Natural Gas seems to have increased its popularity
as a clean energy source, with respect to environmental concerns, whereas photovoltaic solar
energy arises as one of the most promising renewable energy sources to replace fossil fuels [46].
The need for project planning, tariff design, optimal scheduling of the supply system [47],
indigenous production, infrastructures planning and cost reduction at different levels [48], along
with distribution planning, make load forecasting a challenging task. Accurate demand
forecasting could help policymakers all over the world to make complex decisions and choose
certain strategies that could further assist in good government policymaking, taking into account
various uncertainties and risks, such as socio-political, environmental and technological.
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1.5 Motivation and Challenges

The formulation of suitable strategies in a variety of domains is considered a crucial, and
demanding job in the context of decision-making and prerequisites a careful and elaborate
modelling and simulating process of the examined complex dynamic systems. To the best of our
knowledge considering soft computing methods that support the decision-making process,
researchers face a variety of challenges. These challenges focus on the management of
uncertainty, the modeling of complex systems, the aggregation of multiple experts’ knowledge
into a single overall model, the complexity of the correlations between certain variables and the
ability to interpret the models produced.

So far, a wide range of methods has been developed to address real-world problems in terms
of analyzing and predicting their behavior under certain circumstances, with the best possible
prediction accuracy. However, complex dynamical systems which are described by numerous
decision variables causally interrelated, demand a deeper understanding of their behavior,
making conventional techniques insufficient to model and analyze these systems. Moreover, to
improve the reliability of a model that represents a given system, the aggregation of knowledge
from multiple sources needs to be included in it. This way, the single collective model is enriched
with both the knowledge and the degree of confidence provided by multiple experts and/or
stakeholders, thus becoming less susceptible to erroneous beliefs of a particular expert.
Consequently, modeling of complex systems requires new methods incorporating the human
experience and other existing knowledge [3, 8, 9] as well as new aggregation participatory
approaches for aggregating numerous individual models designed by experts or stakeholders,
that will produce more reliable models for decision-making. Overall, serving as a soft computing
technique that combines fuzzy logic and neural networks, FCMs have become a key technique to
describe causal reasoning, and provide a more flexible way for knowledge representation [15].
Furthermore, through the investigation of “what-if” scenarios, FCMs can allow the prediction of
complex systems’ future state and behavior, implementing the decision-making process.

Little progress has also been noted lately on the development of methods regarding the
identification of proper strategies for sustainable development planning in the social, economic,
and environmental domains. In this context, the given dynamical systems are characterized with
a large number of variables that interact through cause-effect relationships and thus a dynamic
modelling of causality between decision variables is needed. Consequently, a new participatory
modelling approach is required to fill this gap, which can properly support policymakers in
providing suitable policies that deal with social resilience and sustainable socio-economic-
environmental development strategies.

In the context of decision-making for demand forecasting, the selection of accurate
forecasting techniques is considered another challenge for policy-makers who find precise
forecasts highly essential for supporting them in choosing the right strategies on a variety of
research fields, ranging from environment to energy [49], finance [50], tourism [51], and
electricity load [52]. Especially in time series forecasting, early attempts showed that potency
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forecasting of a model in advance, is often a difficult task, whereas accuracy is improved when
different models are combined. Thus, the combination of forecasts from different models is a
challenge for the prediction of future data [53]. Most of the forecasting methods reported in the
literature are characterized by structure complexity, while they are slow and difficult to use by
inexperienced Al users. Aiming to overcome these limitations, this research effort is directed in
the exploration of new, simple, flexible and highly accurate soft computing methods with
generalization capabilities, adequate to cope with the inherent fuzziness in data handling. The
combined Al methods which exploit the advantageous characteristics of FCMs, ANNs and other
hybrid methods emerge as suitable soft computing methods, resulting in more powerful
outcomes in the context of energy policy and demand forecasting [53]. The only concern is to
avoid the risk of combining models with poor performance resulting in an overall model with
deteriorated forecasting accuracy.

Hence, the motivation of this work comes from

1) The inadequate research previously conducted with real-world datasets in modelling and
analyzing the behavior of complex socio-economic and environmental systems,

2) The insufficient methodology for FCM models aggregation when a significantly large
group of experts and/or stakeholders, considering their degree of confidence, are
involved in designing complex systems,

3) The absence of a suitable tool that can provide the research community with an
automated method of aggregating individual FCMs,

4) The capability of FCMs to provide an advanced approach for modelling, simulating and
forecasting the future state of complex systems,

5) The lack of free and open-source software tools that can efficiently perform simulations
for various “what-if” scenarios,

6) The gap that is noticed in the decision-making process using efficient FCM-based
frameworks, regarding the sustainable social, economic, and environmental planning.

1.6Scope and Research Goals

The general scope of this dissertation is to provide a framework for developing an advanced
FCM approach that is capable to address the problem of modelling and analyzing the behavior of
complex systems. Under the socio-economic and environmental scope of sustainable planning,
and where a plethora of experts and/or stakeholders are involved in the designing of individual
FCM models, this effort focuses on the investigation of certain FCM-based modelling, aggregation
and simulation techniques, as well as demand forecasting approaches. This attempt will lead to
the establishment of optimal and highly accurate policies by policymakers and governments, in
this direction.

The general objective of this dissertation can be decomposed into more discrete yet specific
goals, each one trying to address the challenges observed in the related literature so far and as
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listed above. On the whole, these goals are devoted to socio-economic and environmental
sustainability planning and decision making, as well as on energy policy and demand forecasting,
and are recorded as follows:

= To propose a new aggregation method for FCM modeling based on learning OWA operators
in aggregation of weights. That is, to address the problem of aggregating a sizeable amount
of individual FCMs designed by an equal number of experts and/or participants, considering
their confidentiality.

= Toimplementanew and easy to use java-based software tool for aggregating individual FCMs
based on the proposed OWA learning aggregation method.

= To design a framework for strategic sustainability planning using the dynamic capabilities of
FCMs, the proposed aggregation method and scenario analysis.

= Todevelop a new, powerful and easy to use web-based tool that can efficiently perform FCM
modeling and scenario analysis in diverse domains.

= To propose a new and highly accurate demand forecasting method with generalization
capabilities for time series prediction. This methodology uses an ensemble of Al-oriented
models, based on evolutionary fuzzy cognitive maps (FCMs), artificial neural networks
(ANNSs), and their hybrid structure (FCM-ANN).
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Figure 1.2: The general framework of the dissertation.
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1.7 Research contribution
In this section, a set of theoretical contributions that this dissertation offers to a kind of
limited field of FCM modelling and simulating research are provided. More specifically:

1. Thisthesis proposes a new framework in modelling and analyzing the behavior of complex
systems under a socio-economic and environmental perspective through the
development and investigation of various scenarios using an FCM-based simulation
process (see Figure 1.2). The relevant literature lacks adequate research regarding the
application of the FCM framework in policy-making, participatory modelling, scenario
analysis and management in diverse domains, needed to tackle critical operational
sustainability issues. In this work, the FCM technique is enhanced with a new aggregation
method and a powerful easy-to-use tool to perform decision analysis for various case
studies in the socio-economic and environmental field. The research conducted deals
mostly with policy-making problems such as socio-economic sustainability in rural
communities, climate change adaptations in the environmental domain as well as
renewable energy planning.

2. The proposed new FCM aggregation method, based on the fact that FCMs have been
proposed as a unique methodology able to aggregate diverse sources of knowledge, fills
the absence of learning OWA operators in the aggregation of weights in FCMs. It is
developed as an alternative to the common average method, revealing its high efficacy
and applicability when a large group of participants/stakeholders is involved. This
approach allows the automatic and fast aggregation of weights assigned by
experts/stakeholders, also integrating the provided confidence level during FCMs
construction. To accomplish this demanding task, a robust, user-friendly tool with
advanced capabilities has been developed which can straightforwardly implement the
tasks of aggregating FCM models and learning them using supervised and unsupervised
algorithms.

3. Noticing the gap regarding the existence of a simple but powerful software to tackle the
massive amount of data, as well as perform modelling, learning, and simulation tasks of
complex systems, this dissertation introduces an innovative, efficient and easy to use
modelling and simulation tool called FCMWizard. It was developed for the purposes of
this thesis and can provide decision-making capabilities. More precisely, this web-based
software offers simple designing and analyzing tasks or even more complex functions like
learning and simulation tasks on FCM-based systems. Its fullest potential is revealed in
this study through the exploration of various cases in diverse domains, including
renewable energy development, energy consumption forecasting, social resilience and
economic sustainability planning.

4. An ensemble-based forecast combination methodology is proposed in this thesis as an
alternative to forecasting methods for time series prediction. This forecast combination
approach that combines FCMs, ANNS, and hybrid FCM-ANN models, was specifically
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selected due to the advanced features of each ensemble component and is applied in
energy domain using a real-life historical dataset regarding natural gas consumption. This
innovative non-linear time series model attains better accuracies when compared against
other well-known, independent forecasting approaches, such as ANNs or FCMs, and
LSTM, making it a useful tool for future works in this domain.

5. Unlike several ANN-based and hybrid forecasting methods reported in the relevant
literature, lacking model simplicity and flexibility, while needing a large dataset to be
trained and a relatively large number of features to make accurate predictions, this work
develops a robust and flexible ANFIS model, which is at the same time fast, simple in
structure and able to cope with fuzziness in data handling. It provides sufficient
exploration of certain modelling aspects and can be easily used by inexperienced Al users.
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1.8 Thesis outline

This thesis is about proposing novel and efficient methodologies for FCM modeling,
aggregation and scenario analysis. It also introduces innovative and robust models for demand
forecasting, implementing simulations on various FCM-based scenarios in the social, economic
and environmental context, in terms of sustainable development. The outlook and context of this
thesis were arranged in the following manner.

Chapter 2 describes in detail the Fuzzy Cognitive Mapping technique along with its
mathematical foundations, whereas a new OWA-based FCM aggregation methodology is
proposed incorporating a weight learning process using OWA operators. This chapter also
introduces two robust and easy-to-use software tools that support FCM construction, analysis
and aggregation process.

Chapter 3 provides the methodological framework with respect to FCM aggregation,
modeling and simulation process. This framework incorporates a participatory modelling
approach implemented by fuzzy cognitive maps, which is applied in two different approaches of
the same case study, in the context of socio-economic sustainability. The performance of the
proposed OWA-based FCM aggregation methodology is assessed conducting a straightforward
comparison with the average method and the expert-based FCM model. In addition, this chapter
investigates the impact that certain key concepts have on the examined system, helping the
policy institutions develop and propose well-structured policies in this direction.

Chapter 4 is explicitly devoted to the investigation of certain factors and their influence on
the development of the Brazilian Photovoltaic solar Energy with the help of FCMs. A semi-
guantitative FCM-based model is designed to model the complex Renewable Energy system with
the contribution of stakeholders from the specific energy domain. An FCM-based simulation
process is conducted through the implementation of three plausible scenarios in order to support
a decision-making process on PSE sector development and the country’s economic potential.

Chapter 5 investigates two soft computing methodologies in order to produce accurate non-
linear time series models for energy load forecasting. First, an easy to use, robust and flexible
ANFIS model, which is simple in structure and able to cope with fuzziness, is explored and fine-
tuned to determine its most appropriate architecture for an enhanced prediction performance.
Next, an innovative ensemble approach is proposed which combines FCMs, ANNs, and hybrid
FCM-ANN models, attaining better accuracies than other individual models. The same case study
problem regarding natural gas consumption in Greece is used for both case studies to show the
applicability of both the proposed architectures, whereas their performance is evaluated through
a comparative analysis with other Al and soft computing models.

Chapter 6 reflects on the overall research reviewing the key points of this dissertation. More
specifically, it includes the overall concluding remarks, the contribution to knowledge and future
research directions.
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Chapter 2

Fuzzy Cognitive Mapping framework and newly
developed tools for modeling and scenario analysis

2.1 Introduction

Being a soft computing, powerful technique that combines the advantageous characteristics
of both fuzzy logic and neural networks, FCM is particular useful and suitable for modeling and
decision making for complex systems [14]. It is considered as an extension to Cognitive Maps
(CM), introduced by Axelrod (1976) to graphically represent the cognitive state of a system in the
decision-making process. Proposed by Kosko [4], FCMs indeed, introduced fuzziness to CMs
applying fuzzy descriptions (fuzzy binaries) to the connections in order to demonstrate causal
influences on the relations between concepts. From the structural point of view, FCM can be
graphically represented as a fuzzy digraph, which has the ability to explain the behavior of
complex systems by integrating causal reasoning that derives from the perception of expert
knowledge. The system is defined as a collection of concepts, interconnected to each other with
connections in the form of directed edges, reflecting the cause-effect relationships between the
concepts [14].

This chapter presents a detailed overview of the fundamental aspects of Fuzzy Cognitive
Mapping technique which constitutes the basis of this study’s proposed approach along with new
user-friendly software tools developed for modeling and scenario analysis using FCMs. That is, to
address the problem of modelling and analyzing real-world dynamic systems under the
perspective of sustainable development.

2.2 Fuzzy Cognitive Mapping Background

Essentially, an FCM consists of two main components, the nodes and the edges. A node,
which is commonly referred as concept, defines a variable, factor, state or an attribute of the
examined system, whereas an edge reflects the causal relationship between two concepts. The
FCM is comprised by a set of nodes C = {C3, C,,.., Ci} where j denotes the number of variables of
this network. The overall state of the FCM can be described by the state vector A = {A3, A;,..., Ai},
where the value A; illustrates the degree of presence (activation level) of the concept C; in the
system at a particular time. Similarly, the degree of causal relationship (association) between two
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concepts C; and C; can be associated with a positive or negative sign and value usually expressed
as weight w;; € [—1,1]. More specifically, a weighted edge between two concepts expresses the
strength of influence that one concept has on the other. This degree of influence is initially
provided by experts using linguistic values, since it is hard to express the strength of cause-effect
relations with real numbers. The weights of the FCM that are associated with all the existent
directed connections between all pairs of the concepts are stored in the weighted asymmetric
adjacency matrix W. Concerning the causal relationships, there are three possible types of such
interactions:

e w;; > 0, indicating a positive causality between concepts C; and ;. That is, an increase
(decrease) on the value of concept C; produces an increase (decrease) on the value of concept
C;.

e w;; <0, indicating a negative causality between concepts C; and C;. That is, an increase
(decrease) on the value of concept C; produces a decrease (increase) on the value of concept ;.

e w;; = 0, indicating no causal relationship between concepts C; and ;.

Typically, a FCM of n concepts could be mathematically represented by a n X n weight matrix
(W). Figure 2.1 shows an example of a FCM model with its corresponding adjacency weight
matrix.

0 0 Wiz Wiy Q0 Wig
w,y 00 0 o 0

0 wyo 0 0 wy, O
Wy 00 0 0 wy

0 0 0 0 0 —ws
—Wg1We2We3~Wes 0 O

b4 W =

Figure 2.1: Fuzzy cognitive map (left) and the corresponding weight adjacency matrix (right),
showing the influence weights

2.3 Construction of Fuzzy Cognitive Map

When it comes to FCM model development, including the determination of system’s
concepts and the relationships between them, then two distinctive methods can be employed in
this direction, based either on experts or data. The expert-based approach relies entirely on
human expertise and domain knowledge about the system, whereas the computational-based
method utilizes available historical data and a learning algorithm to substitute or help the expert
and learn the model’s structure [54, 55]. In both cases, the set of concepts is provided by a single
or group of experts whereas the matrix W containing the causal links values is given either by the
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experts (following the expert-based method) or learned from raw data (in the data-driven
method). Since the computational-based methods have been only introduced recently, the
expert-based method was the only one used for the development of FCMs.

2.3.1 Expert-based method for FCM Construction

The expert-based process for developing an FCM is depending on a single or a group of
experts who are only required to have a basic level of knowledge on FCMs and can contribute by
providing their valuable experience on the system’s model and behavior. This relatively simple
method can be implemented through the simple process of drawing a graph to represent an FCM.
More specifically, experts being highly knowledgeable about the factors of the examined system
and the influences among them, can easily design individual maps that represent their own
understanding of a system in their area of expertise.

The process of constructing an FCM requires certain steps that include:

(i) the determination of the number and kind of concepts,
(ii) the indication of interconnections between pairs of concepts and their signs, and
(iii) the assignment of the weights values (strengths) for each causal link [4].

Having conceived the examined system as a set of factors, the experts determine only the
most important and relevant concepts, as a first step. Then, follows the identification of direct
relationships between pairs of concepts along with their directions, revealing a preliminary
graphical structure of the system under investigation. However, the main challenge that this
methodology faces is to accurately estimate the strengths of the relationships. This can be
achieved by describing each interconnection with an IF-THEN rule and then inferring a linguistic
fuzzy term which will be later transformed into a numerical value.

The IF-THEN rules usually have the following form:

e IF a{no, small, medium, large, very large} change occurs in the value of concept C;.

e THEN a {no, very small, small, medium, large, very large} change in value of concept (; is
caused.

e THUS the influence of concept C; on concept C; is T{influence}, means the linguistic
weight w;; is ug, where g is a linguistic variable from the set T.

Influence is a linguistic variable that denotes the causal linkages among concepts taking values
in the interval U = [-1, 1]. Its term set T{influence} is usually decided to comprise 12 different
linguistic variables that describe the degree of influence of one concept on another in detail. For
example, the twelve linguistic variables can be as: T{influence}={negatively very strong (nvs),
negatively strong (ns), negatively medium (nm), negatively weak (nw), negatively very weak
(nvw), zero (z), positively very weak (pvw), positively weak (pw), positively medium (pm),
positively strong (ps), positively very strong (pvs), and positively very very strong (pvvs)}. Each
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variable is linked to a membership function in the range [-1,1], u=
{Hnws: tns) Bms s Hnvws Bz Bpows Bpws Bpms Hps Bpvs» Hpows | @S shown in Figure 2.2. In the last
step, this linguistic weight is transformed into a crisp numerical value that belongs to the interval

[-1, 1], using the defuzzification method of the Center of Gravity (CoG) [56].

] T(influence)
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Figure 2.2: The twelve membership functions describing T{influence}

It is worth mentioning that the use of linguistic expressions to describe the degrees of

causality in relationships allows experts to overcome the difficulty of specifying precise numerical
values before draft model establishment.

2.3.2 Data-based method for FCM construction

In the case of the data-based approach, historical data are being used for the construction of
the FCM model for a given system. In this direction, semi-automated or fully automated
computational methods are employed to establish the FCM model using partial or no human
intervention, respectively. In particular, after a set of concepts is provided a priori by the experts,
the weighted matrix is learned from raw data [57]. The process for learning the model is
implemented by utilizing various learning methods based on the notion of ANN training [54, 57].
More specifically, evolutionary algorithms can be applied to address the optimization problem of
learning FCMs. Such problem can be tackled by minimizing the following objective function:

m k n
1 A
o = 22 > (10 - 10
s=1t=1i=1 (2'1)
<1,

|le' l,] = 1,2, e, n

where, m is the number of different initial state vectors, n represents the number of nodes in
the FCM, and k is the length of the response sequences. 4; (t) represents the target state value

of the i, node C; at time t for the s, initial state vector, and A (t) is the estimated value of the

itp node C; produced by the FCM with the weight matrix W at time t for the s, initial state
vector, wheres =1,2,...,m.
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In this context, a variety of learning methods were developed to minimize the
aforementioned function (Equation 2.1). In the case of population-based algorithms, experts are
substituted by historical data and the corresponding learning or optimization algorithms are used
to estimate the entries of the connection matrix W. Being usually oriented towards finding
models that mimic the input data, the population-based learning algorithms serve as
optimization techniques to minimize the error/cost or fitness function.

According to the relevant literature, there is a significant number of evolutionary methods
(such as genetic algorithms, real coded genetic algorithms, particle swarm optimization, ant
colony optimization, etc.) proposed within this research framework. In particular, evolutionary
strategies [58], genetic algorithms [54, 58], real coded generic algorithm—RCGA [54, 55, 59],
Swarm Intelligence [60], Chaotic Simulated Annealing [61], game-based learning [62], Ant Colony
Optimization [63], extended Great Deluge algorithm [64] and Bing Bang-Big Crunch [65] have
been proposed as population-based algorithms for training FCMs. A detailed description of these
approaches can be found in [2, 57]. The learning capabilities of FCMs offer notable improvement
to the modelling process regarding their structure, whereas FCMs’ dynamic characteristics allow
them to find great applicability in diverse research domains. Some of the main fields of FCM
learning algorithms applications concern modeling/design, optimization, prediction and decision
support.

2.4  Learning of Fuzzy Cognitive Map

The basic notion behind the learning process of an FCM is to learn the weights between the
concepts of the examined FCM considering the available data given, thus reflecting the dynamic
behavior of the FCM. The learning of FCMs constitutes a means to update the initial knowledge
of human experts and include any knowledge from historical data in the development of an FCM.
Given the weight matrix W of an FCM, a number of iterations is performed regarding the
computation of weights values, starting from a prespecified initial state vector. The process
finishes when a desired weight matrix is found, or the system converges to an equilibrium point.

Research community has come up with various approaches so far, to address this challenging
task. In specific, the methods for learning FCMs can be classified into three generic groups
depending on the learning paradigm used: Hebbian-based, evolutionary-type (population-based)
learning algorithms and hybrid learning methods [66], which combine the methodological
framework of the first two approaches. Among them, Hebbian-based learning methods are
simple and fast, based on the given data and the Hebbian theory, that allows the iterative
adjustment of FCMs weights.

Hebbian learning in FCMs constitutes the most efficient and well-known unsupervised
method for learning FCMs [2]. The non-linear Hebbian learning emerges as one of the most used
types of FCM learning for problems where experts’ knowledge exists and no data are available
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for training the created models. The main aim of this algorithm is to find better interconnection
weights than those provided by the experts. This algorithm is defined by Equation 2.2:

(+1) _ () () ( (k) ; )y 4 () yp7 (KD
W; = yW,;” +n4; (Ai — sign(W;;)A; " W;; ) (2.2)

where, n and y are learning parameters. Moreover, the usage of two cost functions, working
as termination criteria of the learning procedure was a significant novel feature. The two cost
functions should be defined following the problem constraints, as defined in [2]. On the whole,
the Hebbian rule for learning FCMs allows the automatic development of new knowledge from
data and the correction of false prior knowledge, producing an improved FCM which
encapsulates the ability of self-learning.

Hebbian-based learning has found great applicability in diverse domains with some promising
ones like those of engineering and medicine, involving decision making and prediction tasks. On
this basis, some preliminary efforts have been recently focused on the application of FCMs in
designing innovative game-based learning models which provide students with a means of
realizing a real situation and further support them in their learning process. In the following
section, an example concerning an experiment conducted in digital game-based learning in
education is presented to show the FCM modeling contribution in this domain.

2.4.1 Example of Digital game-based learning in education

It is common research ground that game-based learning processes can trigger students’
interest as young students are extremely familiar with the form of gaming. Therefore, there is a
growing trend in the use of games at the most diverse levels of education, taking into account
essential characteristics of games, which are the playful aspects, the motivation and the
involvement of students in learning [67]. Nowadays, digital games are being used to complement
traditional teaching methods in order to grow students’ interest, enable cognitive and social
development, as well as stimulate behaviors such as problem solving, creativity, teamwork,
following rules, and cooperation [68].

Based on FCMs which entail learning capabilities, an experiment regarding a digital game-
based learning model developed in Scratch, during the course of robotics at the Universidade
Tecnolégica Federal do Parana campus Cornélio Procépio (UTFPR-CP) is proposed [69]. The aim
is to assist in the learning of an autonomous vehicle using a similar classic Atari 2600 game of war
tanks. In this case study, applied to the class 2019/2, a student (player) controls a tank using the
keyboard in a battle against another autonomous tank. In this game, certain fundamentals are
presented, such as pose (position x, y and the angle formed in relation to the x axis), basic notions
about controlled and autonomous robots, hierarchy of actions, modeling using finite state
machine. These concepts were extracted through a questionnaire filled out by the students after
the end of the games.
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The development of the digital game was carried out on the Scratch platform, developed by
researchers at the Massachusetts Institute of Technology (MIT) in 2007. The Scratch
programming language is considered one of the most accessible, since the user does not need
prior knowledge of any other programming language to use Scratch [70]. Its programming is
carried out through a graphical interface. The desired actions are carried out by means of block
insertion, which contains the functions to be performed. An example is shown in Figure 2.3.

Figure 2.3: Example of a game screen using Scratch.

In this game (in initial phase shown in Figure 2.4), one tank is controlled by the player, and
the other one is autonomous. The main objective of the controlled tank is the destruction of the
other through shots, and the avoidance of fixed and mobile obstacles (opponent's shots). With
the initial programming carried out, the next step focuses on the elaboration of the rules of the
game and the consequent definition of the possible states of the tanks (players).

Figure 2.4: Representation of the first game.

The rules of the game were defined by the damage suffered and applied by the tanks. The
game is won by whoever hits the opponent's tank three times first. Each shot equals one point
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of damage, and the impact on physical obstacles also equals one point of damage. The possible
states for the tanks are the following:

a) Free movement.

b) Shooting.

c¢) Dodging static obstacle.

d) Dodging a moving obstacle (opponent's shot).

In a specific way, students should accomplish the following tasks:

e The finite-state machine of the tanks.
e |dentify the position and pose of the tank, that is, the coordinates of the tank in the
scenario and the angle formed with the x axis (robot pose).

The aim of the exercise was to help students understand the concepts of robotics that refer
to autonomy, and the need for hierarchy. In the latter, there is the concept of priority in some
control actions, such as the need to avoid obstacles in the scenario and only then aim at the
targets (in this case, the opposing tank) [69].

Given the proposal, the task was to deliver a text file with the graphical representation of the
finite-state machine with the description of the events, and a list of questions related to the
topics of the activities. The questions are provided in Appendix A. In this experiment, there were
approximately 27 students in the class. Due to the extended workspace, only a small sample of
results and interpretations is presented as shown in Appendix A.

Considering the initially defined states, we proceed with the definition of concepts for FCM
modeling, developing a preliminary model following the answers of the three students, with a
focus on the concepts and interconnections designed by the participant students. The
preliminary FCM is shown in Figure 2.5, in which the diamonds correspond to the decision-making
process. In particular, if an obstacle is met, all the weights I;; are modified in order to allow the
robots to stop and make sharper turns. The authors tuned these causality levels empirically
according to the event occurrence which defines each robot sub-behaviors’.

Avoid

obstacles
(c4)

® -0

a aw

Avoid
opponent’s
shots (C5)

Figure 2.5: A preliminary FCM model for the game-based learning
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The weights of the interconnections are updated/modified according to the rules of the
game, the event occurrence and the autonomous tank sub-behavior. To properly modify the
weights, Hebbian learning method is a suitable candidate for learning FCMs so as the produced
game-based learning models acquire a dynamic behavior.

The results, although being preliminary, suggest the feasibility of the proposed gamification
approach to create the tank war game and the 2DOF robotic manipulator using a graphic and
object-oriented language such as Scratch. However, the main finding of the experiments was the
fact that the students perceived important and relevant concepts of robotics through the game.
It was observed that the students found the experiments as really intriguing. Despite the high
level of students’ engagement with the game, only few students answered the questions,
portraying a difficulty in making the game a learning rather than an entertaining tool. Future work
may focus on embedding the learned FCM on Arduino microcontrollers, due to its low
computational cost and the possibility of transposing the game to real prototypes.

2.5  Aggregation methods for Fuzzy Cognitive Maps

Designing an FCM for modeling a given system often includes the aggregation of knowledge
from a variety of sources [71]. Individual FCMs can be aggregated to produce a combined overall
FCM that will incorporate the knowledge from all the different experts and/or stakeholders
involved in the FCM construction process. The main objective behind aggregating individual FCMs
is to improve the reliability of the overall model and make it less susceptible to potentially
inaccurate knowledge of a single expert and/or stakeholders or knowledge inconsistency among
the participants.

A significant issue that is common in the aggregation process is the fact that experts and/or
stakeholders usually provide individual FCM models of different number of concepts for a given
system and consequently the corresponding weight matrices differ in terms of dimension. This
can be tackled by equalizing the size of all matrices by adding extra columns and rows, filled with
elements that take a null value. Thus, for every individual FCM model augmented to have N
number of concepts, there is a corresponding matrix of NxN size, which can now participate in
the aggregation process.

Regarding the combination of multiple FCMs into a single collective model, among the
techniques that can be found in the related literature, two methods are widely used in real-life
problems [72]—the Weighted Average method introduced by Kosko [4] and the Ordered
Weighted Average (OWA) method introduced by Yager [73].
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e Weighted Average — Initially, the average aggregation method was proposed by [4] for
aggregating a large number of FCMs consisting of the same or different concepts
(representing different variables, status, parameters, etc.). Considering the case that n
Experts assign a weight value w;;, between the nodes C; and (; on individual FCMs with the

same number of concepts, then the aggregated weight wi(ja"e) between these nodes can be

defined as the average value of the n weights w;;:
€] ©)

(ave) _ Wij ij
ij = n

(m)

tw ij (2.3)

+otw

This basic approach has been extended to take into consideration the credibility factors of
individual maps [4]. In this weighted average method, a weight wy is assigned to the k"
expert representing the degree of his reliability that takes values in the interval [0,1]. The
aggregated matrix is calculated using the following formula:

Wi(jave) = ﬁ (Wlwi(jl) + szl.(jz) + -4 Wle-(}()) (2.4)
The weighted average method is used by experts after they describe the causal interrelation
between two concepts of the fuzzy cognitive map with linguistic rules. Using this procedure,
these rules are aggregated, and the final overall rule is created. The overall output is taken as
the weighted average of each rule’s output. Taking one step further, Mazzuto et al. [74]
developed a method which combines the technique of the Aggregation of Individual
Evaluations and the structured credibility evaluation method, that can aggregate individual’s
knowledge and beliefs according to the expertise areas of each expert. In fact, each concept
has been classified in specific expertise areas, according to the experts’ experience and skills.
Thus, the experts’ credibility is evaluated according to these areas. However, there are certain
limitations to implementing this methodology. For example, when a large number of
stakeholders/participants are asked to assign values on the relationships of a given system,
significant deviations can arise between these values. This fact shows an inconsistency of
knowledge among the participants that leads to an inaccurate overall FCM. Moreover, the
applicability of this method is limited by difficulties in estimating the credibility coefficients
[54].

e OWA - Considering aggregation methodologies based on OWA, the conjunctive and
disjunctive behavior of the investigated system is unified in one parameterized operator.
OWA operators allow the representations of sophisticated relationships between the
arguments and can provide a parameterized family of aggregation operators which are
suitable for handling the various AND/OR relationships of the arguments from pure ANDs to
pure ORs [75]. Two characterizing measures, the orness measure and the dispersion measure
were further introduced by Yager [73] and they are associated with the weighting vector W
of an OWA operator.
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The application of OWA operators in the aggregation of individual FCMs has a limited
presence in the literature. In particular, OWA operators in an FCM framework were
introduced by Zhenbang and Lihua [75], who highlighted the ability of OWA operators to
simulate the various AND/OR relationships between the concepts and studied the OWA
aggregation under different conditions. An OWA operator of dimension n is a mapping:

f:R" - R

that includes a correlated vector of weights W

W =[w; wy ... w7 (2.5)
so that
ZWL' =1 w; €[0,1] (2.6)
5
and
n
flay,a) = ) w b, (2.7)
=1

where, b; is the j™ largest object of the collection of the aggregated elements a; ,a, ..., a,.

The function value f(a,,..,a,) determines the aggregated value of arguments
a,ay ..., Q.

It has been shown that the re-ordering step is a basic characteristic with respect to the OWA
operator, in particular, an argument a; is not associated with a particular weight w; but
rather a weight w; is associated with the ordered position i of the arguments. An essential
characteristic of the OWA operators is that, in order to properly select the vector W, the
Max, Min and arithmetic average operators need to be defined:

17

i. For W= 9,f(a1,...,an)=Maxai
. L

01
i. For W= O , fCay,..,a,) = Ming;
[ 1 l
1/n

ii. For W= 1{n , flag,..,ay) = % i

[1/n
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Brown [76] emphasized that the OWA operators were basically aggregation operators,
inheriting the characteristics of the Max and Min operators regarding the commutatively,
monotonicity, and idempotency:

Mina; < f(a,,..,a,) < Maxaq; (2.8)
l l

As this category of operators runs between the Max (or) and the Min (and), Yager [73]
introduced a measurement function to define the type of the aggregation performed with
respect to a particular value, namely the orness measure of the aggregation, which is
calculated by Equation 2.9:

Orness (W) = ﬁ Z(n — Dw; (2.9)
i=1

As suggested by Yager [73], this measure determines whether the aggregation works as an
or (Max) operation; it is described by the following equations:

orness ([10...0]7) = 1, (2.10)

orness ([00...1]7) = 0, (2.11)
T

orness (E %%] ): 0.5. (2.12)

Consequently, the Max, Min, and arithmetic average operators are considered as OWA
operators, whose degree of orness takes the values 1, 0, and 0.5, respectively.

Yager [73] introduced a second measure, namely dispersion or entropy connected with a
weighting vector. The degree of information used, based on W, throughout the aggregation
process can be calculated by the following equation (Equation 2.13).

n
Disp (W) = Zwi In w; (2.13)
i=1

O'Hagan [77] generated the OWA weights, which have a predefined degree of orness a and
maximise the entropy, with a certain method that uses these elements. He called them
MEOWA operators. This procedure is defined by the following constrained optimisation
problem. However, the desired degree of orness a needs to be specified.

n
Maximize Z w; Inw; (2.14)
i=1
1 n
subject to a = —7 Z(n - Dw; (2.15)
i=1
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n
Zwi =1, w; €[0,1],i = (1,...,n). (2.16)
i=1

2.6 New OWA-based aggregation method for Fuzzy Cognitive Maps

Yager has previously suggested a method for obtaining the weights associated with the OWA
aggregation in the situation where observed data on the arguments have been provided [73].
However, there is a gap in the relevant literature concerning the existence of an algorithm which
can be used for aggregating weights assigned by experts/stakeholders’ opinion in designing
FCMs. In this direction, a new OWA-based aggregation algorithm is proposed so that it can learn
the weights associated with a particular use of the OWA operator from a group of experts and
stakeholders of the specific scientific domain. This work focuses on developing an alternative
aggregation methodology for the FCM modelling, in order to fill the absence of learning OWA
operators in aggregation of weights in FCMs, considering that FCMs have been proposed as a
uniqgue methodology able to aggregate diverse sources of knowledge to represent a “scaled-up”
version of individuals’ knowledge and beliefs [12, 78]. Moreover, learning operators are used in
this study for defining weights among the concepts so the studying OWA aggregation approach
will be strengthened in terms of performance. This method particularly meets wide applicability
and has great effectiveness when a large number of participants/ stakeholders are present.

The OWA weights can be obtained through the following process. Initially, it can be assumed
that a collection of m links is given which are the weighted interconnections among concepts
(samples), each comprised of an n-tuple of values, as well as an associated single value, called
the aggregated value is also given, which is denoted as dj,.

It is further assumed that a set of m links/edges exists in an FCM model and a set of n
experts/stakeholders are involved in the process of assigning values to each of the links/edges.
Experts’ opinions (scores) are indicated as ayq,agy ..., agy for any k = 1, ..., m (see Table 2.1).
Finally, an expert with deep knowledge of the specific domain reviews the numerical values of
the scores for each weighted link and afterwards he provides an aggregated score, denoted as
d; for that alternative.

Table 2.1: Experts’ opinions for each link and the aggregated score.

Wel-ghted Exp.1 | Exp.2 Exp.n | Aggregated Value
link
Wy agq app a1n d,
w2
Wy, ax Axa e Akn d k
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The main goal of this process is to obtain an OWA operator, represented as a weighting vector
W which models the aggregation task regarding the specific data set, which should also satisfy
the following condition for any k.

f(aky, akp -, akn) = di

Considering the linearity of the OWA aggregation method with respect to the ordered
arguments, the reordered objects of the k;, sample are byq, by, ..., biyn, Where by, is the n-th
largest element of the argument collection ayq, ag;, ..., ax,. Hence, the modelling process of
aggregation lies in the determination of the OWA weights vector W:

W=[w; wy ... w]”

such that
bxiwy + bow, + - 4+ bywy, = dy
foranyk = 1,..,m.
In the next step, an OWA weights vector

W = [w; w, ... w,,]T is sought to approximate the aggregation operator by minimizing the
instantaneous errors ey,:

1
er = E (bk1W1 + byowy + -+ + bWy, — dk)z (2.17)

regarding the weights w; .

This seems to be a constrained optimization problem, where the OWA weights w; need to
comply with the following conditions:

n
ZWL'=1, WiE[O,l], l=(1,,n)
i=1
Next the following assumption is considered with respect to the OWA weights in order to avoid
the constraints on w; :
ehi )
w; = Tl—ellj' L= (1, ,Tl) (2.18)
j=1
The weights w; are positive and equal to 1 for all the A; parameters. Hence, the optimization
problem is converted to the unconstrained nonlinear problem which minimizes the
instantaneous errors ey, as follows:
2 2 yl 2
1 e e’z e
j=1 j=1 j=1
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with respect to the parameters A;.

This task can be addressed with the use of the gradient descent technique, in which the
parameters A;, i = (1, ...,n) are updated through the following rule:

9]

AU +1D) = 40 - f o

14 = (D (2.20)

where (8 represents the learning rate (0 < < 1).

For simplification purposes, dk denotes the estimate of the aggregated value d:

~ 6/11 6/12 8/1"
dp=Db +b + -+ by 2.21
k k1 ?zlelj k2 ;lzl eli kn ;lzlezj ( )

In this context, the steps of the proposed algorithms for learning OWA weights are described
as follows, considering experts’ opinions as the argument values (axq, agy «.., axp ):

Step 1: Create a slightly different parameter p for each argument that indicates the
optimism of the decision-maker,0 < p < 1.

Step 2: Compute the aggregated values for each sample with the Hurwics method, where
the aggregated value d obtained from a tuple of n arguments, a4, a,, ..., a,, is defined as
a weighted average of the Max and Min values of that tuple.

pMaxa; + (1 —p)Mina; =d (2.22)
2 l

Step 3: Reorder the objects ayq, agy ..., Akp-
Step 4: Compute the current estimation of the aggregated values dk

dy. = bWy + brawy + -+ + brawy, (2.23)
through initial values of the OWA weights w; = 1/n.

Step 5: Calculate the total dy, d, b« for each i. The parameters A; determine the weights
of OWA and are updated with the propagation of the error cik — dj between the current
estimated aggregated value and the actual aggregated value (see Equation 2.20).

Step 6: Compute the current estimations of the Ai.
A+ 1) = 41 — Bw; (D (b — di) (dy — di) (2.24)
through initial values Ai(0)=0, i = (1, ...,n), and a learning rate of B=0.35.

Step 7: Use A, i = (1, ...,n), for providing latest estimate of the weights.
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e}‘i(l)
Wi=——7—r,i=(1,n 2.25
1 Z]n=1 e)\l(l) ( ) ( )

e Step 8: Update w; and &k at each iteration until the estimations for all the A converge to,
thatisA=|A(1+ 1) -A(1)| are small.

2.6.1 Indicative example using 3 experts

In what follows, an explanatory paradigm considering three (3) experts who assign numerical
values to weights, will better illustrate the proposed FCM aggregation approach in the
environmental domain.

As mentioned above, the Experts’ opinions are considered as argument values
k1, Az -, A, and the weight between two concepts as a link (sample). Zero values for weights
were not considered in the aggregation process. An FCM model investigated in a previous work
of [79], that consists of 7 concepts and 14 weighted connections among concepts, was selected
to show how the above steps are implemented.

Table 2.2: Explanatory paradigm in agriculture for the aggregation of experts’ opinions

f;:::: Exp.l  Exp.2  Exp.3 Agir:ﬁlaeted
c1-c7 0.43 0.50 0.58 0.45
c2-c1 0.57 0.60 0.68 0.58
C2-C7 0.57 0.60 0.68 0.58
C3-C2 030 035 025 0.32
C3-C7 039 025  -0.30 0.32
C4-C5 032 -040  -0.47 0.38
C4-C7 043 -030  -0.30 035
C5-Ca 037  -040  -0.45 037
C5-C7 0.68 0.60 0.50 0.53
C6-C2 0.58 0.55 0.70 0.56
C6-C7 0.55 0.50 0.65 0.53
c7-Cl 0.22 0.37 0.33 0.23
c7-C2 0.67 0.70 0.75 0.67
C7-C5 0.54 0.58 0.47 0.48

We calculated the aggregated values using various values for parameter p within [0.01, 0.2].
For example, p = 0.153; 0.131; 0.181; 0.075; 0.055;

Using min and max values of p, the aggregated value of weight was calculated as follows.
0.153(0.58) + (1 — 0.153)(0.43) = 0.45

We initialized 4;(0) =0, i = (1,n),8 = 0.35 and w; = w, = w3 = 0.33. The estimated
values of A; after 108 iterations were:

A4 =063 1, =-019, A3 =0.82

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



54

The following OWA weights have been calculated considering the above A;:
w; = 0.146, w, = 0.227, w3 = 0.626
We followed the same process for parameter p for 0.3 < p < 0.5and 0.5 < p < 0.7.

Table 2.3 gathers the calculated values for OWA aggregated weights for all interrelationships
among FCM concepts, as well as the deviations between the benchmark weight Wb (average
method) and the Wowa, weight produced by learning OWA operators.

Table 2.3: Weights produced by learning OWA operators

Average Weight by Weightby Weightby AW (Deviation in

Weight weight 0.01<p< 03<p< 0.5<p< aggregated
(Wb) 0.2 0.5 0.7 Value)
C1-c7 0.50 0.47 0.53 0.58 0.03
c2-C1 0.38 0.33 0.40 0.45 0.05
C2-C7 0.62 0.59 0.64 0.68 0.03
C3-C2 -0.30 -0.32 -0.28 -0.25 0.02
C3-C7 -0.31 -0.35 -0.29 -0.25 0.04
C4-C5 -0.40 -0.43 -0.37 -0.32 0.03
Ca-c7 -0.34 -0.38 -0.32 -0.30 0.04
C5-C4 -0.41 -0.43 -0.39 -0.37 0.02
C5-C7 0.59 0.55 0.62 0.68 0.04
C6-C2 0.61 0.58 0.57 0.70 0.03
C6-C7 0.57 0.53 0.59 0.65 0.04
c7-C1 0.31 0.27 0.33 0.37 0.04
C7-C2 0.71 0.69 0.72 0.75 0.02
C7-C5 0.53 0.5 0.55 0.58 0.03

It is observed that the produced weights of the links among concepts calculated with the
proposed OWA aggregation method do not emerge significant deviations against the
corresponding average weights in most of the cases in this example. Moreover, having performed
a larger number of experiments with different weights values and various numbers of experts
and or stakeholders as well as using datasets previously published in the works of [15, 20], it
emerges that this approach is reliable producing sufficient results. As a conclusion to the above,
exploring different p values can help decision makers to successfully and safely aggregate
opinions from a large number of experts/stakeholders.

2.7 Inference and Simulation process

After the design of the FCM, which is usually carried out with the help of experts and/or
stakeholders, causality is traced through simulations [15]. In particular, data are inserted through
the input concepts, so as FCM performs reasoning inferring decisions which are produced in a
numerical form the output concepts [8, 14]. As the system evolves over time, every concept has
a new value at every step of interaction. The value of each concept is influenced by the values of
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the connected concepts multiplied by the corresponding causal weights and/or by its previous
value, driving the system into reaching to an equilibrium point. The value for each concept is
calculated using one of the following calculation rules (Equations 2.26 - 2.28):

n
Kosko: AT = f Y wyx A (2.26)
o1
dified C
Modifie (k+1) _ (%)
o A p( a0 4 z wj; X A (2.27)
=1y
n
Rescale: A% = £l 249 — 1) + Z W X (245 — 1) (2.28)
j=1,j#i

where AEK“) is the value of concept C; at simulation step k + 1, AJ’-C is the value of concept C; at
step k, wj; is the weight of the interconnection between concept C; and concept C;, and f is a
threshold (transformation) function that squashes the result of the multiplication in the interval
[0, 1]. The Kosko’s activation rule (see Equation 2.26) that was initially introduced to calculate
the value of each concept, considers only the influence of the interconnected concepts. Overall,
the selection of the proper rule depends mainly on the examined domain whereas the distinctive
key features of the system under investigation need to be considered in this direction.

Several transformation functions can be used during the beforementioned process for
producing each concept’s value. Though, the following four are the most used transformation
functions, namely bivalent (Equation 2.29), trivalent (Equation 2.30), Sigmoid (Equation 2.31) and
hyperbolic tangent (Equation 2.32):

Bivalent: flx) = {(1)' i i 8 (2.29)
1, x>0
Trivalent: f(x)=43 0, X = (2.30)
-1, x <0
Sigmoid: (x) = ! (2.31)
g . f X) = 1+ e—lx '
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Hyperbolic

tangent: f(x) = tanh(4x) (2.32)

where A is a real positive number (4 > 0), which determines the steepness of the continuous
function f and x is the value Af on the equilibrium point. At each step, the value A; of a concept
is influenced by the values of concepts connected to it and it is updated according to the
inference rule. This process continues until the system converges which indicates that the
difference between two subsequent value of the outputs values must be equal or lower to €
(epsilon, € =0.001).

2.8  Proposed tools for Fuzzy Cognitive Map modeling and scenario analysis

Inheriting the main characteristics of Fuzzy Logic and recurrent Neural Networks, FCMs can
model any real-world system as a collection of concepts and causal relationships among them.
From an Artificial Intelligence perspective, FCMs are dynamic networks with learning capabilities,
which make FCMs essential for modeling and decision-making tasks. In addition, the more data
is available for modelling the problem at stake, the better the system becomes at adapting itself
and reaching a solution [2]. To tackle this vast amount of data, various parameters, modelling,
learning and simulation tasks of complex systems, researchers need a simple but powerful
software tool that could help them in this direction.

As found in the related literature, several tries occurred by researchers for developing
software products with simple or advanced functions that could perform either designing and
analyzing tasks or even more complex like learning, aggregation and simulation on FCM-based
systems. In particular, FCMapper which is based on MS Excel, is one of the first FCM analysis tools
available online, whereas additional social-network software like Pajek or Visone is needed for
FCMs visualization. Also, FCM TOOL along with its extension were proposed to offer a learning
algorithm for estimating the causal weights, designing, learning and simulating FCM-based
systems, especially in pattern classification problems, whereas a later version was renamed as
FCM Expert [80]. In the form of libraries, JFCM was developed as a small and simple open source
library that can be used to create a variety of cognitive networks, also loading networks from
XML files [81]. An open source FCM library in R language named “fcm” has been recently
proposed under the Comprehensive R Archive Network (CRAN) [82], which provides users with a
selection of six different inference methods and four threshold functions. On the other hand,
Mental Modeler is a quite interesting approach which facilitates the aggregation and analysis of
group models by combining FCMs created by different individuals or stakeholders, using a web-
based interface [83]. Also, FuzzyDANCES is a tool to draw and analyze FCMs by calculating
network graph indices, also containing algorithms for sensitivity analysis (Winding Stairs) and
map learning using Differential Evolution [84]. Aguilar and Contreras developed the FCM designer
tool with a Spanish interface, which offers a variety of ways to describe causal links in a static or
dynamic way, employing logic rules, mathematical equations, or Fuzzy Logic [85].
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Another software product that entails FCM-based decision-making capabilities is ISEMK [86]
and is mainly devoted to forecasting tasks. The main features of ISEMK are:

e the population-based learning of FCM with the use of RCGA and SOGA based on real
multivariate time series,

e the multi-step supervised learning with the use of gradient method and real multivariate
time series,

e the visualization of structure of the analyzed FCM and the results of learning, as well as
the testing of the learned FCMs operation.

The ISEMK tool was particularly used in this thesis to perform predictions using evolutionary
FCMs and ANNs, supporting a comparative analysis conducted between the proposed ensemble
forecasting approach with other individual models, as is presented in chapter 5.

However, a gap is noticed in the relevant literature, regarding the existence of a more user-
friendly tool that can provide extra capabilities such as aggregating FCM models and learning
them using supervised and unsupervised algorithms. In this direction, a new web-based tool
called FCMwizard, (available at http://fcmwizard.com) [87] was developed, which incorporates
these functionalities for helping research community to freely experiment with them and exploit
all the capabilities offered. Furthermore, a Java-based tool called OWA FCM, was also used for
the purposes of this dissertation for implementing the OWA operators in the process of
aggregating individual FCM models. Both new software products are thoroughly described in the
following sections, whereas a more detailed presentation of the FCMWizard tool can be found in
the web link provided.

2.8.1 OWA FCM aggregation tool

OWA FCM is a flexible and user-friendly tool developed to provide the research community
with an automated method for aggregating a large number of individual FCMs, thus producing a
combined FCM, enriched with knowledge from experts and stakeholders involved in this task.
More specifically, the OWA FCM software tool was developed to deal with the proposed
approaches for experts’ credibility and weight aggregation using OWA operators. The tool was
developed in Java programming language. An overview snapshot of the user interface can be
seen in Figure 2.6.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



58

= Prudskh

@

CREDIBILITY

[3]]

LR EEITTCLN W PG @ parameters w weights Average FCM matrix

(=] ]

Figure 2.6: Screenshot of the FCM-OWA tool for aggregation

On the left side of the main panel lie the “OWA aggregation” and the “Credibility” functions.
The user has access to a main menu where the “import” and “export” buttons are placed.

Number of
weight
matrices:

L7 IR NN @ parameters w weights | Average FCM matrix
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B8] 00 000 0,00 0,00 0,00 0,00 000 0,00 000 000 0,00 - 000 000 0,00 000 000 0,00 000 038
B2 00 000 00 000 000 0,00 037 0,00 000 000 0,00 000 - 000 0,00 000 000 0,00 000 000
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Figure 2.7: Screenshot of “OWA” tab

As far as the “OWA aggregation” function is concerned, the user needs first to define the
number of input weight matrices as shown in Figure 2.7, for example 36, and next to insert an
excel file with the weight matrices, one in each sheet, defined by each expert. After the user
clicks the “Calculate” button, the OWA aggregated FCM matrix appears in the first tab (see Figure
2.7). Also, the average aggregated FCM can be displayed on the “Average FCM” tab.

Regarding the “Credibility” function of the tool, this can be reached through the side menu
by clicking on the corresponding button. This option allows users to select the wanted Inference
Rule (Figure 2.8(b)) and the Distance (Figure 2.8(c)) for the calculation of credibility weights after
first specifying the number of input weight matrices (Figure 2.8(a)).
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Figure 2.8: (a) The “number of weight matrices” tab, (b) “The inference Rule” tab and the (c)
“Distance” tab.

By clicking on “Calculate”, the credibility results appear in the first tab (see Figure 2.6).
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Figure 2.9: Left: “Credibility” results tab for the SHG group. Right: Ranking of Experts (SHG
group) with the highest credibility.

In the second tab, we rank the experts’ credibility according to the consensus endpoint of the
weighted interconnections among concepts. The first 10 experts with the highest credibility in
weights are displayed in Figure 2.9 (right).

The user is also given the option, from the main menu of the Tool, to export the OWA
aggregated FCM matrix and the Credibility results table, saving them as an excel file.

2.8.2 FCM WIZARD tool for designing and analyzing FCMs

FCMWizard (www.fcmwizard.com) is a new web-based software tool that has the special
ability to construct an FCM model using data that come from experts’ or stakeholders’
knowledge. Using a very intuitive Graphical User Interface [87], the tool can also analyze the
behavior of the FCM model by performing simulations for different possible scenarios, in
different scientific domains.

The FCMWizard tool can be seen as having four main functionality categories. Any type of
users can use the first category without a thorough knowledge of the mathematical foundations
of the FCM methodology. They can design new FCMs independently from the type of the
application by adding new concepts and causal relationships between them using influence
weights. Moreover, when group modeling is used, the different individuals’ cognitive maps can
be combined in an easy and meaningful way to produce a collective FCM, which in general might
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help reaching consensus, promote learning and reduce conflicts [17]. FCM Wizard offers the
possibility to aggregate different FCMs by augmenting their adjacency matrices in order to reflect
all proposed concepts from the different participants, then averaging is used to produce the
group map.

Among the functionalities that site on the main menu (see Figure 2.10), there are three main
modes for constructing an FCM, namely: (i) Expert mode, wherein experts and/or stakeholders
can construct manually an FCM for a real problem, (ii) Data-based Learning mode, wherein the
FCM model is constructed automatically using given data, and (iii) Merge mode, where different
individual FCMs can be combined to provide an augmented and collective FCM, model in order
to generate aggregated system complexities.

CO..O; ECM Wizard B Construct FCM

ne,
- ‘ Expert Mode
2 .
GENERAL ACTIONS Welcome =
i = Databased mode
v elpi_papag

Construct FCM
12 Merge FCMs

GENERAL ACTIONS ﬁ FCM Leamin
7= FCM Leaming 9

222 FcM Classification Construct FCM Hebbian Leaming (NHL)

D FcM History Hebbian Leaming (DD-NHL)

# FCM Learning

? coming Soon Hebbian Leaming (D-NHL)

222 FCM Classification

Figure 2.10: Main menu of FCMWizard

Regarding the FCM Learning Mode, FCMWizard offers three main modes (see Figure 2.10): (i)
Hebbian Learning (NHL): weights are fine-tuned by data assuming that all the concepts are
synchronously triggered at each iteration and they synchronously change their values.
Constraints on concepts and weights can be considered for updating weighted connections. (ii)
Data-driven Hebbian Learning (DD-NHL): an extended NHL method through historical data for
the input concepts to fine-tune weights, and (iii) Differential Hebbian Learning (D-NHL): This
algorithm correlates the changes in the concepts to modify their weights.

For the model development, users have the advantage of generating new concepts and causal
relationships between them, with no need to know the mathematical foundations of the
methodology and regardless the type of application domain. Selecting the “Expert Mode” under
the main menu “Construct FCM”, users can easily design an FCM model by adding new nodes
and new directed lines that represent the causal relationships between nodes (see Figure 2.11).
Green direct lines denote positive weights whereas red inverse relationships denote negative
weights. Moreover, the FCMWizard tool has the ability to automatically design an FCM model
only by properly importing the model’s adjacency matrix.
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Figure 2.11: FCM model development process

In order to describe certain specifications and different aspects of the behavior of the
examined model, structural analysis is needed, as a necessary step for determining the dynamics
of the system. Considering that the construction of FCM maps relies heavily on expert and human
perceptions, a way to compare is by analyzing the map structure using graph theory indices [12,
17]. The FCMWizard online module is designed to provide calculations over such graph theory
indices, including the total number of concepts and connections, connection to concept ratio, the
type of variables (receiver, transmitter or ordinary), indegree, outdegree, degree centrality,
betweenness centrality, closeness centrality, complexity ratio, density and hierarchy index (see
Figure 2.12). Centrality is considered an index of importance for a concept. That is, a concept with
a high degree of centrality plays an important role in the cognitive map [12]. Also, complexity,
density and hierarchy index are among significant structural indices for analyzing the graphical
structure of FCMs.

(%) FCM Wizard 2 Import xle

(Nodes) Graph Indices

26 25 2
(Graph) Graph Indices

Figure 2.12: The “Structural Analysis” tab of FCMWizard
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FCMWizard entails also the ability to perform “what-if” scenario analysis, allowing users with
more expertise like FCM analysts that are familiar with the method’s mechanics, to simulate a
FCM model by specifying the desired parameters for this task. The objective of this process is to
determine the feasibility of scheduled simulations and anticipate contingent situations. In the
case of the FCM model, various parameters need to be properly defined. These are: the initial
stimulus state vector, the inference rule’s type, the transfer function with its learning parameter
along with the number of iterations or the convergence step (see Figure 2.13). The provided tool
also offers users with the open/closed lock option, which can keep the value of a concept
unchained throughout iterations, as being “clamped” (see Figure 2.14). This category can be
somewhat challenging to other types of users like stakeholders or policy analysts and will
necessitate a learning curve.

(ference Rules Transformation Functions

Rescaled Kosko's Activation Rule Sigmoid v Lambda Parameter (0.0~10.0)
0 + Bivalent
Kosko's Activation Rule Trivalent 0
Modified Kosko's Activation Rule Sigmoid
Rescaled Kosko's Activation Rule
c)
a) b)

Figure 2.13: Selection of (a) Inference Rule, (b) Transformation function and (c) lambda
parameter of the transformation function

o Simulate @ Clear Smuiation @ Hoid Cument Simula

Figure 2.14: Screenshot of the “scenario analysis” mode.

A major shortcoming of FCMs is the potential convergence to undesired steady states or
unacceptable decisions according to problem constraints and a critical dependence on experts.
In order to overcome these shortcomings, learning algorithms have been investigated and
proposed for FCMs by using historical data, contributing hence to adaptive FCMs and improving
the robustness and accuracy of FCM output, especially in prediction tasks. To that end, another
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category of functionalities was integrated in this software product to allow FCM models to be
constructed and calibrated using observed historical data. More specifically, FCMWizard contains
a package of Hebbian-based learning algorithms such as non-linear hebbian, differential hebbian,
data-driven hebbian and active hebbian learning [57].

2.9 Conclusions

This chapter presents the FCM methodology which highly contributes on modelling and
analyzing complex and dynamic systems. FCMs are fuzzy structures that combine the
advantageous characteristics of both fuzzy logic and Neural Networks, which incorporate
knowledge acquisition and indicate the causality among concepts of complex systems
characterized by uncertainty. In fact, FCM has the ability to capture and describe a system’s
behavior encapsulating and analyzing the accumulated knowledge and experiences of human
experts on complex systems in various scientific domains.

On the other hand, developing an FCM model is a challenging task since it usually involves
individual knowledge acquisition from numerous and multiple experts and/or stakeholders from
the application domains. Thus, an aggregation procedure is further needed to produce an overall
single FCM which will be less susceptible to potentially erroneous beliefs of a single expert, and
improve as well the credibility of modelling with FCMs. Only a few aggregation methods can be
found in the related literature, such as the weighted average and the OWA method as the ones
that are the most commonly used in this context. However, they either entail certain limitations
over their implementation in the aggregation process or have been applied in a limited number
of studies concerning a small group of experts and/or stakeholders.

A new alternative aggregation methodology for FCM modeling is developed to properly
aggregate FCM connections/links defined by multiple experts and/or stakeholders using learning
OWA operator weights, also calculating credibility weights for a large number of experts and/or
stakeholders. In this direction, a Java-based tool was developed to provide the research
community with an automated method of aggregating a large number of individual FCMs
designed by experts and/or stakeholders, applying also the credibility weight methodology in
ranking experts for most efficient FCM models for scenario analysis and policy making.
Furthermore, a new software tool, called FCM Wizard, is presented to automatically construct
FCM models by either using experts’ knowledge or by using data when available. It also serves as
a necessary simulation tool that allows researchers and the FCM community to make decisions
and perform policy simulations on their own case studies through a very intuitive Graphical User
Interface, whereas it incorporates numerous simulation and inference options, as well as
Hebbian-based learning algorithms that can significantly improve the system’s performance.
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Chapter 3

Socio-Economic Sustainability: Modeling and
Planning Using FCMs

3.1 Introduction

Modelling and more specifically the participatory approach to modelling has been emerged
as a key prerequisite in the decision-making process through which stakeholders contribute to
the representation of the perceived causal linkages of a complex system. The use of fuzzy
cognitive maps (FCMs) for participatory modelling helps policy-makers develop dynamic semi-
guantitative models for strategizing development interventions, whereas the aggregation of
knowledge from multiple stakeholders provides consolidated and more reliable results. In the
context of formulating suitable strategies, policy-makers and governments seek to investigate
the interconnection between the environmental, social and economic pillars of sustainable
development. Sustainable development has become a question of growing importance as it is
considered as the essential element for improving the quality of life on earth of both current and
future generations.

It is a common view that worldwide, the impacts of various anthropogenic activities such as
increased industrialization, pollution, deforestation, and overconsumption, are causing
destruction and overexploitation of natural resources. They have been recognized as the most
significant risk not only for the environment but also for human health and well-being [88, 89].
The overexploitation of natural resources has grown rapidly in the last two decades, and global
resource supply chains have become extremely complex. This has resulted in the increase of
environmental pressures and impacts [89]. If humankind continues to live on the edge of or
outside the ecological limits, it will be much more difficult to achieve equity, justice, prosperity,
well-being and healthy quality of life for everyone, both on global and local levels [32]. The need
for humanity to remain within the safe operating space of planetary boundaries and the need to
eradicate poverty and accelerate sustainable socio-economic development are linked by the
concept of “safe and just space for humanity” [90]. Therefore, a global shift from a linear
economy towards a circular economy is needed. Hence, socio-institutional change along with
resource efficiency and innovative product design [91] can contribute to economic development
and human well-being, with reduced pressures and impacts on the environment. The circular
economy approach aims at continuous economic development to achieve waste minimization,
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energy efficiency, and environmental conservation, without posing significant challenges to the
environment and natural resources [92]. Circular economy is a competitive environmental
strategy to production processes and economic activities, that allows resources to maintain their
highest value. It also benefits businesses and society as a whole, with better supply chain, low
volatility of resource prices, better customer relations, improved services, and new employment
opportunities [92]. The key considerations in the implementation of circular economy are to
refuse, reduce, rethink, repair, restore, remanufacture and reuse resources [91, 93]. They also
include the pursue of longevity, renewability, replaceability, and upgradability for resources and
products that are used.

The sustainable development goal “One” of the United Nations seeks to eradicate poverty
and subsequent inequalities in all forms, leaving no one behind. The multi-dimensional nature of
poverty involves the lack of income or consumption, food insecurity, high vulnerability to risks,
low human capital, unequal social relations, and powerlessness [94]. On the other side, its
eradication involves complex interactions within socio-economic systems. Across the world,
several development projects [95] and poverty alleviation programmes [94, 96] have been
implemented, which are primarily aimed at socio-economic development and poverty reduction
of poor and vulnerable communities. Understanding such complex interactions requires a
participatory modelling approach that can be implemented by FCMs.

In participatory modelling, stakeholders allow decision-makers to understand meaningful
interactions occurring inside a complex system and contribute valuable first-hand knowledge for
supporting decision-making, policy formulation, regulation, and management purposes [23].
FCM is a common participatory modelling methodology which has the capability to model any
real-world system, easily integrate diverse human knowledge and adapt to a particular domain
[55]. In recent years, FCMs have been applied extensively in multiple domains due to their simple
model structure and ease of use [71, 97]. It is no wonder that they have become a powerful soft-
computing modelling tool [8]. In all cases, the FCM-based particip atory modelling approach
attempts to capture the causal relationships within complex systems exploiting the views and
perceptions of stakeholders. Doing so, can reduce conflicts among stakeholders by capturing
different inter-sectorial synergies and tradeoffs, helping them to reach consensus in a complex
policymaking environment.

Furthermore, the aggregation of individual FCM models must be taken into account when a
variety of sources need to be included in the modelling procedure of a given system [71].
Individual FCMs, constructed by experts and/or stakeholders, can be aggregated to produce a
combined FCM that will incorporate the knowledge from all the different experts and/or
stakeholders involved in the FCM construction process. The main objective behind aggregating
individual FCMs is to improve the reliability of the final FCM model. That is, the FCM model
becomes less susceptible to potentially erroneous beliefs of a particular expert, helping to bridge
knowledge discrepancies among the participants. Regarding the combination of multiple FCMs
into a single collective model, among the techniques that can be found in the related literature,
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two methods are widely used in real-life problems [72]: the weighted average and the OWA
method introduced by Yager [73]. The weighted average method is considered as the benchmark
method for FCM aggregation purposes, in which the final FCM model is built by averaging
numerical values for a given interconnection [98]. Its rules are aggregated with the help of fuzzy
operators, while the overall output is elaborated using the weighted average of the output of
each rule [8]. However, there are certain limitations towards the implementation of this
methodology. For example, when a large number of stakeholders/participants are asked to
assign values on the relationships of a given system, significant deviations can arise between
these values. This fact shows an inconsistency of knowledge among the participants that leads to
an inaccurate overall FCM. On the other hand, the application of OWA operators in the
aggregation of individual FCMs has a limited presence in the literature. In particular, OWA
operators in an FCM framework were introduced by Zhenbang and Lihua [75], who highlighted
the ability of OWA operators to simulate the various AND/OR relationships between the
concepts. They also studied the OWA aggregation under different conditions. An OWA operator
based on distance was examined by Leyva-Vazquez et al. [99] to rank the scenarios depending on
the decision-makers’ risk preferences.

In the context of the two cases, as they will be described in the following sections, the new
method for aggregating individual FCMs, using the application of the OWA operators, is explored.
Both cases originate from the same examined problem which is based on the DAY-NRLM
(Deendayal Antyodaya Yojana-National Rural Livelihoods Mission) poverty eradication program
in India but constitute two different approaches in terms of FCM development and scenario
analysis. They both follow the participatory approach, whereas different modules of knowledge,
such as participants’ confidentiality and different interpretations regarding model’s
conceptualization, are involved in the FCM development process. Also, the two cases incorporate
different combinations of concepts for scenario planning. The objective behind the presentation
of two similar approaches under the same case study is: a) to extensively illustrate the
functionalities of the OWA-based aggregation methodology and b) shed light on how the
application of different scenarios can offer different dimensions in efficiently addressing the
problem of socio-economic and environmental sustainability. Thus, it can help policy-makers and
governments to tailor suitable strategies in the domain.

3.2 Proposed FCM-based framework

A mixed-concept design approach is adopted for obtaining cognitive maps from the
participants, which involves an open-concept design followed by a closed-concept design. The
methodology used to develop FCMs is conducted in seven distinct steps that are thoroughly
described below. This multi-step FCM development process is visually illustrated in Figure 3.1.
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*Obtaining FCMs from the participants

eCoding individual cognitive maps and confidence level values into adjacency
matrices

eProducing individual matrices

eAggregating individual cognitive maps from each group producing aggregated
FCMs

eGroups aggregation for producing an overall collective FCM

eVisual Interpretation of Collective FCM

CECECE G 4

*FCM-based analysis and simulations

Figure 3.1: Visual illustration of the FCM development process.

Step 1: Obtaining cognitive maps from the participants
i. Expert-based FCM using an open-concept design.

The first step starts with a group discussion involving national and state-level implementers
who identify factors responsible for achieving the outcomes of the given real-life problem,
described by the DAY-NRLM programme. Next, a group of concepts and sub-concepts are
identified, being available for further analysis. In the current case study, 20 categories of main
concepts and 129 sub-concepts were identified so as they contribute to the FCM development
process. The participants are demonstrated on how to draw a fuzzy cognitive map for a simple
system that serves as an example. Once the participants understand the process of constructing
a cognitive map, they are asked to draw fuzzy cognitive maps by providing causal links to each
main concept. They are further requested to assign weights for the relationships between the
concepts (see Step 1(iii)).

ii.  Preparation of study protocol based on the expert-based model.

A protocol (see Figure 3.2) generated by the experts (national and state-level programme
implementers), depicting all the 20 categories of main concepts and 129 sub concepts, is
prepared, which also includes the links identified by the experts. This protocol was approved by
the Research Ethics Committee of the Institute of Rural Management Anand (IRMA). The Expert-
based FCM model deriving from the implementation of this protocol, is going to be further
compared with the FCM models, produced from the aggregation processes, to help this study
meet its objectives.
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Figure 3.2: The FCM protocol used for data collection from the participants.

iii. Closed-concept design from the community-level stakeholders.

The protocol is administered to four different groups of stakeholders from the DAY-NRLM
programme, who are asked to construct FCMs. These are functionaries of Self-Help Groups
(SHGs), their federations [Village Organisations (VOs) and Cluster Level Federations (CLFs)], and
Community Resource Persons (CRPs). All the community stakeholders are women. A total of 179
FCMs were obtained from over 600 participants during the FCM exercise. These participants were
selected randomly between the programme participants. SHG and VO functionaries were divided
into smaller sub-groups, with each sub-group comprising four to five members, to construct
FCMs. On the other hand, the CLF functionaries and CRPs drew the FCMs individually.

In this step, every community group/ individual stakeholder provides weights to the
individual links on a scale of 1-10 and in the case that the level of confidence for such weights is
required, then such confidence degree is given on a scale of 1-5, as discussed earlier. Ten (10)
denotes the highest strength and one (1) the lowest [12]. The participants are also asked to draw
new links between the categories, depending on what they believe. However, in this case, none
of them created any additional link. Each group made a presentation to the researchers after
having concluded in the construction of the FCM.
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Step 2: Coding individual cognitive maps and confidence level values into adjacency matrices

Each fuzzy cognitive map constructed is coded into separate Excel sheets with concepts listed
in vertical (Ci) and horizontal (Cj) axes; this forms a square adjacency matrix [12, 13]. The positive
wording of all the concepts warrants only positive values for the relationships. Accordingly, the
weight values are coded into the adjacency matrix only when there is a connection between two
given concepts [12]. The weights given to each link are normalized between 0 and +1 (if a value
is +5, then it is normalized to +0.5) while coding into the adjacency matrix [13]. Similarly, the
confidence level values, when they are present, are also normalized between 0 and 1 (for
example, value 1 corresponds to 0.2, value 2 to 0.4, and value 5 corresponds to 1).

Step 3: Producing individual matrices

Each adjacency matrix consists of the normalized weights of the individual cognitive map
named as adjacency links matrix. The corresponding individual FCM model is called FCM model.

Table 3.1: Adjacency matrix with links (L)

c1 c2 a3 | . c20

c1 0 000 | 000 | .. | 000

e | wY 000 000 .. = w,

a | wY wl) 000 .. 0.00
; : : Cowl

C20 | 000 000 | 0.00 0.00

In the case where the level of confidence is involved in the FCM development process, the
normalized weight value of every existing link is multiplied with its normalized confidence level
value. So, it produces the adjacency confidence and links matrix that correspond to the individual
confidence and links FCM model. Doing so, a new FCM model is being built that seems to
represent participants’ opinions with high reliability. In this case, two FCM models are created
based on each map: one for links (see Table 3.1) and another for confidences and links (see Table
3.2).

Table 3.2: Adjacency matrix with links (L) and confidences (C)

c1 2 c3 c20
c1 0 0.00 | 0.00 0.00
2 | whw 000 @ 000 Wi, Wac,
3wl w ww! 000 0.00

' . Wi Wi
c20 0.0 0.00  0.00 0.00
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Step 4: Aggregating individual cognitive maps from each group producing aggregated FCMs.

In this step, all individually coded cognitive maps are aggregated and additively superimposed
using the two aggregation methods (the Average and the OWA) [100]. Two collective FCMs are
created for every group of participants for each aggregation method, named as the average-FCM
and OWA-FCM. An overall group FCM (Collective-FCM) is produced separately from each of these
methods. The obtained Collective-FCM represents the perception of all the stakeholders (SHG,
VO, CLF, and CRP) and includes all the concepts from all individual cognitive maps. Thus, two
collective-FCMs are created for every group of participants for each aggregation method; the
Average-FCM and OWA-FCM, referring to the FCMs that include the weight value for every single
link. In the case where there is a demand for confidence values, then two more collective-FCMs,
the Average-FCM and OWA-FCM, are created. Every link value between two nodes is the result
of the multiplication of its weight value with its corresponding confidence level value.

i.  Average aggregation

The average aggregation method suggested by Kosko [4] is used for aggregating a large
number of FCMs consisting of the same or different concepts (representing different variables,
status, parameters, among other things). Considering the case that n Experts assign a weight
value w;;, between the nodes C; and C; on individual FCMs with the same number of concepts,

then the aggregated weight Wi(jfwe) between these nodes can be defined as the average value of

the n weights w;;.

® @ 4 .. ()
(ave) _ Wij + Wij + +Wij (3.1)

ij n

A more detailed description of the Average aggregation method can be found in section 2.3.
ii. OWA aggregation

The proposed algorithm for aggregating the weights assigned by the experts and stakeholders
during the FCMSs’ designing process learns the weights linked with a specific use of the OWA
operator from the experts and stakeholders. More specifically, the OWA weights can be obtained
through the following process:

Table 3.3: The proposed algorithmic steps for the aggregation of weights

Steps Description

Step 1: Create aslightly different parameter p for each argument that indicates the optimism
of the decision-maker, 0 < p < 1.

Step 2: Compute the aggregated values for each sample with the Hurwics method, where the
aggregated value d obtained from a tuple of n arguments, a4, a,, ..., a,, is defined as
the weighted average of the Max and Min values of that tuple.
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pMaxa; + (1 —p)Mina; =d (3.2)
l l

Step 3: Reorder the objects axq,agy ---, akn-
Step 4: Compute the current estimation of the aggregated values dx
ak == bklwl + bszZ + cee + bkan (33)

through initial values of the OWA weights w1=1/n.

Step 5: Calculate the total dy, dy, by; for each i. The parameters 1; determine the weights of
OWA and are updated with the propagation of the error &k — dj between the
current estimated aggregated value and the actual aggregated value (see Equation
(3.3)).

Step 6: Compute the current estimations of the 4;

1A+ 1) = 40 — pw; D) (b — di) (A — di) (3.4)

through initial values 4;(0) = 0,i = (1, ..., n), and a learning rate of f=0.35.
Step7: Use A;, i = (1,...,n), for providing latest estimate of the weights.
Ai(D)
e

W,l = (1,1’1) (35)
J:

Wi =
Step 8: Update w; and d, at each iteration until the estimations for all the A; converge to,
thatisA=|A(1+ 1) - A(l)| are small.

Initially, experts’ opinions are considered as argument values (a1, Ay ..., Axn ). The OWA
aggregation method is analytically described in Section 2.6.

Step 5: Groups aggregation for producing an overall collective FCM

Next, two Collective-FCMs are produced from each one of the four groups (SHG-FCM, VO-
FCM, CLF-FCM and CRP-FCM), using the weighted average aggregation method as well as the
OWA-based aggregation method. Thus, a Collective-FCM is produced from the implementation
of each aggregation method. The Collective-FCM is enriched with the knowledge of all
stakeholders involved.

Step 6: Visual Interpretation of Collective FCM

The collective FCMs are analyzed using the FCMWizard software tool (www.fcmwizard.com)
[101]. The tool includes modelling and visualization capabilities for the consensus FCM models,
depicting the connections among the factors and also reflecting the importance of different
concepts within various asset classes [13]. Thus, four average-FCM models designed by each
group (SHG, VO, CLF, CRP) are produced by the FCMWizard tool which remarkably contributes to
the success of the FCM development process.
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Step 7: Fuzzy cognitive map-based analysis and simulations

The FCM-based analysis is divided into three discreet sub-steps including the structural
analysis, the development of input vectors for conducting policy scenarios and the simulation
process, which are individually described below in further details.

i.  Structural analysis

The structural analysis provides a description of FCM models with the help of indices including
in-degree (weight of inbound links), out-degree (weight of outbound links), degree of centrality
(sum of the corresponding absolute weights of in-degree and out-degree), complexity, density
and the hierarchy index [12, 17]. Centrality is considered a significant index, so that a concept
with a high degree of centrality has an important role in the cognitive map [12, 101]. Complexity,
density and hierarchy index are among significant structural indices for analyzing the graphical
structure of FCMs [12, 101]. The structural analysis is conducted with the aim of the FCMWizard
tool.

ii. Development of input vectors for policy scenarios

In this step, the influence that certain variables have on the examined system is assessed.
Taking into consideration the number of each concept’s substantial connections, the existence
of their strong and direct connection to the objective concept along with the structural analysis
as described in the previous step, can guide researchers to select the proper concepts to become
the base of the scenarios since they can strongly affect the behavior of the system. Overall,
suitable input vector concepts that could well influence the dynamics of the system are properly
selected to form the scenarios. The simulation results of the above scenarios help us to
understand the critical factors to achieve the desired programme outcomes.

iii.  Simulation process

FCM-based simulations can offer a deeper understanding of the concepts behavior and their
relations in terms of how one concept affects others. The FCM-based simulations are carried out
using the FCMWizard tool [101]. Each concept in the FCM model has a state variable that varies
from |0] to |1] and is associated with an activation variable. In other words, |0| means ‘non-
activated’ and |1| means ‘activated’ [13, 38, 38, 102]. When one or more concepts are ‘activated’
by inputting an initial non-zero value, this activation spreads through the matrix following the
weighted relationships. Each iteration produces a new state vector with ‘activated’ and ‘non-
activated’ concepts. Feedback loops cause repeated activation of a concept, introducing non-
linearity to the model [2, 28, 38]. The activation of concepts is iterated, using a ‘squashing
function’ to rescale concept values towards | 1], until the model reaches the equilibrium or the
steady-state [38]. The simulation process culminates with the attainment of a steady-state of the
system. To determine the steady-state, we ran a simulation process starting with an initial state
vector X, with the input vectors identified in each scenario clamped to 1. An equilibrium or
steady-state vector is obtained after the FCM convergence [2, 38, 38, 102]. This outcome is
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compared against a baseline scenario where the system (output vector) reaches the steady-state
with clamping all the initial values to zero. Exploring the dynamic change of concepts values
between the baseline steady-state and the outcome of the clamping procedure enables
guantitative interpretation of the impact of the key concepts on the system. The simulation
process entails the application of a sigmoid function with lambda = 1, as a threshold function, on
the adjacency matrix after it was multiplied with the input vector. The process is iterated until
the system reaches a steady-state. We apply the modified Kosko activation rule proposed by
Stylios and Groumpos [8] to run simulations, because of its memory capabilities, along with the
Sigmoid transfer function (Equation 2.26), as the concepts only have positive values. The resulting
concept values can be used to interpret the outcomes of a particular scenario and to study the
dynamics of the modelled system [13, 38].

FCMWizard is used for simulation purposes as it has the unique ability to automatically
construct an FCM using the knowledge of experts or stakeholders and can perform simulations
for possible scenarios in diverse scientific domains [101]. The impact of the conducted scenarios
on the selected decision concepts is examined, further identifying which key concepts affect the
final deliverables of the program.
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3.3 Case A: Sustainable socio-economic planning for rural communities

3.3.1 Problem statement

This case study tries to identify an ideal strategy for sustainable socio-economic development
planning for rural communities in developing economies by evaluating the Deendayal Antyodaya
Yojana—National Rural Livelihoods Mission (DAY-NRLM) programme. DAY-NRLM, a centrally
sponsored programme of the Government of India, is one of the world’s largest poverty
eradication programmes that aims to eliminate rural poverty in the country through the
promotion of multiple livelihoods for each rural poor household. It follows a participatory and
community-demand-driven approach that focusses largely on the eradication of poverty and
pays special attention to the development of social resilience and sustainable socio-economic
development. It predominantly focuses on livelihood enhancement through building self-
managed and sustainable community institutions of “the rural poor women”. These community
institutions are expected to overcome their social, financial, and economic exclusion. The
broader objectives of the programme involve social mobilization, institution building, enrolment
of women in social security schemes and entitlements, socio-economic inclusion, sustainable
livelihoods, capacity building, promotion of economic stability, improvement of social resilience,
and skill development, aiming at the elimination of rural poverty. Ultimately, these outcomes will
lead to reduced socio-economic poverty and improved quality of life.

This case study adopted a mixed-concept design approach for obtaining cognitive maps,
involving open-concept design followed by closed-concept design. A total of 31 national and
state-level implementers identified 20 categories of main concepts and 129 sub-concepts. Every
key concept was formed from a list of certain sub-concepts that define it well. The sub-concepts
were introduced by the experts and policymakers to offer a deeper understanding of the
examined problem, making it clear to the participants.

Table 3.4: The list of concepts and sub-concepts for the examined case study

Key Concept SUB-CONCEPTS

C1: Building strong Building SHGs Building CLFs

CBOs Building VOs

C2: Governance of CBOs  Practicing panch sutra Developing repayment culture

C3: Capacity building Training on SHG concept and Training to SHG and VO on
management bookkeeping
Training on VO concept and
management

C4: Financial literacy Analytical literacy Institutional literacy
Functional literacy Adoption of better financial
Technical literacy technology

C5: Access to formal Inter-loaning Banking awareness

credit High-cost loan into low-cost loan SHG-Bank linkage
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Cé6: Savings, investments
and insurance

C7: Income

C8: Consumption
expenditures

C9: Enterprise
development

C10: Livelihood
diversification

C11: Education

C12: Health, hygiene,
and sanitation

C13: Natural assets
C14: Physical assets

C15: Political
empowerment

SHG savings

Regular savings accounts
(individual or joint)

Life insurance

Income from agriculture/
horticulture

Income from animal husbandry
Usage of freeze, mixer, etc.
More expenditure on clothes
Usage of bed, sofa, etc.

Usage of TV, radio, tape recorder,
etc.

Enterprise development
Enterprise management
Decision-making with regard to
enterprise

Fostering entrepreneurship
New livelihood
activities/interventions
Agriculture

Horticulture

Livestock rearing

Better implementation of
Aanganwadi scheme

Increased access to education for
children

Improved quality of education
Increased literacy among children
Reduced school drop-out rate
Reduced open defecation

Better sanitation and hygiene
Increased access to hospitals
Vaccination

Purchase of land

Productive assets

Consumptive assets

Political inclusion

Political justice

Awareness of rights

Exercising rights

Initiatives focusing on women
development

Participation in political groups/
parties

Participation in Village
Development Committee
Participation in Village Education
Committee
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Health insurance
Vehicle insurance
Livestock insurance

Income from self-employment
Income from wage labour

Expenditure on more
nutritious food

More expenditure on health
More expenditure on
education

Skill development training
Guidance from experts /
professionals

Value addition

Market identification
Market linkages

Self-employment
Wage labour

Better avenues for higher
education for children

Easy access to mid-day meals
Easy access to information
about schooling

Reduced epidemic

Reduced malnutrition among
children

Increased nutritional security
Purchase of livestock

Asset in the name of women
Community owned assets
Participation in Mahila
Mandal

Participation in Mother’s
Committee

Participation in Watershed
Committee

Approaching to higher
officials in block and district
for exercising rights
Participation in Social Audit
Participation in Vigilance
Committee
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C16: Social
empowerment

C17: Economic
empowerment

C18: Personal well-being
and Personality
development

C19: Intra-household
bargaining power

C20: Social harmony

Four different groups of women functionaries of DAY-NRLM of Jammu and Kashmir state of

Participation in Village Health
Committee

Universal social mobilization
Universal social inclusion
Improved social behavior
Increased social values
Financial self-sufficiency
Economic decision-making
Adoption of agricultural
machines/ equipment
Adoption of better cooking
methods/ equipment

Better health and hygiene
awareness

Access to basic infrastructure
Increased women literacy
Increased women safety
Increased self-confidence
Engagement with household level
issues

Engagement with community level
issues

Mediation in household/ family
disputes

Seeking benefit under government
scheme

Obtaining ration card

Lodging police complaint
Community cohesion
Community support

Reduced social tension

Participation in Gram Sabha
Role in policy making
Increased social development
Increased social awareness
Increased social welfare

Increased savings

Sense of authority in public
space

Recognition in family and
society

Power in household decision
making

Increased gender equality
Voicing against ill treatments
Individual values/ integrity
Women's identity

Women’'s independence
Women’s mobility

Own perceptions towards
changes

Access to credit

Admissions to schools/
colleges

Admissions to hospitals

Conflict avoidance
Increased tolerance
Solidarity

India—The Self-Help Groups (SHGs), the Village Organization (VOs), the Cluster Level Federations
(CLFs) and the Community Resource Persons (CRPs) constructed FCMs in groups of 4—5 members.
The SHGs group consists of 36 participants, the VOs have 52 participants, the CLFs comprise 60

participants, whereas the CRPs include 31 participants. A list of SHGs, VOs, and CLFs was

generated who would be interviewed for the FCM exercise, using “Microsoft Excel RAND
function” from the 10 districts of Jammu and Kashmir, 5 districts from each region.

The following section presents the process of FCM modelling using participants’ perceptions

and scenario analysis regarding the examined approach which is focused on economic

sustainability and livelihood diversification of poor women in rural areas. In particular, the
proposed generic methodology, whose steps were thoroughly described in section 3.2, is applied
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in the current case study, followed by the corresponding results so as the specific objectives of
this work are met.

3.3.2 Application of the Proposed FCM-based Framework

In this section, the process of FCM modelling using participants’ perceptions followed by a
scenario analysis are illustrated in separate comprehensive steps as follows, with respect to the
examined approach which is focused on economic sustainability and livelihood diversification of
poor women in rural areas.

Step 1: Obtaining fuzzy cognitive maps from the participants.

As described earlier, 20 categories of main concepts and 129 sub-concepts were properly
identified by national and state-level implementers, producing the Expert-based FCM. The visual
representation of this model, which is depicted in Figure 3.3, will be compared with the FCM
models derived from the aggregation processes, helping this study to meet its goals.

c3: 0.74 c2:
Capacity Governance C16: Social
building of CBOs empowerment

0.59
0.66 0.6. 0.55
€17: Economic 0.55 e
empowerment Social
harmony / 0.62
0.65

Cia:
Physical
assets

c1L:

Building
strong

CBOs

C12:Health,
hygiene, and
sanitation

C6: Savings,
investments
and
insurance

18: Personal
well-being and
Personality
development

C5: Access
to formal
credit

Livelihood
diversification

C19: Intra-
household
bargaining power

ca:
Financial
literacy

c8:
Consumption
expenditures

co:
Enterprise
development

Figure 3.3: Expert-based FCM model

Furthermore, 179 individual fuzzy cognitive maps in total, were collected during the FCM
exercise from approximately 600 participants coming from 10 districts of the state of Jammu and
Kashmir in India. Participants of all the four groups (SHG, VO, CLF, and CRP) were also asked to
assign a numerical value (degree of significance) to every sub-concept on a scale of 1-10 in order
to assess the impact of each sub-concept to the corresponding key concept. An overall average
degree of significance was calculated for every key concept to estimate the significance of each
concept in the examined FCM model. This process helped with the selection of the most
important concepts for policy-making.

Step 2: Coding individual cognitive maps into adjacency matrices

Fuzzy cognitive maps individually produced by the participants were coded into separate
Excel sheets to form adjacency matrices. When a connection exists between two concepts, then
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the corresponding weight value is coded into the square matrix. Weights given to each link were
then normalized between 0 and +1 (the value 7 is normalized to 0.7) for coding into the adjacency
matrix [38, 76], providing a number of adjacency matrices equal to the number of participants of
each one of the four groups.

Next, all participants of all four groups (SHG, VO, CLF, and CRP) were asked to assign a
numerical value (degree of significance) to every sub-concept on a scale of 1-10 in order to assess
the impact each sub-concept has to the corresponding key concept. An overall average degree
of significance is calculated for every key concept to estimate the significance of each concept in
the examined FCM model.

Table 3.5 illustrates an example regarding the mean values of the degree of significance for
the three sub-concepts of the key concept C1, from each group of the Kashmir region, along with
the calculated average value (degree of significance) that corresponds to the key concept C1. The
complete Tables with the degree of significance for all sub-concepts for both Kashmir and Jammu
regions are sited on Tables B.1 and B.2 in Appendix B.

Table 3.5: Degree of significance for the sub-concepts of C1, for Kashmir. CRP: Community
Resource Persons.

Key Concept Sub-Concept SHG VO CLF CRP Average
C1: Building Strong CBOs 8.87
Building SHGs 8.3 8.5 9.1 9.6 8.875
Building VOs 8.0 8.4 8.6 9.8 8.70
Building CLFs 7.9 9.1 9.3 9.8 9.025

Step 3: Producing individual matrices.

In this step and for every individual model concerning all four groups of participants, the
developed matrix of normalized weight values and that of confidence level values for the
corresponding existing links, as described in the previous step, are multiplied. A new composite
individual matrix is created for each individual cognitive map. In particular, the normalized weight
value of every existing link is multiplied with its normalized confidence level value producing an
overall value (strength) of every connection. This leads to the building of a new adjacency matrix
for every FCM model that seems to represent participants’ opinions with high reliability.

Step 4: Aggregating individual cognitive maps from each group producing aggregated FCMs.

All coded maps from each group that were produced from the procedure described above,
were aggregated using the two aggregation methods, the weighted Average and the OWA, to
make collective FCMs. Two collective FCMs are created for every group of participants for each
aggregation method, named Average-FCM and OWA-FCM.

Specifically, the process of learning OWA operators’ weights was implemented using the
proposed OWA aggregation methodology (as described in section 2.6), which aggregates FCM
connections/links defined by multiple experts and/or stakeholders. This process is accomplished
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with the help of FCM-OWA aggregation tool whose functions and characteristics were described
in section 2.8.1. The relevant matrices for each group regarding both aggregation methods are
depicted in the following Figures.
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Figure 3.7: OWA FCM and Average FCM matrices for the CRP group

Step 5: Groups aggregation for producing an overall collective FCM.

In this step, two collective FCMs are produced for each group (SHG-FCM, VO-FCM, CLF-FCM,
and CRP-FCM) by deploying the weighted average and the OWA aggregation approaches. More
specifically, an Average FCM and an OWA FCM are formed for every group of the participants,
whereas an overall Collective FCM is created for both aggregation methods, namely Average FCM
Collective and OWA FCM Collective. This process is visually illustrated in the next diagram so as
a clearer view and better understanding of this case study is provided.

—
SHG Group
36 FCMs
‘;‘ AVERAGE-FCM |[ AVERAGE-FCM || AVERAGE-FCM AVERAGE FCM
B o SHG VO CLF J COLLECTIVE
oo T £
52 FCMs -
=
c IR
.2
©
CLF Group m 3,0
60 FCMs % —
» o OWA-FCM OWA-FCM OWA-FCM OWA FCM
= SHG %} CLF ‘ » COLLECTIVE
5
CRP Group m <
31 FCMs

Figure 3.8: The aggregation process diagram

Step 6: Visual Interpretation of Collective FCM for each group.

This step as described in the proposed methodology, includes the visualization of the
consensus FCM models which depicts the connections among the existing concepts. The
collective FCMs were properly visualized and further analyzed using the FCMWizard software
(www.fcmwizard.com) [101], which includes modelling and visualization capabilities. The
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Average-FCM models produced from each group (SHG, VO, CLF, CRP) and designed by the
FCMWizard tool are illustrated in the Figures below (see Figures 3.9, 3.10, 3.11 and 3.12).

G of CBOs

Building strong CBOs ngo s

Do +(A88 'frﬁ.ﬂi'
+0/36 Capsgity byfiding Accessloforl e

nterprise developGc

Financial literacy

P

Education

gd bargaining power
Savings, investmenks, and Insurance

+(\78

Natural assets 01 +O\7
a4 +042

q
Physical assets - G m expenditures
i v Political ergogive

Figure 3.9: Fuzzy cognitive map of SHG group of JK-NRLM programme
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Figure 3.10: Fuzzy cognitive map of VO group of JK-NRLM programme
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Figure 3.11: Fuzzy cognitive map of CLF group of JK-NRLM programme
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Figure 3.12: Fuzzy cognitive map of CRP group of JK-NRLM programme

Step 7: Fuzzy cognitive map-based analysis and simulations

i.  Structural analysis

According to the structural analysis as described in the proposed methodology, the most
influential concepts need to be identified as those that can have an important role in the
cognitive map. The filtering technique of key concepts is common in scenario planning and helps
linking storylines to the quantitative model, as well as to pay attention to pivotal concepts that
can influence, directly or not, the outcome of the examined system, or even significantly change
its balance [103].

The key concepts of this case study were mainly emerged by certain characteristics of the
studied model such as indegree (weight of inbound links), outdegree (weight of outbound links)
and degree centrality, which actually helped researchers to recognize the most important key
concepts of the system. The first two indicate to what extent a concept is a transmitter
(influential) or receiver (dependent). This is similar to the bi-dimensional categorization of
influence-dependence axes in cross-impact analysis [17]. Degree centrality is the relative
importance of a concept within the FCM structure, which is calculated by the sum of the
corresponding absolute indegree and outdegree causal weights [17]. These calculated indices for
the collective average-FCM, along with the concepts identified previously, are summarized in
Table 3.6. Additionally, the overall specifications of the above FCM model are presented in Table
3.7.
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Table 3.6: Finalized concepts, their description, and type with three major indices values

(indegree, outdegree, and centrality). Average-FCM (L)

2] g ) 3 > a > n >
-4 e o 5 = e 2 82
Q = o0 e S © c® o
Q = [ ] ] [ = >
€ S o B € o s 3 s 2
S 8 e 5 & 35 85§
a - o o 50 0©O
0
C1: Building strong CBOs Build competence and 090 180 260 11.83 8.58 Ordinary
confidence
C2: Governance of CBOs Organize the goals, rolesand 2.60 0.90 3.40 40.50 9.91 Ordinary
responsibilities of CBOs
C3: Capacity building Obtain, improve, and retain 1.80 0.00 1.80 0.00 7.36 Transmitter
skills, knowledge and other
resources for their jobs
C4: Financial literacy Possession of skills and 1.60 0.00 1.60 7.50 8.41 Transmitter
knowledge to make effective
decisions with all
the financial resources
C5: Access to formal credit Demand for Loans provided 2.40 0.80 3.20 2333 9.83 Ordinary
by formal banking institution
C6: Savings, investments, Increasing income, reducing 0.80 1.70 2.50 25.83 9.33 Ordinary
and insurance expenses, protection from
financial loss
C7: Income Wages, salaries, profits, and 4.00 4.80 8.80 201.3 13.83 Ordinary
other forms of earnings
C8: Consumption Spending by households on 0.00 1.60 1.60 0.00 8.91 Receiver
expenditures goods and services
C9: Enterprise development Provide contributions 1.50 1.50 3.10 4.66 9.75 Ordinary
to develop business
sustainability
C10: Livelihood Construct a diverse portfolio 1.60 1.60 3.20 9.66 10.25 Ordinary
diversification of social activities to improve
the standards of living
C11: Education Acquisition of knowledge, 2.50 2.50 4.90 53.58 10.58 Ordinary
skills, values, beliefs, and
habits
C12: Health, hygiene, and Practices that contribute to 0.80 1.60 2.40 6.83 8.83 Ordinary
sanitation good health and keep our
environment healthy
C13: Natural assets Augmentation of natural 0.80 0.00 0.80 0.00 8.24 Transmitter

resources, etc.
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C14: Physical assets Water supply and irrigation, 0.80 0.00 0.80 0.00 8.24 Transmitter
infrastructure development
C15: Political Political inclusion, political 2.40 1.60 3.90 29.33 10.83 Ordinary
empowerment justice
C16: Social empowerment Participation in  various 160 0.80 240 0.00 8.41 Ordinary
village-level committees,
universal social mobilization,
social inclusion
C17: Economic Savings, financial self- 080 170 250 2249 9.75 Ordinary
empowerment sufficiency, etc.
C18: Personal well-being Experience of health, 240 160 4.00 21.16 9.50 Ordinary
and Personality happiness, and prosperity.
development Improving a person’s
behavior and attitude
C19: Intra-household Decisions about household 0.80 1.60 2.40 0.00 7.94 Ordinary
bargaining power unit, like whether to spend or
save, to study or work
C20: Social harmony The promotion of ethnic 0.80 4.80 550 101.6 12.16 Ordinary

cohesion and peace

Table 3.7: Specifications of the FCM model.

Index Value
POSITIVE (NEGATIVE) CONNECTIONS 59 (76)
DENSITY 0.1026
HIERARCHY INDEX 0.0256
AVERAGE DEGREE CENTRALITY 3.07
AVERAGE BETWEENESS CENTRALITY 27.9875
AVERAGE CLOSENESS CENTRALITY 9.5366

ii. Development of input vectors for policy scenarios

For the scenario analysis, the researchers identified the most significant concepts (called
decision concepts) that affect the status of the system being examined. During the FCM exercise,
the degree of significance of every key concept was also recorded taking into consideration the
perception of over 600 participants of SHGs, VOs, CLFs, and CRPs. On the basis of the FCM models
prepared by the participants, social harmony (C20), women’s socio-economic empowerment
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(C16 and C17) as well as personal well-being and personality development (C18) were emerged
to be the most significant concepts, which are likely to have considerable impacts on the system.
The results for this type of analysis are presented in Figure 3.13. When it comes to scenario
planning, the first established approach is the selection of the most important concepts that will
formulate the scenarios. The seven concepts that were selected are C1—“Building strong CBOs”,
C2—"“Governance of CBOs”, C3—"“Capacity building”, C5—“Access to formal credit”, C15—
“Political empowerment”, C16—“Social empowerment”, and C17—“Economic empowerment”.
These concepts, assigned by the programme participants and implementers, were selected
properly as they were among concepts with the highest degree of centrality, having both in/out-
degree values, whereas their degree of significance was the highest among all key concepts (see
section 3.3.3.1). Thus, they could significantly influence the dynamics of the system. The selected
scenarios with their concepts are briefly presented in the following Table 3.8.

Economic empowerment

Personal well-being and Personality development

Educational attainment

Intra-household bargaining power

Income

Political empowerment

Enterprise development

Building of physical assets
0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00

Figure 3.13: Impacts of NRLM based on perception of Stakeholders

Table 3.8: The key concepts of each scenario

C1: Building strong CBOs
C2: Governance of CBOs
C3: Capacity building

C3: Capacity building C5: Access to formal credit
C2: Governance of CBOs C3: Capacity building
C1: Building strong CBOs C3: Capacity building

C15: Political empowerment
C16: Social empowerment
C17: Economic empowerment
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e Scenario 1 examines the effects of building CBOs (C1), whereas scenario 2 presents the
effects of governance of CBOs (C2) in terms of SHGs, VO, and CLFs.

e Scenario 3 presents the effects of capacity building of the CBOs (C3) in terms of
governance and management.

e Scenario 4 highlights the effects of capacity building of the CBOs (C3) in terms of
governance and management, along with access to formal credit (C5) in terms of micro-
finance and SHG-bank linkage.

e Scenario 5 shows the effects of governance of CBOs (C2) in terms of SHGs, VO, and CLFs,
along with the capacity building of the CBOs (C3) in terms of governance and
management.

e Scenario 6 illustrates the effects of building strong CBOs (C1) in terms of SHGs, VO, and
CLFs, and capacity building of the CBOs (C3) in terms of governance and management.

e Scenarios 7 to 9 highlight the effects of political (C15), social (C16), and economic (C17)
empowerment of women, respectively. These empowerments represent political
inclusion, political justice, participation in various village-level committees, savings,
financial self-sufficiency, universal social mobilization, and social inclusion, among others.

iii. FCM Simulation process

The scenarios defined above will contribute to the understanding of all the critical factors
that affect the system dynamics, through a simulation process. In particular, the values that will
be produced through this process for each conducted scenario will be properly interpreted
providing certain assumptions regarding the system’s behavior. For the scenario analysis, the
software tool “FCMW.izard” is employed to carry out the FCM-based simulations and the
corresponding results are presented in detail in the following section.

3.3.3 Results
3.3.3.1 Characteristics of the key concepts

In terms of degree centrality and degree of significance, they both emerge as being the
highest for the concepts C1, C2, C3, C15, C17, C18, and C20, justifying the selection of these
concepts to be the main components of this case study scenarios. To strengthen this decision,
these values are further compared with the corresponding degree centrality of the aggregated
and the Expert-based FCM model, as presented in Table 3.9. The analysis shows that the foresaid
concepts can be indeed selected as the most significant ones and will be further used in the
scenario analysis.
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C1:

C2:

c3

C4.

C5:

Cé6:

C7:

C8:

C9:

C10:

C11:

Ci2:

C13:

Ci4:

C15:

Cle6:

C17:

C18
dev

C19

C20

Table 3.9: Average degree of significance and centrality values for all key concepts

Key Concept

Building strong CBOs

Governance of CBOs

: Capacity building

Financial literacy

Access to formal credit

Savings, investments, and insurance
Income

Consumption expenditures
Enterprise development
Livelihood diversification
Education

Health, hygiene, and sanitation
Natural assets

Physical assets

Political empowerment

Social empowerment
Economic empowerment

: Personal well-being and Personality
elopment

: Intra-household bargaining power

: Social harmony

Degree of
Significance
(average value)

9.11
9.16
8.82
7.35
8.46
7.00
6.84
6.13
6.18
7.38
7.61
7.71
6.40
5.66
6.74
8.00

8.21

7.80

7.46

8.45

Centrality (Expert-
based)

2.2
2.7
1.5
0.6
2.5
2.0
5.4
0.6
2.3
1.7
2.5
0.7
0.6
0.6
3.0
1.8

1.9

3.1

19

2.3

Centrality
(Aggregated)
2.60
3.40
1.80
1.60
3.20
2.50
8.80
1.60
3.10
3.20
4.90
2.40
0.80
0.80
3.90
2.40

2.50

4.00

2.40

5.50

Concerning the degree of significance reported in the above table, this was calculated as a
summation of all corresponding values of significance, assigned by the participants of all four

groups for each sub-concept as described in section 3.3.2.

The next table includes the key concepts with the respective mean values for both regions,
as well as the overall average value of the degree of significance. The following Figure (Figure
3.14) illustrates these values in a graph for a better visual interpretation of the results.
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Table 3.10: Mean values of significance for two regions and the average degree of significance.

C1:

C2:

C3:

C4:

C5:

C6:

C7:

C8:

C9:

C10:

Cl1:

C12:

C13:

Cl14:

C15:

Cl6:

C17:

C18:

Key Concepts

Building strong CBOs
Governance of CBOs

Capacity building

Financial literacy

Access to formal credit

Savings, investments, and insurance
Income

Consumption expenditures
Enterprise development
Livelihood diversification
Education

Health, hygiene, and sanitation
Natural assets

Physical assets

Political empowerment

Social empowerment
Economic empowerment

Personal well-being and Personality

development

Cc19

C20

: Intra-household bargaining power

: Social harmony

Degree of significance (Mean value)

with respect to the region

Kashmir

8.79

8.92

8.69

7.73

8.18

5.97

6.62

5.47

5.76

7.03

7.17

7.32

6.05

5.11

6.27

8.25

8.37

7.60

7.20

8.26
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Jammu

9.43

9.41

8.95

6.98

8.74

8.03

7.07

6.79

6.61

7.72

8.05

8.10

6.75

6.20

7.21

7.76

8.06

8.00

7.73

8.64

Average Degree
of significance

9.11
9.16
8.82
7.35
8.46
7.00
6.84
6.13
6.18
7.38
7.61
7.71
6.40
5.66
6.74
8.00

8.21

7.80

7.46

8.45
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Figure 3.14: Mean values of significance for the regions of Jammu and Kashmir

3.3.3.2 Aggregation Results

This section presents the results produced from the application of the two aggregation
methods on the FCM models. The FCM models constructed by each participant group (SHG, VO,
CLF, and CRP) were aggregated using the two aggregation methods, the average and the OWA.
A collective FCM was produced for each of these two methods. The aggregation process was
delivered with the help of the OWA FCM tool that was developed for this purpose. The relevant
tool screenshots of the two weight matrices produced regarding the collective Average-FCM and
OWA-FCM models are illustrated in Figure 3.15 and Figure 3.16.
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Weight Matrix

1 o] Cc3 c4 Cc5 [ c7 Ccs c9 c10 o c1z c13 C14 Cc15 Cc16 cir c13 Cc19 c20
c1 0 0 0 0 0 086 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c2 089 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 035 0 0 0.82
c3 09 088 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ca 0 0 0 0 082 0 0 0 0 0 062 0 0 0 0 0 0 0 0 0
Cc5 0 0 0 0 0 0 0 0 078 083 0 0 0 0 0 0 081 0 0 0
cé 0 0 0 0 0 0 08 0 0 0 0 0 0 0 0 0 0 0 0 0
[ 0 0 0 0 0 083 0 078 076 0 083 0 0 0 0 0 0 0 0 07T
c8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c9 0 0 0 0 0 0 0.78 0 0 0.76 0 0 0 0 0 0 0 0 0 0
c1o 0 0 0 0 0 0 081 077 0 0 0 0 0 0 0 0 0 0 0 0
T 0 0 0 0 0 0 08 0 0 0 0 0 0 0 0 0 0 0.84 0.81 0
Cc12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 08
c13 0 0 0 0 0 0 079 0 0 0 0 0 0 0 0 0 0 0 0 0
Cc14 0 0 0 0 0 0 079 0 0 0 0 0 0 0 0 0 0 0 0 0
c15 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 079 0 079 0 078
C16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 079 0 0 0 0 079
Cc16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 079 0 0 0 0 079
c17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 079
c18 0 0 0 0 0 0 0 0 0 0 0 082 0 0 077 0 0 0 081 0
c19 0 0 0 0 0 0 0 0 0 0 081 0 0 0 0 0 0 0 0 0
Cc20 0 0 0 0 0 0 0 0 0 0 0 08 0 0 0 0 0 0 0 0

Figure 3.15: Weight matrix for the Average FCM

Weight Matrix

c1 cz c3 ca cs5 c6 c7 (=] c9 c1o cn c12 c13 c1a c15 c16 7 c1s c19 c20

c1 0 0 0 0 0 06 0 0 0 0 0 0 0 0 0 0 0 0 0 0

cz 0533 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0505 0 0 0508
c3 057 0595 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ca 0 0 0 0 05835 0 0 0 0 0 0.483 0 0 0 0 0 0 0 0 0

c5 0 0 0 0 0 0 0 0 0.47 0.498 0 0 0 0 0 0 0.463 0 0 0

c6 0 0 0 0 0 0 0.463 0 0 0 0 0 0 0 0 0 0 0 0 0

cr 0 0 0 0 0 0515 0 0413 0.433 0 0.45 0 0 0 0 0 0 0 0 0.438
[ ] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

(=] 0 0 0 0 0 0 0.445 0 0 0.415 0 0 0 0 0 0 0 0 0 0
c1o 0 0 0 0 0 0 053 0.463 0 0 0 0 0 0 0 0 0 0 0 0
cn 0 0 0 0 0 0 039 0 0 0 0 0 0 0 0 0 0 051 0.478 0
Cc12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.458
c13 0 0 0 0 0 0 0475 0 0 0 0 0 0 0 0 0 0 0 0 0
c14 0 0 0 0 0 0 0.483 0 0 0 0 0 0 0 0 0 0 0 0 0
€15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0445 0 0433 0 05
C16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.508 0 0 0 0 0493
c17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.468
c18 0 0 0 0 0 0 0 0 0 0 0 0.498 0 0 0.44 0 0 0 0.533 0
c19 0 0 0 0 0 0 0 0 0 0 0533 0 0 0 0 0 0 0 0 0
c20 0 0 0 0 0 0 0 0 0 0 0 0398 0 0 0 0 0 0 0 0

Figure 3.16: Weight matrix for the OWA FCM

These two collective FCM models derived from each one of the aggregation processes, were
further compared to the Expert-based FCM (see Figure 3.3 in section 3.3.2: step1) produced by
national and state-level implementers. This process will assess the performance of both
aggregation approach. From the comparative analysis that was conducted among the aggregated
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average-FCM, OWA-FCM, and Expert-based FCM, it is observed that a slight divergence emerges
between the OWA-FCM and the Expert-based FCM. This means that the OWA-FCM model
resembles the structure of the Expert-based FCM and consequently can present a similar
performance to the model constructed by the experts.

3.3.3.3 Scenario Results

FCM-based simulations can offer a deeper understanding of the concepts behavior and their
relations in terms of how one concept affects others. In the respective case study, an FCM-based
simulation process was performed by “clamping” the initial values of the key concepts one-by-
one. This outcome was compared against a baseline scenario where the system (output vector)
reached the steady-state through clamping all the initial values to zero. The exploration of the
dynamic change of concepts values between the baseline steady-state and outcome of the
clamping procedure enables a quantitative interpretation of the impact of the key concepts on
the system. The simulation process entails the application of a sigmoid function with lambda =1
as a threshold function on the adjacency matrix after it was multiplied by the input vector. The
process was iterated until the system reached a steady-state. The FCMWizard tool, presented in
2.8.2, was used for the simulation purposes, as it has the unique ability to construct an FCM using
data that come from experts or stakeholders’ knowledge and can perform simulations for
different possible scenarios, in different scientific domains, using a very intuitive graphical user
interface [101]. The impact of the conducted scenarios on the selected decision concepts was
examined, further identifying which key concepts affect the final deliverables of the program.

The scenario analysis performed simulations for the selected nine scenarios (Table 3.8). For
example, scenario 1 (S1) was devoted to increasing the concept C1—“Building strong CBOs by
“clamping” it to one, whereas scenarios 2 (52) and 3 (S3) studied the effects of the concepts C2—
“Governance of CBOs” and C3—“Capacity building” by clamping the values of these concepts to
one. The nine scenarios were conducted with the two aggregated collective FCMs, average-FCM
and OWA-FCM. The Expert-based FCM, which was constructed by the experts, was considered as
the benchmark model that would help the researchers to further investigate the usefulness,
importance and superiority of the proposed OWA aggregation method against the average
aggregation method.

The following Table and Figures gather the overall results produced from the scenario analysis
involving the two aggregated FCM models, the average-FCM and the OWA-FCM, as well as the
Expert-based FCM. More specifically, Table 3.11 represents the scenario results for the Expert-
based FCM model, with respect to the initial and final value of each concept for every scenario,
whereas the Figures that follow graphically illustrate concepts deviations from the steady state
and the percentage of change of the decision concepts for each scenario.
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Table 3.11: Scenario results (initial and final value) for each concept, for the Expert-based FCM.

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 Scenario 7 Scenario 8 Scenario 9
& 2 & 2 & 2 & & & 5 & 5 &8 & & 5 &8 2 3
E § § § F ¢! ¢ f FT F ¢ T ¢ ¢ ;¢ O 0§ O%F %
o = = s = s = 5 = s = E T & = 5 % B =
B = = E= = = = = = = = = = E = = = = c
Q S 2 k= 2 K= = k= = K= = K= ) S ) S = S 22
C1 1 1 0 07764 0 09072 0 09072 0 0.9072 1 1 0 07763 0 0776 0 0.7763
C2 0 0.659 1 1 0 0.8281 0 0.8281 1 1 0 088 0 0.659 0 0659 0 0.659
C3 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0
Cc4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C5 0 0.659 0 0.659 0 0.659 1 1 0 0.659 0 0659 0 0.659 0 0659 0 0.659
Cé6 0 08%9 0 0899 0 0.9051 0 09052 0 0.9051 0 095 0 0899 0 08% 0 0.8959
C7 0 0937 0 09537 0 0.954 0 0.954 0 0.954 0 094 0 09537 0 0954 0 09537
C8 0 08718 0 08718 0 08718 0 08719 0 08718 0O 0872 0 08718 0 0872 0 0.8718
C9 0 08%2 0 0862 0 0863 0 0863 0 0863 0 086 0 0862 0 086 0 0.8562
Cio 0O 0816 0 0816 0 0816 0 0817 0 0816 0 082 0 0816 0 082 0 08516
Ci1 0 0898 0 089%8 0 08508 0 0.89%08 0 08958 0 0.891 0 089508 0 0891 0  0.8908
C12 0 08912 0 08912 0 08914 0 08914 0 08914 0 0.891 0 08912 0 0.891 0 08912
Ci13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ci4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C15 0 0.8663 0 0.8663 0 0.8663 0 0.8663 0 0.8663 0 0.866 1 1 0 0.866 0 0.8663
Cle6 0 0.7851 0 0.7851 0 0.7851 0 0.7851 0 0.7851 0 0.785 0 0.7852 1 1 0 0.7851
C17 0 0.8483 0 0.8483 0 0.8641 0 0.8641 0 0.8641 0 0.864 0 0.8483 0 0.848 1 1
C18 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877 0 0.877
C19 0 0.8806 0 0.8805 0 0.8806 0 0.8806 0 0.8806 0 0.881 0 0.8806 0 0.881 0 0.8805
C20 0 0.9769 0 0.9769 0 0.9794 0 0.9794 0 0.9794 0 0.979 0 0.9769 0 0.977 0 0.9769

For all three FCMs (average, OWA, and expert-based), Figure 3.17 illustrates the deviations
from the steady-state for all concepts values produced from the simulation process. Figures 3.18
and 3.19 gather the outcomes regarding the percentage of change for the values of certain key
concepts, for all performed scenarios, with respect to FCMs. It should be noted that in the
relevant Figures, AVE is the abbreviation for Average, whereas EB is for Expert-based.
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Figure 3.17: Deviations of concepts values from the steady state for all FCMs, considering the

degree of significance.
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Figure 3.18: Percentage of change for decision concepts (a) C16, (b) C18, and (c) C17 when all
scenario concepts were clamped to one for the Expert-based FCM.
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Figure 3.19: Percentage of change for decision concept C20 (social harmony) when the key
concepts of each devoted scenario were clamped to one.

The following Table briefly presents the impact that the examined scenarios have on the four
decision concepts of the system.

Table 3.12: Scenarios mainly affecting decision concepts.

Decision Scenarios Mainly Affecting Decision Concepts
Concepts
Ci16 C15 activated (S7).
Cc17 C2 activated (52), C2 and C3 activated (S5), C3 and C5 activated (S5).
C18 C15 activated (S7), C16 activated (S8).
20 C2 activated (S2), C2 and C3 activated (S5), C15 activated (S7), C16 activated (S8), C17

activated (S9).

3.3.3.4 Sensitivity analysis

To further assess the degree of impact that certain concepts have on the decision concept
C20, a sensitivity analysis was performed and noteworthy observations were emerged. Sensitivity
analysis is a tool that can analyze how the different values of a set of independent variables affect
a specific dependent variable under certain specific conditions. This analysis is useful because it
studies qualitatively and/or quantitatively the model response to changes in input variables and
interprets the behavior of the system studied by the analysis of interactions between variables.
For example, the expected values of various parameters involved can be used to evaluate the
robustness, i.e., ‘sensitivity’ of the results from these changes and identify the values beyond
which the results change significantly, thus taking the right decisions about the phenomenon
under investigation.
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The following sensitivity analysis conducted for this case study, reveals the relative changes
in social harmony (C20) under different values of key concepts (see Figures 3.20, 3.21 and 3.22).
It was observed that there was a strong influence from the absence of political and social
empowerment, as well as from the absence of governance of CBOs. This conveyed the notion
that the key factors affecting social harmony were C2 and C15—-C17. Sensitivity analysis was also
performed for the key concepts C11 and C12, but no influences were observed from their
deviations. This means that they were reluctant in playing a significant role in the decision
concept of social harmony.
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Figure 3.20: Sensitivity analysis for the concept C20 regarding the average FCM.

o
O
"'5 1% =~.‘~~
L3 ~-..=:~
= = 0% e e L T s==sSssssss=ss=cooooo
- > 1 2 3 4 S —— 7 8 9 10 11
£ 8 1% B D
£ 3 S ERRL T T--el
@ SST= ‘“‘~-__
S g 2% AT Rl DU
C = Seo
5
- 3% Se~s
o
S
-4% Concept value
C1 (Building strong CBOs) C2 (Governanve of CBOs)  ===-- C3 (Capacity building)
----- C5 (Access to formal credit) ~ ==-=-C15 (Political empowerment) =-=-=--C16 (Social empowrment)

C17 (Economic empowerment)

Figure 3.21: Sensitivity analysis for the concept C20 regarding the OWA-FCM.
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Figure 3.22: Sensitivity analysis for the concept C20 regarding the initial Expert-based FCM.

3.3.4 Discussion of results

This case study identified the key-concepts and their respective sub-concepts aiming towards
the elimination of rural poverty in the developing economy, on the basis of socio-economic
sustainable development. It also deals with the contribution of the OWA-FCM aggregation
method by learning OWA operator weights in the participatory modelling domain. The innovation
of this approach lies in the fact that the strengths of the relationship were calculated with the
proposed aggregation technique and further compared with the weights of the average method
and those assigned by the experts. The observations that were drawn from the above figures and
tables focus on the following two main points:

e The impact that certain key concepts have on other concepts and how they could affect the
examined system.

e The performance of both the average and the OWA aggregation methods, comparing their
outcomes with the Expert-based FCM model. With respect to concepts potential in affecting
the state of the system, the following considerable observations emerged:

i.  The decision concept C16—“Social empowerment” was solely affected by C15—“Political
empowerment” for all FCMs (average, OWA, and expert). Moreover, women’s personal
well-being and personality development (decision concept C18) increased when more
political and social empowerment (decision concepts C15 and C16) was offered to them.

ii.  Furthermore, it was observed that the key concept C2 (Governance of CBOs), as well as
the combinations C2 (Governance of CBOs) and C3 (Capacity building), and C3 (Capacity
building) and C5 (Access to formal credit), had the highest impact in the decision concept
C17—"Economic empowerment” for all collective FCMs. A significantincrease in C17 was
emerged, particularly when the OWA aggregation method was applied.
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iii. It also emerged from the above Figures and Table 3.10, that the increase of social
harmony (C20) was directly connected to the increase of the following key concepts: C2—
“Governance of CBOs”, the combination of C2—“Governance of CBOs” and C3—“Capacity
building”, as well as the concepts C15—“ Political empowerment”, C16—“Social
empowerment” and C17—“Economic empowerment”. Results of FCM-based simulations
revealed that impacts of the DAY-NRLM programme could be realized better if strong
institutions are built.

iv.  Overall, the concepts C2, C3, C5, C15, C16, and C17 had a significant impact in the policy-
making and strategic planning of socio-economic sustainability of poor rural communities
because they presented considerably higher deviations from the steady-state than the
rest of the concepts (see Figures 3.17 and 3.19). To further check the validity of the
outcomes, a sensitivity analysis regarding the impact that these key concepts had on
decision concept C20, for all three FCMs (average, OWA, and expert-based), was
conducted, and the corresponding results are presented in Figures 3.20, 3.21 and 3.22.
There seems to be an influence from the absence of political, social, and economic
empowerment, as well as from the absence of governance of CBOs, which corresponded
to the concepts C2, C15, C16, and C17, affecting the community’s social harmony (C20).

Concerning the performance of the two examined aggregation methods, the following
important observations were extracted, after a careful analysis of the Tables and Figures above.

i. The OWA aggregation method seemed to be superior against the average aggregation
method, in terms of participatory modelling, when a large number of participants were
involved. After a thorough view of Figures 3.17 to 3.19, where the scenario analysis of the
three different FCMs was conducted, it can be concluded that in most cases, the deviations
were higher when the OWA aggregation method was applied, compared with those resulting
from the average aggregation method.

ii. As mentioned before, the Expert-based FCM model is considered as the benchmark model,
as it was produced by experts’ opinions. When the OWA-FCM model was compared to the
Expert-based FCM model, it emerged that the results on decision making were better or
similar to those regarding the experts’ FCM model. Thus, it can be concluded that the OWA-
FCM model resembles the structure of the Expert-based FCM model.

iii.  Overall, for the purpose of analysis and decision-making, the OWA aggregation method was
proven to be suitable for policy-making and strategic decision planning considering many
participants, outperforming the average aggregation method.
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3.3.5 Policy Implications of the Scenario Results

The scenarios 1 to 6 examine how certain key concepts of the DAY-NRLM programme such as
strong CBOs, good governance within CBOs, better capacity building of communities and CBOs,
as well as access to formal credit, would help to achieve the final objectives of the programme,
that is, alleviation of socio-economic poverty and better quality of life. In particular, increased
access to formal credit and good governance would empower the SHG women economically,
politically, and socially, as well as increase social harmony in the community. Consequently,
income and savings would increase, and that would lead to an increase in consumption
expenditure, livelihood diversification, and enterprise development. Higher income will lead to
better access to education for women and their children, consequently developing their
personality, personal well-being, and overall socio-economic status.

Scenarios 7 to 9 highlight the effects of political (C15), social (C16), and economic (C17)
empowerment of women, respectively. These empowerments represent political inclusion,
political justice, participation in various village-level committees, savings, financial self-
sufficiency, universal social mobilization, and social inclusion, among others. These scenarios also
show an increase in income and savings, which would further lead to a rise in consumption
expenditure, livelihood diversification, and enterprise development. Increased income will lead
to better access to education for SHG women and their children; it would consequently develop
the personality and personal well-being of SHG women. Better education will improve their intra-
household bargaining power and health, hygiene, and sanitation. However, the result showed
that empowerment alone is inadequate, and hence building strong CBOs and better access to
formal credit are essential.

The outcomes of the scenario analysis highlight the importance of the simultaneous
implementation of multiple concepts for the development of SHG members. Enhancing the
capacities of SHG members, good governance within the CBOs and micro-finance through high-
quality CBOs comprise the main aspects that should be taken into consideration in the examined
case. Access to micro-finance and higher income will help community members to diversify their
livelihood options and develop small enterprises. As a result, women empowerment and social
safety nets will emerge, and women will improve their education, health, and develop their
personality. All the above factors will help poor rural communities and their members to
decrease socio-economic poverty while improving social resilience and promoting economic
stability.

However, there is a need to incorporate resource efficiency in local businesses and
mainstream industries, which can reduce pressures and impacts on the environment while
contributing to socio-economic development and human well-being [91]. A shift towards the
circular economy could translate into significant changes in people’s lives [93]. Worldwide, small
and medium enterprises are trying to move towards circular business models and solutions;
however, the lack of consumer interest and awareness along with the lack of support from
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demand networks prevent the implementation of green innovations and act as the main obstacle
for a transition towards the circular economy [93].

Several concepts identified in this study have the potential to incorporate the circular
economy approach. The characteristics of those concepts that can influence communities’
perceptions and  attitudes towards circular  solutions could include (C8)
consumption—encouraging a non-materialistic environment among households and
communities, supporting decisions to buy refurbished products over new ones, and increasing
longevity of purchased products; (C9) enterprise development—building green enterprises,
reusing/repairing/recycling resources at various levels, and more focus on product quality and
service offering; (C10) livelihood diversification—a shift towards green livelihoods, and building
farm and non-farm livelihood portfolios; (C12) natural assets—sustainable use and management
of water and land resources, soil nutrient management through organic fertilizers, composting,
and mulching, among others, and sustainable livestock management; and (C13) health, hygiene,
and sanitation—changing consumer behavior, waste management at various levels, that is,
households and industries, through reduction, reusing, and recycling, and wastewater treatment.
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3.4 Case B: Poverty alleviation analysis based on “Theory of Change”

3.4.1 Problem statement

The current case (case B) extends the previously reported study (case A), while particularly
emphasizes on the alleviation of poverty, which is considered a crucial socio-economic
phenomenon that torments rural communities in a great extent. The general objective of this
approach is to address the issue of socio-economic sustainability planning through the
development of an FCM framework which implements system modelling and scenario planning.
At the same time, the suggested framework proposes a new aggregation method using learning
OWA (ordered weighted averaging) operators for aggregating FCM weights assigned by
numerous stakeholders. Additionally, the level of confidence of stakeholders which is integrated
in the aggregation process, along with the sophisticated and ‘to the point’ scenarios developed,
provide an added value to this work. The applicability of the proposed methodology is
demonstrated through a complex real-life development intervention with a large number of
participants being involved in the construction of the FCM model. More specifically, researchers
are given the chance to evaluate the theory of change for the world’s most extensive poverty
alleviation programme in India. Concurrently, the proposed method provides an opportunity to
policy-makers to evaluate the outcomes of proposed policies while addressing social resilience
and economic mobility. National and state level implementers and representatives of
community-based organizations (CBOs) of the DAY-NRLM (Deendayal Antyodaya Yojana-
National Rural Livelihoods Mission), the world’s most extensive poverty alleviation programme,
participated in this study.

The DAY-NRLM is a community institutions-based poverty alleviation programme sponsored
by the Government of India. The predominant focus of the DAY-NRLM is to reduce socioeconomic
poverty and improve the quality of life of the vulnerable and poor rural communities. The Jammu
and Kashmir State Rural Livelihood Mission (JKSRLM) implemented the programme in the State
under the name ‘Umeed’, which means ‘hope’.

Influential community-based organizations (CBOs), capacity building exercises involving CBOs
and their members, access provision to financial resources to CBOs and their members, and
livelihood diversification and enterprise development form the pillars of the programme, as
illustrated in Figure 3.23. The successful execution of these building blocks of the programme is
likely to make the CBOs effective in programme delivery. Building strong CBOs for universal social
mobilization and the improvement of the governance of CBOs is expected to ensure access to
financial resources in terms of a revolving fund, a community investment fund and an SHG-bank
linkage. The capacity building of community members and CBOs is conducted through
community service providers. Diversification of livelihoods of the communities and enterprise
development through skill development, value addition, and value chain infrastructure are other
vital pieces of the programme. The institutional effectiveness of the CBOs successfully delivers
its different set of interventions.
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Figure 3.23: Theory of change for alleviation of socio-economic poverty in Jammu and Kashmir.

The principal intermediate outcomes of the programme include socio-economic inclusion,
better governance, greater access to formal financial institutions, information, technology,
market, and entitlements, among other things. The final outcomes of the programme include
greater social harmony, asset creation, higher-income, better health, hygiene and sanitation,
better awareness and access to education, and less vulnerability, among other things, in
conjunction with greater social, economic, and political empowerment of women. These
outcomes are interconnected and provide feedback to each other. Ultimately, these outcomes
will lead to the final delivery of the programme, i.e. decrease in socio-economic poverty and
improvement in the quality of life. The theory of change helps us to develop input vectors for
policy scenarios.
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3.4.2 Application of the proposed FCM-based Framework

In what follows, the proposed FCM framework describes in specific steps the processes of
FCM-based participatory modelling and OWA learning aggregation, as well as the
implementation of a policy making approach to alleviating poverty and achieving social resilience
under a socio-economic perspective.

Step 1: Obtaining cognitive maps from the participants

A mixed-concept design approach was adopted for obtaining cognitive maps from the
participants, which involves an open-concept design followed by a closed-concept design.

i.  Expert-based FCM using an open-concept design.

31 national and state-level implementers were involved in a group discussion regarding the
impacts of DAY-NRLM interventions. It prompted them to identify factors responsible for
achieving the outcomes of the programme. They identified 20 categories of main concepts and
129 sub-concepts that were then displayed over a whiteboard. After that, the participants were
shown how to draw a fuzzy cognitive map citing impacts of deforestation, a neutral problem
domain, as an example. Once the participants understood the process of constructing a cognitive
map, they were requested to draw fuzzy cognitive maps by providing causal links to each main
concept. Figure 3.24 represents the main concepts and their causal links identified by the experts.
The participants were also requested to assign weights for the relationships between the
concepts on a scale of 1-10 for each link. Ten (10) denoted the highest strength and one (1) the
lowest [12]. They were also asked to assign a level of confidence in the weights on a scale of 1-5
(1 = Very low confidence; 2 = Low confidence; 3 = Medium confidence; 4 = High confidence; and
5 =Very high confidence) for each link.
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Figure 3.24: Expert-based FCM model.
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ii.  Preparation of study protocol based on the Expert-based model

A protocol (see Figure 3.2) was prepared depicting all the 20 categories of main concepts and
129 sub-concepts generated by the experts (national and state-level programme implementers).
The links identified by the experts were also illustrated in the protocol. The Research Ethics
Committee of the Institute of Rural Management Anand (IRMA) approved this protocol. The
Expert-based FCM model as shown in Figure 3.24, based on this protocol, is going to be compared
with the FCM models, derived from the aggregation processes, to help this study meet its
objectives.

iii. Closed-concept design from the community-level stakeholders.

The protocol was next administered to four different groups of stakeholders from DAY-NRLM.
They were asked to construct FCMs, i.e., functionaries of Self-Help Groups (SHGs), their
federations [Village Organisations (VOs) and Cluster Level Federations (CLFs)], and Community
Resource Persons (CRPs). All the community stakeholders were women. A total of 179 fuzzy
cognitive maps were obtained from over 600 participants during the FCM exercise. These
participants were selected randomly from the programme participants. SHG and VO
functionaries were divided into smaller sub-groups, with each sub-group comprising four to five
members, to construct FCMs. On the other hand, the CLF functionaries and CRPs drew the FCMs
individually.

During this exercise, every community group/ individual stakeholder provided weights to the
individual links on a scale of 1-10 and the level of confidence for such weights on a scale of 1-5
as discussed earlier. The participants were also asked to draw new links between the categories,
depending on what they believed. However, none of them created any additional link. Each group
made a presentation to the researchers after having concluded construction of the FCM.

Step 2: Coding individual cognitive maps and confidence level values into adjacency matrices

Each fuzzy cognitive map was then coded into separate Excel sheets with concepts listed in
vertical C; and horizontal C; axes; this formed a square adjacency matrix [12, 13, 38]. The positive
wording of all the concepts warranted only positive values for the relationships. Accordingly, the
weight values were coded into the adjacency matrix only when there was a connection between
two given concepts [12]. The weights given to each link were normalized between 0 and +1 (if
the values +5, then they are normalized +0.5) while coding into the adjacency matrix [13, 104].
Similarly, the confidence level values were also normalized between 0 and 1 (for example, value
1 corresponds to 0.2, value 2 to 0.4, and value 5 corresponds to 1).

Step 3: Producing individual links (L) and confidences and links (C) matrices.

Each adjacency matrix consists of the normalized weights of the individual cognitive map
named as adjacency links (L) matrix, and the corresponding individual FCM model called as FCM
(L) model. Taking one step further from the adjacency matrices related to each group or
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individual participants, the normalized weight value of every existing link was multiplied with its
normalized confidence level value producing the adjacency confidence and links (C) matrix that
corresponds to the individual FCM (C) model.

As a result, two FCM models were developed based on each map: one for links (L) and another
for confidences and links (C). For the second FCM model, the final value (strength) of every
connection was produced through the multiplication of the weight of every connection with the
value of the confidence level assigned by the participants to the corresponding links. Hence, a
new FCM model is built that seems to represent participants' opinions with high reliability.

Step 4: Aggregating individual cognitive maps from each group producing aggregated links (L)
and confidences and links (C) FCMs

In this step, all individually coded cognitive maps were aggregated and additively
superimposed using the two aggregation methods (the Average and the OWA) [100]. Thus, two
collective-FCMs were created for every group of participants for each aggregation method; the
Average-FCM (L) and OWA-FCM (L), referring to the FCMs that include the weight value for every
single link, and the Average-FCM (C) and OWA-FCM (C) where every link value between two
nodes was the result of the multiplication of its weight value with its corresponding confidence
level value. Figure 3.25 depicts a visual representation of the aggregation process.
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Figure 3.25: The steps of the aggregation process.
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Step 5: Groups aggregation for producing an overall collective FCM

Following the process described in step 4, four Collective-FCMs were produced from each
one of the four groups (SHG-FCM, VO-FCM, CLF-FCM, and CRP-FCM) using both aggregation
methods. In particular, an overall Collective FCM is created for both aggregation methods,
regarding links (L) and confidences and links (C). As shown in Figure 3.25, a Collective-FCM is
produced from the implementation of each aggregation method for both links (L) and
confidences and links (C). The FCM models produced are: Average-FCM Collective (L), OWA-FCM
Collective (L), Average-FCM Collective (C) and OWA-FCM Collective (C). These Collective-FCMs
are enriched with the knowledge of all stakeholders involved. The matrices that correspond to
the two collective-FCMs regarding both aggregation methods considering links (L), are illustrated
in the following Figures. The adjacency weights matrices for the other two collective-FCMs,
Average-FCM and OWA-FCM, regarding confidence and links (C) are provided in Appendix B.

C1 (v} a c4 c5 C6 c7 c8 (o] C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20
Cc1 0 0 0 0 0 0.86 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0.89 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.85 0 0 0.815
a 0.9025 0.88 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c4 0 0 0 0 0.82 0 0 0 0 0 0.8225 0 0 0 0 0 0 0 0 0
c5 0 0 0 0 0 0 0 0 0.785 0.825 0 0 0 0 0 0 0.81 0 0 0
C6 0 0 0 0 0 0 0.7975 0 0 0 0 0 0 0 0 0 0 0 0 0
c7 0 0 0 0 0 0.825 0 07775 07575 0 0.83 0 0 0 0 0 0 0 0 07725
c8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(o] 0 0 0 0 0 0 0.775 0 0 0.76 0 0 0 0 0 0 0 0 0 0
C10 0 0 0 0 0 0 0.805 0.7725 0 0 0 0 0 0 0 0 0 0 0 0
C11 0 0 0 0 0 0 0.8 0 0 0 0 0 0 0 0 0 0 0.835 0.8075 0
C12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 08
C13 0 0 0 0 0 0 0.7875 0 0 0 0 0 0 0 0 0 0 0 0 0
C14 0 0 0 0 0 0 0.785 0 0 0 0 0 0 0 0 0 0 0 0 0
C15 0 0 0 0 0 0 0.005 0 0 0 0 0 0 0 0 0.7875 0 0.7875 0 0.775
C16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.7925 0 0 0 0 0.7925
C17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.7875
C18 0 0 0 0 0 0 0 0 0 0 0 0.815 0 0 0.7725 0 0 0 0.8075 0
C19 0 0 0 0 0 0 0 0 0 0 0.805 0 0 0 0 0 0 0 0 0
C20 0 0 0 0 0 0 0 0 0 0 0 0.8 0 0 0 0 0 0 0 0
Figure 3.26: Adjacency weights matrix for Average-FCM (L) model
C1 Q a c4 (&) 6 Cc7 8 (o] C10 Cc11 C12 C13 C14 C15 Cl6 Cc17 C18 C19 Q20
c1 0 0 0 0 0 0.6 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0.5325 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.505 0 0 0.5075
a 0.57 0.595 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c4 0 0 0 0 0.535 0 0 0 0 0 0.4825 0 0 0 0 0 0 0 0 0
(o) 0 0 0 0 0 0 0 0 0.47 0.4975 0 0 0 0 0 0 0.4625 0 0 0
C6 0 0 0 0 0 0 0.4625 0 0 0 0 0 0 0 0 0 0 0 0 0
c7 0 0 0 0 0 0.515 0 0.4125 0.4325 0 0.45 0 0 0 0 0 0 0 0 0.4375
c8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(o] 0 0 0 0 0 0 0.445 0 0 0.415 0 0 0 0 0 0 0 0 0 0
C10 0 0 0 0 0 0 0.53 0.4625 0 0 0 0 0 0 0 0 0 0 0 0
C11 0 0 0 0 0 0 039 0 0 0 0 0 0 0 0 0 0 0.51 0.4775 0
C12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.4575
C13 0 0 0 0 0 0 0.475 0 0 0 0 0 0 0 0 0 0 0 0 0
C14 0 0 0 0 0 0 0.4825 0 0 0 0 0 0 0 0 0 0 0 0 0
C15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.445 0 0.4325 0 0.5
C16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5075 0 0 0 0 0.4925
Cc17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.4675
C18 0 0 0 0 0 0 0 0 0 0 0 0.4975 0 0 0.44 0 0 0 0.5325 0
C19 0 0 0 0 0 0 0 0 0 0 0.5325 0 0 0 0 0 0 0 0 0
C20 0 0 0 0 0 0 0 0 0 0 0 0.3975 0 0 0 0 0 0 0 0

Figure 3.27: Adjacency weights matrix for OWA-FCM (L) model

Step 6: Visual Interpretation of Collective FCM

According to the proposed methodology, as presented in section 3.2, this step visualizes the
consensus FCM models along with the connections among the existing concepts. The collective
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FCM models for each group (SHG, VO, CLF, CRP) were produced by the FCMWizard tool which is
characterized by modelling and visualization capabilities. The four Collective-FCM models
considering links (L) and confidences and links (C), for both methods, are presented in Figures
3.28(a), 3.28(b), 3.28(c), and 3.28(d).
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Figure 3.28: Collective-FCM models for a) Average-FCM (L), b) OWA-FCM (L), c) Average-FCM
(C) and d) OWA-FCM (C).

Step 7: Fuzzy cognitive map-based analysis and simulations

i.  Structural analysis

Structural analysis provides a description of FCM models with the help of indices including in-
degree (weight of inbound links), out-degree (weight of outbound links), degree centrality (sum
of the corresponding absolute weights of in-degree and out-degree), complexity, density, and
the hierarchy index [12, 17]. The structural analysis for this case study is conduct with the use of
the FCMWizard tool. The values calculated, regarding the degree centrality, complexity, density
and hierarchy index, are 3.07, 0.25, 0.103 and 0.035 respectively, for the overall OWA aggregated
FCM. These structural indices help in analyzing the graphical structure of FCMs [12, 101, 104].

ii. Development of input vectors for policy scenarios

As discussed in the ‘Theory of change’ in Section 3.4.1, the institutional effectiveness of CBOs
is critical for effective operation and for achieving the end goal of the programme. Thus,
considering the effectiveness of CBOs, the following concepts of the FCM model from the four
elements of the programme were selected for the FCM-based simulations: C1-“Building strong
CBOs”, C2-“Governance of CBOs”, C3-“Capacity Building”, C5-“Access to formal credit”, C9-
“Enterprise development”, and C10-“Livelihood diversification”. These concepts were selected
as they describe the four elements of the programme, while being among the concepts with the
highest degree centrality so that they could well influence the dynamics of the system. The
scenarios selected with their input vector concepts are briefly presented in Table 3.13.
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Table 3.13: The input vector concepts of each scenario.

C1: Building
strong CBOs

C3: Capacity
building

C5: Access to
formal credit
Co:
Enterprise
development

C1: Building
strong CBOs

C1: Building
strong CBOs

C1: Building
strong CBOs

C5: Access to
formal credit

C1: Building
strong CBOs

C2:
Governance of
CBOs

C10:
Livelihood
diversification
C2:
Governance of
CBOs

C2:
Governance of
CBOs

C2:
Governance of
CBOs

C9: Enterprise
development

C2:
Governance of
CBOs

C3: Capacity
building

C5: Access to
formal credit

C9: Enterprise
development

C10:
Livelihood
diversification

C3: Capacity
building

C10:
Livelihood
diversification

C9: C10:
Enterprise Livelihood
development  diversification

C5: Access to
formal credit

e Scenario 1 examines the effects of building strong CBOs (C1) and the governance of CBOs
(C2) in terms of SHGs, VO, and CLFs, while Scenario 2 presents the effects of capacity building of

the CBOs (C3) in terms of governance and management.

e Scenario 3 studies the effects of access to formal credit (C5) in terms of micro-finance and

SHG-bank linkage.

e Scenario 4 highlights the effects of enterprise development of the CBOs (C9) in terms of
business sustainability, along with livelihood diversification (C10) in terms of living standards.

e The rest of the scenarios examined are combinations of the above four scenarios. In
particular, Scenario 5 shows the effects of building strong CBOs (C1) along with the governance

of CBOs (C2) and the capacity building of the CBOs (C3).

e Scenario 6 illustrates the combination of the effects of building strong CBOs (C1) in terms
of SHGs, VOs, and CLFs, the governance of CBOs (C2), and the access to formal credit (C5).

e Scenario 7 considers the effects of building strong CBOs (C1) and the governance of CBOs
(C2) along with enterprise development (C9) and livelihood diversification (C10) of the CBOs.
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e Scenario 8 examines the effects of access to formal credit (C5), enterprise development (C9)
and livelihood diversification (C10) of the CBOs.

e Scenario 9 highlights the effects of all the pre-selected vital concepts: building strong
CBOs (C1), governance of CBOs (C2), capacity building of the CBOs (C3), access to formal credit
(C5), enterprise development (C9), and livelihood diversification (C10) of the CBOs.

The simulation results of the above scenarios help in understanding the critical factors that
will lead to the achievement of the desired programme outcomes.

iii.  Simulation process

This process involves the implementation of the FCM-based simulations with respect to 9
scenarios as they were formed above. For each scenario, certain concepts are activated according
to Table 3.13, and the system reaches an equilibrium point after a number of iterations are
conducted using a ‘squashing function’ to rescale concept values towards |1|. The FCMWizard
tool will help the simulation process be accomplished and the outcomes be interpreted towards
the exploration of the modelled system’s dynamics. The results produced are thoroughly
provided in the following section.

3.4.3 Results
3.4.3.1 Characteristics of the key concepts

It is necessary to limit the concepts to the most influential and uncertain while dealing with
a large number of concepts, which are challenging to analyze individually. Some independent
concepts are disconnected from the system, while some dependent concepts have a relatively
low degree of influence but strong dependence. Filtering key concepts from the FCM system is a
traditional approach in scenario planning that helps link narratives to the quantitative model
while focusing on the critical concepts with strong direct or indirect effects on the scenario
objectives, which can significantly change the balance of the entire system [103]. In the FCM-
based scenario analysis, the identification of key concepts mainly relies on the perception of the
experts. However, some characteristics obtained from the model facilitate the process.

The weights of the links reveal three useful structural indices for this matter: in-degree,
outdegree, and degree centrality [12, 17]. Degree centrality is considered as the relative
importance of a concept within the FCM structure [17]. The calculated values of degree centrality
for the Collective Average-FCM (L), for each concept, are summarized in Figure 3.29.
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Degree Centrality of the concepts for the Collective Average-FCM (L)

C20: 5ocial har morny

C19: Intra-household bargaining power
C18: Personalwelkbeing and Personaity devekbpment
C17: Economic empowerment

C16: Social empowerment

C15: Political empower ment

iC14: Physical assets

C13: Natural assets

C12:Heakh, hyziene, and sanitation
C11: Education

C10: Livelihood diversiica ion

C9: Enterprise development

CB: Consumption expenditures

C7: Income

Ch: Savings investments, and nsJrance
C5: Access to formal credit

C4: Financial literacy

C3: Capacity building

C2: Governance of CBOs

C1: Building strong CBOs

L=
[
ra
(5]
I
(5}
[=3]

-
(8]
(i =)
[
=)
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Figure 3.29: Finalized concepts and their centrality for the Collective Average-FCM (L)

3.4.3.2 Aggregation results

This section illustrates the results produced from the application of the two aggregation
methods on the FCM models. As described in section 3.4.2: step 5, after the application of the
Average and OWA aggregation processes, four matrices were produced containing the calculated
values of weights. These are the two Collective-FCMs with confidences and links (C), namely the
Average-FCM (C) and the OWA-FCM (C), and the two Collective-FCMs considering links (L),
namely the Average-FCM (L) and the OWA-FCM (L). The aggregated matrices considering Links
(L) are provided in section 3.4.2 (see Figures 3.26 and 3.27) whereas those considering

Confidence and Links (C) are presented in the Appendix B (see Figures B.3 and B.4).

In order to proceed with the comparison analysis, mean deviations among the aggregated
Average-FCM and OWA-FCM, for both links (L) and confidences and links (C), were calculated.
The results are shown in Table 3.14. Before that, the deviations between the weights among all

the above FCMs (in pairs) had also been calculated.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



111

Table 3.14: Mean deviations among the aggregated FCMs

Comparing FCMs Mean Deviation
OWA-FCM (L) Average-FCM (L) 0.32
OWA-FCM (C) Average-FCM (C) 0.37
Experts’ FCM Average-FCM (L) 0.27
Experts’ FCM Average-FCM (C) 0.24
Experts’ FCM OWA-FCM (C) 0.12

When evaluating the values produced from the results presented in Table 3.14, it is observed
that the minimum mean deviation value (= 0.12) is located between the OWA-FCM with
confidence and links (C) and the Experts’ FCM, while the next smallest value lies in between
Average-FCM with confidence and links (C) and the Experts’ FCM. It can be concluded that the
OWA-FCM model resembles the structure of the Expert-based FCM and consequently, can
present a similar performance to the model constructed by the experts. Therefore, the
superiority of the OWA-FCM model against the Average-FCM may be inferred after an adequate
evaluation and interpretation of the results produced.

3.4.3.3 Scenario results

This section details out the results of the FCM-based simulations where scenario analysis is
conducted. Simulating the FCM model provides a profound understanding of the concepts’
behavior, their relationships, and the magnitude of impacts on other concepts. The scenario
analysis was performed by multiplying the input vectors with the adjacency matrix while applying
the Sigmoid threshold function with A = 1 after every multiplication. The process was iterated
until the system (output vectors) reached the steady-state.

Before the simulation process takes place, a baseline scenario needs to be conducted. The
next step provides a comparison between the results of the scenarios and those resulting from
the state of the model where all the initial values of concepts are zero (baseline scenario). Figures
3.30 and 3.31 present the results of simulations of the baseline scenarios for both aggregated
methods, considering the FCM models with links (Average-FCM (L) and OWA-FCM (L)).
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——C1: Building strong CBOs

——C2: Governance of CBOs

C3: Capacity building

C4: Financial literacy

1 2 3 4 5 6 7 8 9 0 11 12 13 14 15

Iteration

5: Access to formal credit
——C6: Savings. investments, and insurance
=—C7: Income
——(C8: Consumption expenditures
——C9: Enterprise development
——C10: Livelihood diversification
——C11: Education
——C12: Health. hygiene, and sanitation
C13: Natural assets
C14: Physical assets
C15: Political empowerment
C16: Social empowerment
——C17: Economic empowerment
C18: Personal well-being and Personality development
——C19: Intra-household bargaining power

——C20: Social harmony

Figure 3.30: The baseline scenario for overall Average-FCM (L) model

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Iteration

= C1: Building strong CBOs
——C2: Governance of CBOs
C3: Capacity building
C4: Financial literacy
——C5: Access to formal credit
——C6: Savings, investments, and insurance
—C7: Income
=——C8: Consumption expenditures
—C9: Enterprise development
——C10: Livelihood diversification
—C11: Education
——C12: Health. hygiene, and sanitation
C13: Natural assets
C14: Physical assets
C15: Political empowerment
C16: Social empowerment

——C17: Economic empowerment

C18: Personal well-being and Personality development
16

=—C19: Intra-household bargaining power

=——C20: Social harmony

Figure 3.31: The baseline scenario for overall OWA-FCM (L) model

Subsequently, the simulation process is performed by “clamping” the initial values of the
input vector concepts one-by-one. The results are compared against the baseline scenario where
the system reaches the steady-state by clamping all the initial values to zero. Exploring the
dynamic change of the values of the concepts between the baseline steady-state and the results
of the clamping procedure enables quantitative interpretation of the impact of the key concepts

on the system.
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Concerning the Expert-based FCM model, the results of the scenarios are shown in Table 3.15.
The results of the scenarios for the other aggregated FCMs (the Average and the OWA, for links
(L) and confidences and links (C)) are depicted in Tables 3.16, 3.17, 3.18 and 3.19.

Table 3.15: Scenario results (initial and final value) for each concept, for the Expert-based FCM

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 Scenario 7 Scenario 8 Scenario 9

g = & § &§ E§ & E & E & g &§ E§ & E & E§ &
C1 1 1 0 0.906 0 0.874 0 0874 1 1 1 1 1 1 0 0874 1 1
c2 1 1 0 0.827 0 0.780 0 0.780 1 1 1 1 1 1 0 0.780 1 1
c3 0 0.659 1 1 0O 0659 0 0659 1 1 0O 0659 0 0659 0 0659 1 1
4 0 0.659 0 0.659 0 0.659 0 0.659 O 0.659 0 0.659 0 0.659 0 0.659 0 0.659
c5 0 0.765 0 0.765 1 1 0 0.765 O 0.765 1 1 0 0.765 1 1 1 1
c6 0 0.910 0O 094 0 092 0 0903 0 0.910 0O 090 0 0911 0 0903 O 0.911
c7 0 0.962 0O 092 0 093 0 098 0 0.962 0O 093 0 098 0 098 0 0.968
c8 0 0.790 0 0.790 0 0.790 0 0791 O 0.790 0 0.790 0 0.791 0 0791 0 0.791
c9 0 0.864 0 0.864 0 0.882 1 1 0 0.864 0 0.882 1 1 1 1 1 1
Cci10 0 0.860 0O 080 O 0880 1 1 0 0.860 0 080 1 1 1 1 1 1
C11 0 0.890 0O 080 O 080 O0 0891 0 0.890 O 080 O 081 0 0891 0 0.891
c12 0 0.798 0 0.798 0 0.798 0 0.798 O 0.798 0 0.798 0 0.798 0 0.798 0 0.798
C13 0 0.659 0 0.659 0 0.659 0 0.659 O 0.659 0 0.659 0 0.659 0 0.659 0 0.659
C14 0 0.659 0O 0659 0 0659 0 0659 0 0.659 0O 065 0 0659 0 0659 0 0.659
Ci5 0 0.865 0O 085 0 085 0 085 0 0.865 0O 085 0 085 0 085 0 0.865
C16 0 0.785 0 0.785 0 0.785 0 0.785 O 0.785 0 0.785 0 0.785 0 0.785 0 0.785
Cc17 0 0.885 0 0.871 0 0.886 0 0.867 O 0.885 0 0.901 0 0.885 0 0.886 0 0.901
ci8 0 0.876 0O 0876 0 0876 0 0876 0 0.876 0O 0876 0 0876 0 0876 0 0.876
c19 0 0.879 0 0.879 0 0.879 0 0879 O 0.879 0 0.879 0 0.879 0 0879 0 0.879
c20 0 0.953 0 0.948 0 0.947 0 0946 O 0.953 0 0.954 0 0.953 0 0947 0 0.954
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Table 3.16: Scenario results (initial and final value) for each concept, for the Average-FCM (L)

Scenario Scenario2 Scenario 3 Scenario 4 Scenario Scenario 6 Scenario 7 Scenario  Scenario 9

1 5 8
C1 1 1 0 0929 0 090 0 090 1 1 1 1 1 1 0 0900 1 1
C2 1 1 0 0849 0 0798 0 0798 1 1 1 1 1 1 0 0798 1 1
c3 |0 0659 1 1 0 0659 0 0659 1 1 0 0659 0 0659 0 0659 1 1
C4 |0 0659 0O 0659 O 0659 0 0659 0 0659 0 0659 0 0659 0 0.659 0 0.659
¢G5 |0 0791 0 0791 1 0 0791 0 0791 1 1 0 0791 1 1 1 1
c6 |0 0931 0 0927 0 0925 0 0925 0 091 0 0931 0 0932 0 0925 0 0.932
C7 |0 0993 0 0993 0 0993 0 0994 0 0993 0 0993 0 0994 0 09% 0 09%
c8 |0 0915 0 0915 0 0916 0 0921 0 0915 0 0916 0 0921 0 0921 0 0921
c9 |0 097 0 097 0 0921 1 1 0 097 0 0921 1 1 1 1 1 1
Ci0 |0 0904 0 094 0 0920 1 1 0 094 0 0920 1 1 1 1 1 1
C11 |0 095 0 095 0 095 0 095 0 095 0 095 0 095 0 095 0 095
Ci12 |0 0922 0 0922 0 0922 0 0922 0 0922 0 0922 0 0922 0 0922 0 0922
Ci13 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659 0 0659 0 0.659
C14 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
Ci5 |0 095 0 095 0 095 0 095 0 095 0 095 0 0905 0 0905 0 0.905
Cl6 |0 083 0 083 0 083 0 083 0 083 0 083 0 083 0 083 0 0.823
C17 |0 0917 0 096 0 0917 0 092 0 0917 0 0930 0 0917 0 0917 0 0.930
Ci8 |0 0919 0 0919 0 0919 0 0919 0 0919 0 0919 0 0919 0 0919 0 0919
C19 |0 0919 0 0919 0 0919 0 0919 0 0919 0 0919 0 0919 0 0919 0 0.919
C20 |0 0995 0 0994 0 0994 0 094 0 099% 0 099% 0 0995 0 0994 0 099
Table 3.17: Scenario results (initial and final value) for each concept, for the Average-FCM (C)
Scenario  Scenario2 Scenario3 Scenario 4 Scenario  Scenario 6 Scenario 7 Scenario  Scenario 9
1 5 8
P& 2% 58 i fE 5% §$i §i £
C1 1 1 0 0914 0 0882 0 0882 1 1 1 1 1 1 0 08382 1 1
c2 |1 1 0O 080 0 078 0 078 1 1 1 1 1 1 0 0783 1 1
c3 |0 0659 1 1 0 0659 0 0659 1 1 0 0659 0 0659 0 0659 1 1
C4 [0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
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C5 0 0769 0 0769 1 1 0 0769 0 0769 1 1 0 0769 1 1 1 1
C6 |0 0912 0 096 0 0904 0 094 0 0912 0 0912 0 0912 0 0904 0 0912
C7 |0 098 0 0982 0 0983 0 098 0 098 0 098 0 098 0 098 0 0.98
C8 0 082 0 082 0 083 0 081 0 082 0 083 0 0891 0 0891 0 0.891
c9 |0 0873 0 0873 0 089 1 1 0 0873 0 0889 1 1 1 1 1 1
ci0 |0 0871 0 0871 0 0891 1 1 0 0871 0 0891 1 1 1 1 1 1
Ci1 |0 0933 0 0933 0 0933 0 0933 0 0933 0 0933 0 0933 0 0933 0 0933
C12 |0 0894 0 084 0 0894 0 089 0 084 0 084 0 08% 0 0894 0 0.8%
Ci13 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
C14 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
Ci5 |0 082 0 0872 0 082 0 0872 0 082 0 082 0 0872 0 0872 0 0872
Ci6 |O 0789 0 0789 0 0789 0 0789 0 0789 0 0789 0 0789 0 0789 0 0.789
C17 |0 089 0 0876 0 080 0 082 0 089 0 095 0 089 0 080 0 0.905
Ci18 |0 0888 0 0888 0 088 0 088 0 088 0 088 0 088 0 088 0 0.888
C19 |0 0888 0 0888 0 088 0 088 0 088 0 088 0 088 0 0888 0 0.888
C20 |0 098 0 0984 0 0984 0 0984 0 098 0 098 0 098 0 098 0 0.986
Table 3.18: Scenario results (initial and final value) for each concept, for the OWA-FCM (L)
Scenario  Scenario2 Scenario3 Scenario4 Scenario  Scenario 6 Scenario7 Scenario  Scenario 9
1 5 8
$lgd 22 228 22 14 24 fi 28 3°
C1 1 1 0 085 0 0833 0 083 1 1 1 1 1 1 0 0833 1 1
c |1 1 0O 0802 0 0760 0 0760 1 1 1 1 1 1 0 0760 1 1
c3 |0 0659 1 1 0 0659 0 0659 1 1 0 0659 0 0659 0 0659 1 1
C4 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
C5 0 0751 0 0751 1 1 0 0751 0 0751 1 1 0 0751 1 1 1 1
Cé 0 088 0 088 0 085 0 086 0 088 0 0878 0 0878 0 0866 0 0.878
C7 |0 0958 0 098 0 099 0 094 0 098 0 0959 0 095 0 0964 0 0.965
c8 |0 082 0 082 0 084 0 0845 0 082 0 084 0 0845 0 0845 0 0845
c9 |0 081 0 081 0 0849 1 1 0O 081 0 0849 1 1 1 1 1 1
C10 |0 0824 0 0824 0 0845 1 1 0 0824 0 0845 1 1 1 1 1 1
Ci11 |0 089 0 089 0 089 0 089 0 089 0 089 0 089 0 089 0 0.889
Ci12 |0 0838 0 0838 0 088 0 088 0 088 0 088 0 088 0 088 0 0.838
C13 |0 0659 0 0659 0O 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
C14 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659
Ci5 |0 0829 0 089 0 089 0 089 0 089 0 089 0 089 0 089 0 0.829
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Cil6 |O 0755 0O 0755 O 0755 O 0755 O 0755 O 0755 O 0755 0O 0.755 0 0.755
C17 |0 0845 0 089 0 0844 0 086 0 0845 0 082 0 0845 0 0844 0 0.862
Ci18 |0 0838 0 088 0 088 0 088 0 088 0 088 0 0838 0 0838 0 0.838
C19 |0 0848 0 0848 0 0848 0 0848 0 0848 0 0848 0 0848 0 0.848 0 0.848
C20 |0 099 0 096 0 095 0 095 0 099 0 0970 0 0969 0 0966 0 0.970
Table 3.19: Scenario results (initial and final value) for each concept, for the OWA-FCM (C)
Scenario  Scenario2 Scenario3 Scenario4 Scenario  Scenario 6 Scenario7 Scenario  Scenario 9
1 5 8
c1 |1 1 0 086 0 0787 0 0787 1 1 1 1 1 1 0 0787 1 1
c |1 1 0 07%9 0 0728 0 0728 1 1 1 1 1 1 0 0728 1 1
c3 |0 0659 1 1 0 0659 0 0659 1 1 0 0659 0 0659 0 0659 1 1
Cc4 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659 0 0.659
¢ |0 0711 0 0711 1 1 0 0711 o0 o711 1 1 0 0711 1 1 1 1
c6 |0 0810 0O 0798 0 0796 0 0797 0 0810 0 080 0 0811 0 0797 0 0.811
Cc7 |0 087 0 086 0 087 0 090 0 087 0 088 0 090 0 090 0 0.900
c8 |0 0763 0O 0763 0 0764 0 0778 0 0763 0 0764 0 0778 0 0.778 0 0.778
c9 |0 0770 0O 0770 0 0789 1 1 0 0770 0 0789 1 1 1 1 1 1
Ci10 |0 0753 0 0753 0 0771 1 1 0 0753 0 0771 1 1 1 1 1 1
Ci1 |0 0829 0 089 0 089 0 083 0 0829 0 089 0 083 0 083 0 083
ci2 |0 0778 0 0778 0 0778 0 0778 0 0778 0 0778 0 0778 0 0.778 0 0.778
Ci13 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659 0 0.659
Ci14 |0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0659 0 0.659 0 0.659
Ci5 |0 0761 0 0761 0 0761 0 0761 0 0761 0 0761 0 0761 0 0761 0 0.761
ci6 |0 0717 0 0717 0 0717 0 0717 0 0717 0 0717 0 0717 0 0717 0 0.717
ci7 |0 0791 0 0775 0 0791 0 0773 0 0791 O 0808 O 0791 0 0791 0 0.808
ci8/0 07717 0 0771 0 0771 0 0771 0 0771 0 0771 0 0771 0 0771 0 0.771
c19 |0 0778 0 0778 0 0778 0 0778 0 0778 0 0778 0 0778 0 0778 0 0.778
C20 |0 0873 0 086 0 086 0 086 0 083 0 0874 0 0874 0 086 0 0.874
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The scenario analysis performs simulations for the 9 scenarios that were formed in Section
3.4.2. Scenario 1 is dedicated to increasing the concepts C1-“Building strong CBOs” and C2-
“Governance of CBOs” by “clamping” them to one, while scenarios 2 and 3 increase the concepts
C3-“Capacity Building” and C5-“Access to formal credit” by “clamping” them to one, respectively.
Scenario 4 refers to the increase of the concepts C9-“Enterprise development” and C10-
“Livelihood diversification” by “clamping” them to one.

In Scenario 5, the key concepts C1-“Building strong CBOs”, C2-“Governance of CBOs”, and C3-
“Capacity Building” are all clamped to one. The same procedure is followed for Scenario 6 where
the key concepts C1-“Building strong CBOs, C2-“Governance of CBOs”, and C5-“Access to formal
credit” are clamped to one, while Scenario 7 refers to the concepts C1-“Building strong CBOs, C2-
“Governance of CBOs”, C9-“Enterprise development”, and C10-“Livelihood diversification”
clamped to one. Scenario 8 considers “clamping” the key concepts C5-“Access to formal credit”,
C9-“Enterprise development”, and C10-“Livelihood diversification” to one. In the end, Scenario 9
is conducted by “clamping” all the key concepts (C1-“Building strong CBOs”, C2-“Governance of
CBOs”, C3-“Capacity Building”, C5-“Access to formal credit”, C9-“Enterprise development”, and
C10-“Livelihood diversification”) to one.

The four aggregated FCMs (Average-FCM (L), Average-FCM (C), OWA-FCM (L) and OWA-FCM
(C)), have been exerted to test nine plausible scenarios as mentioned above. Thus, the scenarios
developed have been generalized to the poverty alleviation programme of India, with the poverty
alleviation change scenarios extracted.

The results for scenario analysis are illustrated in Figures 3.32 and 3.33, in the form of spider
graphs. For the specific case study, the Expert-based FCM is considered as the benchmark model
that helped the researchers to further investigate the usefulness, importance and superiority of
the proposed OWA aggregation method against the Average aggregation method.
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Figure 3.32: Spider graphs for the Expert-based, Average, and OWA-FCMs (C)
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Figure 3.33: Spider graphs for the Expert-based, Average, and OWA-FCMs (L)
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To begin with, Figure 3.32 and Figure 3.33 illustrate spider charts for all three FCMs (Average,
OWA and Expert-based) depicting the deviation for all concepts after the nine scenarios were
conducted while considering links (L), plus confidences and links (C), correspondingly.

All the examined scenarios presented in the above two Figures, for both cases (for links and
for confidences and links), reveal that the produced analysis results for the OWA FCM are in high
consistency with those for the Expert-based FCM. The OWA method seems to resemble the
Expert-based FCM in terms of performance as the chart lines of the OWA and the Expert-based
FCMs coincide in most of the cases of the scenarios produced, as presented in Figure 3.35 and
Figure 3.36. The results work as indicators to verify the superiority of the OWA-FCM aggregation
over the Average-FCM, making OWA a trustworthy method with regard to FCMs’ aggregation.

The following Figure gathers all the outcomes after the execution of the scenarios, with
respect to the percentage of change for each concept, for all FCMs considering Confidences and

Links (Average, OWA, and Expert-based).
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Figure 3.34: Scenario analysis for all FCMs considering confidences and links (C)

Among the concepts identified in the final outcomes of ‘Theory of Change’ that could affect
the end goal in terms of decreased socio-economic poverty, concepts C17 and C20 seem to have
emerged as notable deviations from the initial states after the implementation of scenario
analysis (see Figure 3.34). Therefore, the scenario analysis mainly focusses on the impact that the
key concepts have on these two output concepts C17-“Economic Empowerment” and C20-
“Social Harmony”, which researchers consider as the outcome concepts that need to be
improved by the DAY-NRLM programme interventions.
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Thus, the deviations for these outcome concepts for all three FCMs are calculated,
considering only confidences and links (C). The results for concepts C20 and C17 are depicted in
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Figure 3.35.
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Figure 3.35: Deviations for concepts (a) C20 and (b) C17 for aggregated FCMs considering
confidences and links (C).

After having conducted a detailed analysis of the results presented above, it can be concluded
that the percentage of change for both outcome concepts C20 and C17 is notable only for six out
of the nine scenarios (S1, S5, S6, S7, S8, and S9) performed. Results of the scenarios S2, S3, and
S4 seem to be less significant, on the other hand. Therefore, only these six scenarios are taken
into consideration, hereafter.
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Figure 3.36 reveals that between the two applied aggregation methods, the Average and the
OWA, the latter is more efficient with respect to the accuracy of the results compared to the
Expert-based FCM model, which is considered as a benchmark model for the purposes of this

case study.
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Figure 3.36: Percentage of change for concept C17, considering confidences and links (C).

In Figure 3.36, the change in percentage of the outcome concept C17, compared to the initial
steady-state, is presented for all three approaches (Average, OWA, and Expert-based) for
confidences and links (C). The respective deviations calculated for the outcome concept C20, for
all three FCMs, are depicted in Figure 3.37.
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Figure 3.37: Percentage of change for concept C20, considering confidences and links (C)
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3.4.4 Discussion of Results

The dimensions of poverty eradication in the rural area of India present a complex system.
Figure 3.35 reveals that the concepts of the scenarios S2, S3, S4 with respect to all three FCM
approaches (Average, OWA and Expert-based) for confidences and links (C), have a small impact
on the final outcomes C17 (Economic empowerment) and C20 (Social Harmony) since the
percentage of change from the initial steady-state for the concepts C17 and C20 seems to be
insignificant when the concepts of the scenarios implemented are “clamped” to one. For this
reason, this case study ignored these scenarios and focused on the rest of scenarios (S1, S5, S6,
S7, S8 and S9) to further investigate their impact on poverty alleviation.

From Figures 3.36 and 3.37, it emerges that the combination of key concepts C1, C2, C3, C5,
C9 and C10 (Scenario 9) has the highest impact on key concepts C17 and C20 for all aggregated
FCMs, showing a significant increase in these concepts, particularly when OWA aggregation
method is applied, considering confidences and links. With respect to the performance of the
two aggregation methods examined, the following key remarks are drawn after a careful
investigation of Tables and Figures above:

i. Inthe participatory modelling, when a large number of participants are involved, the OWA
aggregation method appears superior against the Average aggregation method. After a
detailed observation of Figures 3.36 and 3.37, where scenario analysis of the three different
FCMs, considering confidences and links (C), is conducted, it is observed that deviations
from the initial state are higher when the OWA aggregation method is applied. In both
cases, the OWA method performs better in the decision-making process, compared to the
Average aggregation method.

ii. The proposed OWA aggregation method exhibits outstanding performance while
performing scenario analysis for the concepts examined. This may emanate from the fact
that the results produced from the application of the OWA aggregation method (when
referring to the FCMs either with links (L) or confidences and links (C)) are closer to those
deriving from the Expert-based FCM model, which is considered as the benchmark model.
Therefore, they surpass those of the Average aggregation method (Figures 3.36 and 3.37).
The group of experts as stated above, can create an accurate model that could well describe
the problem examined in order to make appropriate strategic decisions.

iii.  On the other hand, for all the possible cases examined, the Average aggregation method
appears less important in decision-making when its outcomes are matched with the FCM
model created by the experts.

iv.  The proposed OWA aggregation method exhibits better performance compared to the
Expert-based, considering the case of the FCMs with confidences and links (C) with respect
to key concepts C17 and C20. As can be seen in Figures 3.34, 3.36, and 3.37, the results
derived from the application of the OWA aggregation method are better than those from
the experts.
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v.  The performance of the OWA aggregated FCM model is similar to that of the Expert-based
FCM model in terms of consistency of results produced between the two approaches
(Figures 3.36 and 3.37).

In general, it is validated that the OWA aggregation method outperforms the Average
aggregation method and is suitable for scenario analysis, strategic decision-making, and policy-
planning, especially when a large number of participants is involved.

3.4.5 Policy implications of the scenario results

The scenarios S1 to S4, previously analyzed, illustrate the importance of strong CBOs, good
governance within CBOs, better capacity building of communities and CBOs, access to formal
credit, livelihood diversification, and enterprise development to achieve the end goal of the
programme, i.e. decrease in socio-economic poverty. The results show that if CBOs habitually
mainstream financial institutions, offer support through SHG-bank linkages, help livelihood
diversification, and develop livelihood enterprises, then one can expect the following: better
capacity building of communities and CBOs along with good governance within CBOs. This will
help shape strong CBOs. Good governance reflects adherence to the Panchsutra (regular
meetings, regular savings, regular inter-loaning, timely repayments, and up-to-date books of
accounts). Better access to formal credit could lead to the provisioning of savings and
investments to stakeholders. Insurance, alongside, is also likely to increase. Besides, an increase
in natural and physical assets is likely to increase household incomes. A better income is likely to
increase the expenditure on consumer goods, healthcare, and education. Increased income and
savings could as well lead to increased livelihood diversification and enterprise development.
Further, greater access to formal credit and good governance within the CBOs is likely to result
in economic, political, and social empowerment of SHG women besides improving social
harmony within the community. Better education is likely to develop the personality and
personal well-being of SHG women besides improving their intra-household bargaining power
along with health, hygiene, and sanitation.

The scenarios S5 to S9 show different combinations of input vector concepts used in previous
scenarios. The outcomes show a result similar to that of the previous scenarios. The building of
CBOs and providing them with access to formal credit will probably enhance the economic, social,
and political empowerment of women. Also, increasing income and savings could lead to higher
consumer spending, diversification of livelihoods, and development of livelihood enterprises.
Higher incomes could lead to a better access to education for women and their children, helping
develop their personality and personal well-being while improving their overall socio-economic
status. Better education is also likely to improve their intra-household bargaining power and
health, hygiene, and sanitation.

In general, the results confirm that several concepts are complementary and should be
implemented simultaneously for the overall development of SHG members. It is necessary to
improve the capacities of SHG members while ensuring good governance within the CBOs and
providing micro-finance through high-quality CBOs. Access to micro-finance and higher income
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will help them to diversify their livelihood options and develop micro-enterprises. This will result
in socio-economic empowerment of women, provide them with social safety nets while
improving their education, health and hygiene and developing their personalities. Thus, the
findings reveal that the creation of strong community-based institutions through capacity
building and access to formal credits will help the alleviation of socio-economic poverty.

3.5 Concluding Remarks

The main goal of this chapter is to provide the research community and policymakers with a
methodological framework to address the problem of socio-economic and environmental
sustainability incorporating a participatory modelling approach implemented by fuzzy cognitive
maps. In the context of formulating the right strategies, policy-makers and governments seek to
investigate the interconnection between the environmental, social and economic pillars of
sustainable development. On this basis, performing aggregation tasks, this chapter examined the
contribution of the OWA-based FCM aggregation method which learns the OWA operator
weights integrating data that represent participants’ perceptions. This methodology was applied
in two different approaches (Case A and Case B) of the same problem which regards the DAY-
NRLM poverty alleviation programme, that aims at socio-economic growth, economic
sustainability, and livelihood diversification of poor women in rural areas in India.

For both cases, the relationship strengths between the participant concepts were calculated
with the proposed aggregation approach and compared with the benchmark weights (average)
along with those assigned by the experts. The results show that in both cases, the OWA-FCM
resembles the structure of the expert-based FCM and, in most instances, showcase an improved
performance compared to the model constructed by the experts. The scenarios carried out which
are based on different FCMs, tried to model the circumstances relevant to improving livelihoods
by creating sustainable and self-managed institutional platforms, together with the promotion
of social resilience and economic empowerment of the poor rural women.

The overall findings in terms of socio-economic sustainability, focus on the fact that using a
combination of interventions — building strong CBOs, good governance within CBOs, better
capacity building of communities and CBOs, access to formal credit to the community, livelihood
diversification, and enterprise development — extreme poverty can be reduced. In this context,
policy-makers are provided with an opportunity to have a clear view of all the existing
interconnections within social, economic and environmental systems and further propose
suitable and efficient policies in this direction. Moreover, decision-makers can apply the
proposed FCM-based framework along with the new software tools for policy-making in various
domains, proving its generic applicability and convenience when a significantly large number of
participants are involved in designing FCMs. This FCM-based framework can facilitate the
preparation of more appropriate, equitable and effective policy scenarios and responses,
including shifting investment, production, distribution and consumption towards more
sustainable approaches, and for the development of better governance capacities at multiple
scales.
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Chapter 4

Economic-Environmental Sustainability: Modeling
and Scenario Analysis in Energy Sector using FCMs

4.1Introduction

Energy sector has sparked great interest from governments over the last decade towards
diminution of world’s dependency to fossil fuels, greenhouse gas emissions reduction and global
warming mitigation. Realizing the imminent energy crisis worldwide, countries’ energy policies
and development plans mainly focus on sustainable development in socio-economic and
environmental terms. However, this development that is based on delivering basic
environmental, social and economic services should consider the reassurance of the viability of
natural, built and social systems upon which these services depend [105].

Under these circumstances, it emerges that the development and harnessing of the available
renewable energy resources seems to be the only option for social, economic and environmental
sustainability. In this direction, Photovoltaic Solar Energy (PSE) holds a significant role in the
transition to sustainable energy systems. These systems and their optimal exploitation require
an effective supply chain management system, such as design of the network, collection, storage,
or transportation of this energy resource, without disregarding a country’s certain socio-
economic and political conditions. In the case of Brazil, which constitutes the case study in this
chapter, the adoption of photovoltaic solar energy has been motivated not only by the energy
matrix diversification but also from the shortages, problems, and barriers that the Brazilian
energy sector has faced, lately. However, PSE development is affected by various factors with
high uncertainty, such as political, social, economic, and environmental, that include critical
operational sustainability issues. Thus, an elaborate modelling of energy management and a well-
structured decision support process are needed to enhance the performance efficiency of PSE
supply chain management. Overall, the following social, economic and environmental aspects
must be considered when exploring the photovoltaic solar energy planning [105]:

i) Resource management (environmental),

ii) infrastructure and service development guaranteeing affordability for rural populations
(economic), and

iii) social resilience and income reassurance (social)
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This chapter focuses on the investigation of certain factors and their influence on the
development of the Brazilian PSE with the help of Fuzzy Cognitive Maps. Fuzzy Cognitive Map is
an established methodology for scenario analysis and management in diverse domains, inheriting
the advancements of fuzzy logic and neural networks. In this context, a semi-quantitative model
was designed with the help of various stakeholders from the specific energy domain and three
plausible scenarios were conducted in order to support a decision-making process on PSE sector
development and the country’s economic potential. The outcome of this analysis reveals that the
development of the PSE sector in Brazil is mainly affected by economic and political factors.

This chapter is explicitly devoted to the following tasks: (i) to apply the quasi-qualitative
method of Fuzzy Cognitive Mapping for modelling the complex Renewable Energy system
through stakeholders’ perceptions, and (ii) to perform an FCM-based simulation process by
investigating various scenarios regarding the Brazilian PSE development with the use of the
FCMWizard tool.

4.2 Related work

Over the last two decades, renewable energy has been considered as a vital candidate in
global power demand [106], and thus, its exploitation needed to be well explored and studied.
However, due to several limitations, such as environmental problems and because of the high
uncertainty that these kinds of systems present, the renewable energy sector is considered highly
non-linear and complex. In this context, Fuzzy Cognitive Map is a method that can illustrate the
uncertainty causality [107] and becomes a powerful tool to model such complex systems that
involve many factors [57]. Due to this fact, FCMs have been recently deployed in a renewable
energy domain with great perspectives.

Due to their modelling and simulation capabilities, along with their ability to predict a
system’s behavior, FCMs have gained wide acceptance and popularity [57] during the last
decades. A noteworthy characteristic is that they can promote learning as they can combine
experts’” knowledge and historical data to improve their performance on modelling and
prediction, thus, overcoming the subjectivity of experts’ opinions [15], [108]. Moreover, FCMs
were recently exploited for scenario planning, even though they were not introduced for such
tasks [109]. A number of FCM-based scenarios have been explored in [28] where the robustness
of scenario planning was significantly enhanced.

In this context, exploiting their advantageous capabilities of handling the uncertainty
causality [107] and modelling complex systems with many parameters [57], FCMs have been
successfully involved in the renewable energy domain. In the related literature, there are several
studies regarding the integration of FCMs in Energy sector dealing with modelling, management
and decision-making tasks [109-111], due to their ability to cope with inherent uncertainties in
vast domains and to model human reasoning processes [57]. Particularly, FCMs have been
employed to model the total energy behavior of intelligent buildings and increase their energy
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efficiency [112]. Regarding the renewable energy domain, a socio-economic analysis was
conducted in [113], in which FCMs were employed to identify potential consequences over the
mix of fossil fuel and renewable energy power sectors, as well as how certain policies that regard
the energy domain can affect a country’s economic growth. We also need to report on [114], in
which an FCM methodology was applied for assessing energy efficiency strategies, electricity
demand prediction and policy-making in the Renewable Energy sector, employing a stakeholder-
driven approach based on FCMs. Furthermore, the modelling methodology of FCMs was also
proposed in [111] to address and investigate the energy efficiency in buildings, using a proper
mix of renewable energy resources, efficiently meeting the total energy demand of a region.

In the field of photovoltaic solar energy, a number of studies can be found in the literature
[115-119]. Alipour et al., in a recent study, explored the FCM capabilities on identifying and
analyzing unpredictable factors that have a direct impact on solar photovoltaics in an uncertain
socio-economic, political and technological environment [87]. It is worth mentioning that this is
the first research study that implements FCM-based scenario analysis in the renewable energy
field.

The FCM technique is applied in this chapter to perform a decision-making process for PSE
sector development, providing at the same time the researchers and the FCM community with
an efficient simulation tool called FCMWizard, to conduct policy making simulations in their own
case studies. In particular, relevant FCM-based scenarios for the Brazilian Photovoltaic Solar
Energy Sector (PSE) are explored employing the FCMWizard tool. The PSE arises as one of the
most promising renewable energy sources to replace fossil fuels [46], since climate and
environmental changes, described by the scientific community, are increasing continuously. This
happens as a result of the increasing energy demand that stems from technological progress and
other advancements in human development. Scenario planning has proven to be the appropriate
technique for institutions that are immersed in this PSE sector and need to make complex
decisions, taking into account various uncertainties and risks, such as socio-political,
environmental and technological.

4.3 Problem Statement

Environmental degradation caused by deforestation, gas emission, and environmental
pollution, has caused countries to rethink their electric systems. As a solution to the problems
caused by the unsustainable exploration of fossil fuels, renewable energies have become the
focus of attention of a broad range of agents. However, in Brazil, unlike other countries, the
investment in photovoltaic solar energy was driven by different reasons, such as the increase in
the cost of energy produced in thermoelectric plants and the emission of greenhouse gases by
burning of fossil fuels [120, 121].

Among other solutions, PSE shows up as a viable and necessary source of electrical energy.
Given that it is located mostly in the intertropical region and has excellent potential for solar
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energy utilization throughout the year, the Brazilian solar radiation is higher than the European
for almost its entire territory [122]. Based on Renewable Energy Country Attractiveness Index
[123], Brazil is eighth in the raking of attractiveness when speaking of photovoltaic solar energy.
In 2014, Brazil had its total installed to power up to 15 MW, and in 2015, the same number
surpassed 32 MW. Statistics of the Mines and Energy Ministry [124] indicated that by 2018 Brazil
should be between the 20 countries with the most prominent generation of solar energy.

On the other hand, the high cost of acquisition of photovoltaic and their low conversion
efficiency from solar irradiation to electrical energy are the main impediments to the large-scale
diffusion of these systems [125]. As a solution, the government can understand the dynamic of
PSE development from other countries and propose policies that improve the use of solar energy
in an urban environment. Given that the future of the PES depends on several issues, it needs to
be planned and controlled. For this purpose, scenario planning constitutes a fundamental tool.

4.4 Proposed Methodology for FCM model development

In order to provide a quasi-quantitative model for scenario planning, regarding the studied
problem of PSE growth in Brazil, the FCM development process was conducted in six steps, as
shown in Table 4.1, below. Figure 4.1 offers a visual representation of these steps for better
understanding of the procedure and for the convenience of the readers.

Stepl Step3 Step5

Obtaining : Group_f;
concepts Weights aggregation Step6
. Normalizati producing

on an overall

Qualitative . )
assignment Producing FCM Visual

of the individual interpretation
Cause-effect FCMs from of collective

relationships each group FCM

participants

Figure 4.1: The steps of FCM development process.

Table 4.1: Steps of the proposed FCM development process

Steps Description

Step 1: Obtaining The first step deals with the determination of the most essential independent variables
concepts from that define the examined problem and affect the dependent variable. Participants are
participants. asked to determine the concepts of the system but only the most important in order to

avoid designing a system with a vast number of variables that would be difficult to study.
Step 2: Qualitative In the second step, participants are asked to assign values on the scale of 1-10 and to
assignment of cause-  determine whether there is a positive or negative cause-effect relationship for the
effect relationships weighted interconnections among the depended and most significant variables that
between concepts. constitute the FCM model. Ten (10) denotes the highest strength and one (1) the lowest.
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The sign + (plus) denotes a positive influence, whereas the sign — (minus) denotes a
negative influence that one node has to another.
Weights given to each link were then normalized between 0 and 1 (as described in Table

Step 3: Weights 4.1), considering positive and negative values for coding into the adjacency matrix [76].
Normalization (coding So, we substitute the qualitative values assigned by the stakeholders for expressing the
into an adjacency degree of influence with the corresponding quantitative values, in order to define the
matrix). weight matrix of each stakeholder, as presented in Table 4.2. For example, the

qualitative value 10 (that denotes the highest strength) is substituted by the
guantitative weight value 1.

In this step, every group of the participants was asked to construct an individual FCM by
defining the primary variables and determining the weights values of all causal

Step 4: Producing relationships. This process also includes the identification of the decision concept, which
individual FCMs from  is a dependent variable for the problem under investigation. As we aim to analyze the
each group. Brazilian Solar Photovoltaic Energy Sector, the dependent variable was set to be the

“Development of PSE in Brazil”. The procedure that was followed, is described below in
detail, as there is a need to highlight the importance of all the steps taken for the success
of this study.

Step 5: Groups In this step, all individually coded cognitive maps from the three groups were

Aggregation aggregated and an overall group FCM (Collective-FCM) was produced that includes all

producing an Overall ~ the concepts from all individual cognitive maps. This collective FCM represents the

FCM. perception of all the stakeholders and is enriched with the knowledge of all stakeholders
involved.

After the aggregation process, that was based on the weighted average method, the
Collective-FCM was analyzed using the FCMWizard software tool (version 1.0, E.I.
Step 6: Visualization Papageorgiou, Larissa, Greece). Since the tool includes modelling and visualization
of collective FCM. capabilities, a visual representation of the condensed FCM model was created by
FCMWizard, which specifically illustrates the concepts and all the connections between
them. The graphical representation of the collective FCM is presented in section 4.4.1,
where an overview of the FCMWizard tool is presented.

Following the steps defined in Table 4.1, the project was carried out with the help of
researchers of the University of S3o Paulo (USP) and University of Brasilia (UNB) specialized in
the solar photovoltaic energy. Along with other specialized stakeholders (such as specialists from
the National Electric Energy Agency (government) and the Brazilian Solar Energy Association
(professionals)), they were the primary sources of data and information for the development of
this research.

Interviews were conducted individually or with pairs of specialists from the National Electric
Energy Agency (government), the World Wildlife Fund (NGO), Brazilian Solar Energy Association
(professionals), and researchers from the University of Sdo Paulo and Brasilia (specialists). A
workshop was also carried out with a group of eight graduate students at the Institute of Energy
and Environment of the University of Sdo Paulo, IEE/USP, to consolidate the FCMs.

Specifically, a pretest was first carried out with a potential consumer with a business
background, through an individual interview, during which the dynamics of FCMs and the
proposed method were explained. The respondent had trouble defining the primary variables
(concepts) and establishing the exact weights (from -1 to 1) of the causal relations. After proper
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guidance and following the contents of Table 4.2, he managed to develop a potential FCM in the
end.

Table 4.2: Normalizing qualitative (linguistic) to quantitative values for the weighted
interconnections.

Qualitative Opinion Weight Value Qualitative Opinion Weight Value
(Linguistic Values) (Quantitative) (Linguistic Values) (Quantitative)
1 - Extremely low 0.1 6 - Medium high 0.6
2 - Very low 0.2 7 - High 0.7
3 - Low 0.3 8 - Very High 0.8
4 - Medium low 0.4 9 - Extremely high 0.9
5 - Medium 0.5 10 - Highest strength 1

The second FCM was constructed after interviewing a specialist in SPE from the University of
Brasilia (UNB). He responded with great enthusiasm and a consensus was reached for 12
interrelated concepts, establishing at the same time the causal relations and respective weights.

In the next FCM, the proposed method was investigated with the help of a group of SPE
specialists from IEE/USP. In a workshop with eight participants, the dynamics of FCMs and the
proposed method were explained. These specialists identified 13 concepts and established their
connections and weights. In this type of approach (workshop), the most prominent advantage
came from the debate among the participants. Instead of creating individual FCMs, a
collaborative process for scenario planning was suggested where the participants cooperated to
produce a more productive and accurate knowledge in the form of a consolidated FCM. The
weight value for each interconnection is calculated as the average of all values that each
participant gave for the corresponding interconnection, taking into consideration Table 4.2.
However, the FCM achieved by the group of specialists from USP, was not a significant
improvement regarding complexity and robustness in comparison with the others.

The FCMs elaborated from the information of the specialists, and stakeholders were
integrated into a single FCM. Table 4.3 presents the list of the concepts contained in this
collective FCM, with a short description of them. They identified 29 concepts in total and
established the connections and weights among these concepts. Also, they determined the 10
most central concepts (concepts in bold in Table 4.3) in terms of significance in the decision-
making process through scenario analysis. Moreover, the weights of the connections were equal
to the average of the weights established by the specialists and stakeholders.

Table 4.3: List of concepts integrating the collective FCM.

Concept ID Description
Development of solar C1 | Possible evolution of the Photovoltaic Solar Energy Sector in Brazil
photovoltaic energy
Potential generating jobs C2 | Refers to the capacity to create employment.
Market competition C3 | Rivalry between companies selling similar products and services.
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Public knowledge of SPE
Public opinion (ecological
and social consciousness)
Purchase cost
Maintenance costs
Energy demand

Energy availability
Decentralized energy

creation
Government incentives

Private sector involvement

Geographical location

Energy dependence
concerns

ABNT (Brazilian Technical
Standards)

Payback Period
Environmental pollution

Energy price
National production
equipment

Equipment performance
Companies’ qualifications
Professional technical
qualifications

Availability of alternative
energies

Market regulations

Economic situation

Global treaties

Taxation

Political situation
Technological maturity

o

C5

Cé

Cc7

c8

9

Cc10

Cl1

C12

C13

Ci4

C15

Cle6

C17

C18

C19

C20

C21

C22

C23

C24

C25

C26

C27

C28
C29

Society’s understanding and awareness of the functioning and role of PS
energy in energy systems and everyday use.
Public awareness regarding the importance of environmental protection

The price of energy product or services that are available for purchase by
suppliers or consumers.

The expenses incurred to keep an item in good condition or good working
order

The quantity of energy that consumers wish to acquire for a set price in a
market.

The amount of energy from various energy recourses that is available for
consumption

Energy production facilities closer to the site of energy consumption that
allow for more optimal use of renewable energy

They are benefits granted by governments to foster the progress of the
sector (tax exemptions, financing lines, demand creation).

The participation of the private sector in energy projects of the
government.

Geographic location refers to a position of the country on Earth. Defined
by longitude and latitude.

Energy source dependence. Need to diversify the energy matrix.

A private non-profit organization which is responsible for technical
standards in Brazil, and intends to promote technological development in
the country

The length of time required for an investment to recover its initial outlay
in terms of profits or savings.

The addition of any substance or any form of energy to the environment
at a rate faster than it can be dispersed, diluted or decomposed.

The value of the energy expressed in monetary terms.

Production equipment that belongs to a country and its purpose is to
produce goods of a wanted quality when provided with production
resources of a required quality

Effectiveness of output of a given piece of equipment.

Certain requirements or certificates for specific occupational needs.
Associated with how excellent the professionals’ skills are. It means the
attributes and characteristics of a worker.

The amount of energy from alternative energy recourses that is available
for consumption

Government regulations to ensure that markets function effectively and
efficiently.

It is the capacity of an economy to produce goods and services. In Brazil,
the most common proxy used is a Gross domestic product (GDP).

A formal agreement between two or more independent governments
that impact the energy sector (Kyoto Protocol, Montreal Protocol).

Taxes account for a significant share of the final prices consumers pay for
energy and can have a significant impact on consumption and investment
patterns.

The way power is achieved and used in a country

Technological progress or growth
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In this context, a 29-nodes FCM model was produced from the experts/stakeholders and its
adjacency matrix (see Figure 4.2) was created accordingly, including the causal relationships
between the concepts and their weight.
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o 0 o o0 o0 o0 0 O O O O O O O O O o O O O O O O 002 0 0 0 0
05 0 0 0 005 O 0 0 0 O O O O o002 0 O 0 0 O O 0o 0 O 0 O0 o0 o
063 0 O 007 0O O O O O O O O O O O 0025 O 1 007 0 0O O O O 0 O
0% o0 o 0 O O O O 0O O 002 O O O O05 O O O O O O O O 0O 0 0 O
092 o0 0 O O O 0 o 0 O O O O O 008 0O O O O O O O O O O 0 0 oO
o 0 o o0 o0 O 0 0O 0O 0O O O O O 002 0O 0 O 0O O O O O O 0 o0 0 o0
o5 o 0 o0 O O O O0O5 O O O 0088 O O 0025 0 O 0025 0 O O O O 0 O
o 0 o 0 O O 00’ O 0O O O OO O O O -1 0 0O O O O 0075 0 0O 0 O

i 0 0 0O O 0O 0 OoO 0 o0 O O o o o o o o o O o o o0 o o0 O0O 0 0 o0
067075 0 0O 0063 0 O O O 0063 O O 005 002505 0 0O O O 1 0 O O 0 05
05 002 0 0 0 0 0 0 0 O O O O O O 002 1 0 0 0 0 0 O 0 0 o005
03 0 o0 0 O O O O OoO 0O O O O O O O O O O O0O O O O O o 0 o0 o0 o0
075 005 0 0 O O O O 1 0O O O o O O O O O O O O 005 0O 0 O 0 O
s o 0o o 0 O O O O O O O O O o o O O O o o o o o0 o0 o 0 o0 O
063 0 0 0O O 0O 0 0o 0 O O 0025 O O O O O O O O O O O 0O O 0 0 o0
o 0 o o0 o0 o0 o0 O O O O O OO O O O O o 0O O O O O 0075 0 0 O
Q75 0 00> 0 0 0 0 0 0 0o O O O Owo08 0O O O O O O O 105 0 0 0 0
s o 0 o 0 O O O O O O O O O o o O o o0 1 0O 0 O 0 O O0o 0 0 O
0s o 0 O 002 0 0 0 0O O O O O o o0 O O O o O O O 0 O o0 0 0 O
o5 o 0 0 0 O O 0 O 0 O O O O O O O O 005 0O O O O O O O0 0 o
o 0 o o0 o0 o0 0 O o 0 O O O o O O o O o o005 0 O O O O O 0 O

o 0 o o0 o0 o0 0 O O O O O 002 O 0 0O 0O O 0 0 O O O 0O 0O O o0 O
Q7 0 0 0 O 0 0 0 0 002 0 O O 005 0 002 0 0 0 0 0O 0 0 0 o0 0
102 0 0O O O OO5 0O O O0OO5 O O O O 0025 005 O O O O O O O 0 O
02 0 0o 0 O O O O 0o 0 O O O O O O O O O O O O O O o 0 O o0 o0
o 0 0o 0 002 0 0 0 0 0 O O O OO5 0O 005 0 0 0 0 0 0 0 0 o0 o0
02 0 0O O O O O O O 0063 0O O O O O O O O O O O O O 1 0 0 0 O
o 0 o o0 o0 -1 0 0 0O 0 0O O o o o o0 o o0 o0 1 0 0O 0O O 0O 0 O 0 O

Figure 4.2: Adjacency matrix.

4.5 Applying FCMWizard tool for FCM construction and scenario analysis

This section describes the way to construct an FCM model and visualize its results for the
given problem of PSE in Brazil, using the FCM Wizard tool. Moreover, the structural analysis, the
Hebbian-based Learning and the scenario analysis are further described, along with relevant
figures and tables, produced by the tool.

4.5.1 Expert-Based Construction

Without a deeper knowledge of the mathematical foundations of the methodology and
regardless of the type of application domain, users can create new concepts and causal
relationships between them, using influence weights, to design a new model. Users are provided
with the ability to easily design an FCM model by adding new nodes whereas, new directed lines
can be drawn representing the causal relationships between nodes. A green direct relationship
denotes a positive weight and a red inverse relationship denotes a negative weight.

So, the FCM model that was proposed and designed by the stakeholders can be easily
constructed using the FCMWizard tool, as illustrated in Figure 4.3. This consensus FCM model
comprises concepts in the form of nodes (C1, C2, .., C29) and directed lines (green or red) with a
positive or negative weight. Moreover, this FCM model can be directly designed by the
FCMWizard, after properly importing the adjacency matrix (see Figure 4.2), as provided by the
Stakeholders. The weight matrix, as illustrated in the tab “weight matrix” of the tool, is presented

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



134

in Figure 4.4. Each number of this weight matrix represents the causal relationship between the

concepts that are sited in the corresponding row and column of this matrix.

Figure 4.3: Consensus FCM model for PSE in Brazil designed in FCMwizard tool.
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Figure 4.4: Screenshot of weight matrix of the final consensus FCM model produced in

FCMWizard.
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4.5.2 Structural Analysis

This software module encapsulates the ability to calculate various graph theory indices like
the total number of concepts, number of connections, connection-to-concept ratio, outdegree,
indegree, type of variables (receiver, transmitter or ordinary), degree centrality, betweenness
centrality, closeness centrality, complexity ratio, density, and hierarchy index [12]. In Figure 4.5,
a snapshot of the first ten concepts’ graph indices is illustrated. Centrality is considered a
significant index, so that a concept with a high degree of centrality has an important role in the
cognitive map [12, 101]. Centrality is calculated by the sum of the corresponding absolute
indegree and outdegree causal weights [98]. Table 4.4 gathers the two most important indices of
centrality (Degree and Betweenness) for all 29 concepts, as calculated by the tool. As observed
from Figure 4.5 and Table 4.4, the concepts C1, C4, C6, C8, C11, C14, Cl16, C18, C24, and C25
present a higher degree of centrality than the rest of the concepts, so they can have a significant
role on the examined energy system. Complexity, density and hierarchy index too, are among
significant structural indices for analyzing the graphical structure of FCMs.
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[Modes) Graph Indices.
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o
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Complexity 1.0000

-
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Density 02667

Hierarchy index 00407

Figure 4.5: Screenshot of the “Structural Analysis” tab.

Table 4.4: Centrality indices for all concepts, calculated in FCMWizard.
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From the constructed FCM model (Figure 4.3), it emerges that concepts with the most
substantial number of connections are: Public knowledge on SPE (C4), Public opinion (C5), Energy
demand (C8), Government incentives (C11), Private sector involvement (C12), Environmental
pollution (C17), Energy price (C18), and Economic situation (C25). These key concepts are also
directly and strongly connected to the objective concept C1 (development of solar photovoltaic
energy). Hence, in terms of their degree of centrality and connectedness (see Figure 4.5 and Table
4.4), concepts C4, C5, C11, C17, and C18 were chosen by the researchers to become the base of
the scenarios since they can strongly affect the behavior of the system.

4.5.3 Scenario Development

The first established approach in scenario planning is the selection of the most important
concepts (called decision concepts). Among the concepts selected to construct the studied FCM
model (see Table 4.3), five concepts were identified that could well affect the behavior of the
system. These concepts (C4, C5, C11, C17, and C18), given by the programme participants and
implementers, were selected as they were among the concepts with the highest centrality,
having both in/out-degree values, while they are strongly connected with the objective of this
scenario planning, which is the development of PSE (concept C1).

For the purposes of this chapter, three scenarios were developed through plausible
combinations of the aforementioned decision concepts. To check the behavior of the system, a
set of concepts combinations were tested in which the concepts values were activated and
clamped to one. Thus, three scenarios were finally scheduled: “Instability”, “Disastrous” and
“Government Incentives”. The selected scenarios with their concepts are briefly presented in the
following table.

Table 4.5: The key concepts of each scenario.

C18: Energy Price
C4: Public Knowledge on PSE  C11: Government Incentives
C5: Public opinion C17: Environmental pollution
C11: Government Incentives

e Scenario 1 (S1) examines the effects of energy price (C18) in monetary terms.

e Scenario 2 (S2) presents the effects of public knowledge on SPE (C4) in terms of general
awareness of the role and significance of PSE, public opinion (C5) considering the
awareness of the society about the importance of environmental protection, government
incentives (C11) in terms of taxation and financial grants, along with environmental
pollution (C17) in terms of energy substances affecting the environment.

e Scenario 3 (S3) highlights the effects of government incentives (C11) in terms of taxation
and other financial benefits, granted by the government.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



137

The first scenario, namely “Instability”, reflects the recent history of Brazil, in which the
country is undergoing economic and political instability. The current economic crisis in Brazil
began in mid-2014, and this economic crisis was accompanied and intensified by a political crisis
[126]. As a result of these crises, Dilma Rousseff, president of the time, suffered impeachment in
2016. The crisis also generated unemployment, which reached its peak in 2017 [127]. In response,
the price of energy has risen dramatically. Consecutively, the concept “Energy price” was chosen
to be the only concept examined in this scenario and so, its value is clamped to 1.

The “Disastrous” scenario reflects the shortage of electricity in Brazil, the blackouts, as well
as some other environmental disasters, namely Mariana and Brumadinho. Brazil has had to
activate thermoelectric plants regularly, but this backup capacity was insufficient, and rationing
had to be imposed. To avoid another “blackout crisis,” the government decided to create a set
of initiatives to encourage the growth of PSE, through the establishment of subsidized credit lines
and tax exemptions. In 2015 and 2019, the mining dams named Brumadinho and Mariana,
collapsed. Part of the demand for energy migrated to the PSE and the price of electricity provided
by the government decreased. This scenario examines the impact the concepts “Public
knowledge on PSE” and “Government incentives” have on the system dynamics and were
accordingly activated and clamped to 1.

In the third, “Government Incentives” scenario, Government offers financial assistance to
private businesses making investments through the use of economic incentives. Incentives can
include tax abatements, tax revenue sharing, grants, infrastructure assistance, no or low-interest
financing, free land, tax credits, and other financial resources. Thus, there seems to be more
private sector involvement leading to a greater market competition, resulting in an overall energy
price decrease. This could make the public feel more comfortable to consume more energy. In
this scenario, the concept “Government Incentives” was clamped to 1, so the researchers can
estimate through the simulation process the degree this concept affects the examined energy
system.

4.5.4 Scenario analysis/simulation

The simulation process as thoroughly described in section 2.7, involves the FCM-based model
simulation [14] following the scheduled “what-if” scenario analysis. This process can be
performed by the FCMWizard tool after the desired parameters, such as the initial stimulus state
vector, the inference rule’s type, the transfer function, its learning parameter, and the number
of iterations or the convergence step need to be specified and properly defined. Users are also
offered the open/closed lock option to set and keep the value of a concept unchained throughout
iterations, as being “clamped” [87].

In what follows, a detailed example of scenario analysis using FCMWizard is presented to
exhibit in details the process of model simulation. This example is included in the study of [128]
which was published as part of the proceedings book of abstracts in the IEEE-WCCI2020
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conference. In particular, the simulation model for this exemplary case study is part of the full
version of the examined model presented in this chapter. More specifically, this model considers
only 10 out of the 29 concepts assigned by the experts, as the most significant concepts for a
preliminary decision-making analysis. These 10 concepts are C1-“Development of solar
photovoltaic energy”, C2-“Public knowledge of PSE”, C3-“Purchase cost”, C4-“Energy demand”,
C5-“Government incentives”, C6-“Private sector involvement”, C7-“Energy dependence
concerns”, C8-“Payback Period”, C9-“Energy price” and C10-“Economic situation”. The produced
FCM model is illustrated in Figure 4.6, whereas a screenshot of the corresponding adjacency
matrix, as produced by the tool, is depicted in Figure 4.7.

C1:
Development
of solar
photovoltaic

C2: Public
knowledge
of SPE

C7: Energy
dependence
concerns

-0.25

0.5

C3: R
Purchase
cost

C5:
Government
incentives

(&:H
Payback
Period

| Jos

Cc10:
Economic
situation

Figure 4.6: 10-nodes FCM model produced by stakeholders
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Figure 4.7: Screenshot of weight matrix.
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For the examined case, the simulation example is devoted to the investigation of the impact
of concept C5-“Government incentives” on the other concepts and the examined system, too.
The first step of this process deals with the investigation of a baseline scenario, where all the
initial values of concepts are zero. In the next step, a comparison between the results of the
conducted scenarios and those of the baseline scenario is performed. The Table with concepts
values produced in the baseline scenario for all iterations steps, is presented below.

Table 4.6: FCM iterations steps in the baseline scenario

Iterations
Concepts
1 2 3 4 5 6 7 8
C1 05 0.893 0956 0965 0.966 0.966 0.966 0.966 0.966
C2 0.5 0.679 0.720 0.726 0.726 0.726 0.726 0.726 0.726
Cc3 0.5 0.546 0538 0.532 0.529 0.529 0.528 0.528 0.528
C4 0.5 0.679 0.723 0.733 0.735 0.736 0.736 0.736 0.736
Cc5 0.5 0.622 0.651 0.657 0.657 0.659 0.659 0.659 0.659
C6 0.5 0.744 0805 0.818 0.821 0.821 0.822 0.822 0.822
Cc7 05 0.719 0.789 0.806 0.810 0.811 0.811 0.811 0.811
c8 0.5 0.566 0.570 0.57 0.57 0570 0.570 0.570 0.570
Cc9 0.5 0.531 0.512 0.501 0.497 0.496 0.496 0.496 0.496

C10 0.5 0.562 0574 0579 0581 0582 0.583 0.583 0.583

Let us now consider the concept “Government Incentives” (C5) for the considered PSE
problem, and investigate how it affects the other concepts. In the scenario analysis, where this
concept is “activated”, users need to set up the tool by defining various parameters for the
simulation process, such as the inference rule, the transformation function, the Lambda
parameter and either the number of iterations or the convergence step. The screenshot in Figure
4.8 illustrates the options offered by FCMWizard, concerning the parameters configuration for
the simulation process.

#h Model Design 32 Weight Matrix le2 Scenario Analysis E2 Structural Analysis

Concept Initial Values

c1 Cc2 Cc3 Cc4 C5 Ccé c7 cs Cc9 C10

0,00 0,00 0,00 0,00 1 0,00 0,00 0,00 0,00 0,00
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Inference Rules Transformation Functions Lambda Parameter (0.0~10.0)
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Iterations and Convergence step
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Figure 4.8: Screenshot of the Scenario analysis mode by FCM Wizard.
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The produced results of this scenario analysis example, in the form of tables and graphs, are
depicted in Table 4.7, Figure 4.9 and Figure 4.10, and can reveal the variety of functionalities and
capabilities of the FCMWizard tool.

Concept Values Per Heration

C1- Development of

solar photovoltalc
Iteration 0 05 0 5 05 05 03 03778
Iteration 1 0.6401 01545 0.5481 0457 06225 07218 07181 04185 1 04854
Iteration 2 00713 0781 05384 o7 0.6508 0.7055 0.7867 0407 1 0424
Iteration 3 06761 0.7821 05321 0722 06572 08103 05041 04408 1 04861
lterafion 4 0emm2 07s28 05285 07254 0.6588 08133 05085 04388 1 04005
Iteration § 06775 07829 05268 07281 06560 08143 08005 04378 1 04588
Iteration & 00778 07820 05283 07263 0850 08145 05088 nam 1 05
Iteration 7 0382 05283 07284 0.5 08145 05088 04388 1 05

0.0777

leration 8 07820 05283 07234 0850 03145 08008 04368 1 05

Figure 4.9: Screenshot of the Table with concepts’ values for each iteration from FCMwizard.

Table 4.7: Concepts’ values for the examined scenario

c Iterations

oncepts 1 2 3 4 5 6 7 8
c1 0661 0946 0973 0976 0976 0976 0976 0976 0976
c2 05 0672 0713 0721 0722 0722 0722 0722 0722
c3 0347 0.429 0450 0455 0456 0457 0457 0457 0.457
c4 05 0679 0724 0734 0736 0737 0737 0737 0.737
s 1 1 1 1 1 1 1 1 1
c6 0.652 0.822 0.850 0.855 0.855 0.856 0.856 0.856 0.856
c7 05 0719 0789 0806 0810 0811 0811 0812 0812
8 0377 0454 048 0495 05 0502 0502 0502 0.502
9 0438 0.475 0469 0.466 0465 0464 0464 0464 0.464
10 05 0569 058 058 0587 0588 0.588 0588 0.588

v Smulste | @ Clear Smulation | @ Hold Current Simulation

]
x

Figure 4.10: Graphical plot of convergence performed by FCMWizard
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As observed in Table 4.7, the value of the examined concept C5 remains unchanged, while
the final value of concept C1 in the examined scenario has changed compared to that of the
Baseline scenario, after same number of iterations have been completed. Thus, it can be
concluded that concept C5-“Government Incentives” affects the concept C1-“development of
solar photovoltaic energy”. Figure 4.11 illustrates the deviations from the steady state (Baseline
scenario) for all key concepts of the studied PSE problem.

From this exemplary scenario analysis, it is clearly observed that concept C5 has a negative
effect on concepts C2, C3, C8 and C9, whereas a relatively minor positive influence can be seen
on concepts C1, C4, C6 and C7.

%60
C5 activated
%50
%40
%30
%20

%10

% of change

%0
-%10
-%20

involvement

concerns

SPE
C3 - Purchase cost

C1- Development of solar
photovoltaic energy

C2 - Public knowledge of

C4 - Energy demand

C5 - Government incentives

C6 - Private sector

C7 - Energy dependence

C8 - Payback Period

C9 - Energy price

C10 - Economic situation

Figure 4.11: Percentage of change for key concepts when concept C5 is activated.

4.6 Results

For a deeper understanding of the examined problem, such as the concepts behavior, their
relations and the extent to which one concept affects others, an FCM simulation process is
needed. This process entails the multiplication of the input vector with the adjacency matrix, and
in the output vector a transfer function (Equation (2.31)) is applied each time as a threshold
function, until the system reaches a stable state. This study employs the FCMWizard tool to

simulate and analyze the problem [87].

The process of FCM-based simulation is performed by “clamping” the initial value of certain
key concepts each time. This outcome is compared against a baseline scenario where the system
reaches the steady state. After analyzing the deviations of concepts values between the baseline
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steady state and the outcome of the simulation process, researchers can interpret the impact of
the key concepts on the system on a quantitative basis.

Before the simulation process takes place, a baseline scenario needs to be conducted, so in
the next step there will be a comparison between the results of the three scenarios and those
resulting from the state of the model where all the initial values of concepts are zero (baseline
scenario). In Figure 4.12, an exemplary table with the first 20 concepts values in all iterations
steps, regarding the baseline scenario, is presented, while Figure 4.13 depicts the corresponding
graph showing the steady state of every concept comprising this FCM model.

c1 c2 c3 c4 (=] (=13 c7 cs ceo c10 c1 c12 c13 c14 C15 c16 c17 c1s8 c19 c20

05 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05
09925 | 0.7311 07058 06792 07058 04838 06225 07543 06792 07311 0.7191 07667 05927 08442 06225 05659 05622 04073 06514 | 09325
09995 | 08123 07891 07074 07712 03953 06508 08393 0742 08285 | 0.7899 | 08563 06109 09209 06508 05366 @ 05521 0.306 07232 | 098
09997 | 0.8351 08121 07027 07861 03535 | 06572 08618 07616 08519 08068 08788 0617 09343 06572 | 05143 | 0.5415 02627 07481 09854
09998 | 0.8407 08174 06972 0788 0339 06586 08676 07672 08565 08102 08839 06197 0937 06586 | 0.5057 | 0.537 02439 0755 09865
09998 | 0.842 08186 06946 07877 03346 06589 08691 07687 08574 | 0.8108 | 0.8851 06209 09376 06589 05029 05357 02452 07567 | 09867
09998 | 08423 08189 06936 07873 03334 0659 08695 0.7691 08575 | 0.8109 | 0.8853 06213 09377 0659 0.5021 05354 02443 07571 09867
09998 | 08424 08189 06933 07871 0333 0.659 08696 07692 08576 08109 08854 06215 089377 0659 05018 | 0.5354 02441 07572 09867
09998 | 0.8424 08189 06932 0787 03329 | 0659 08696 07692 08576 08109 08854 06215 09377 0659 05017 | 0.5354 0244 07573 | 09867

0.9998 | 0.8424 0.8189 06932 0.787 0.3329 | 0.659 0.8696 0.7692 0.8576 | 0.8109  0.8854 0.6215 0.9377 08659 0.5017 | 0.5354 0.244 0.7573 | 0.9867

Figure 4.12: Screenshot of the FCM iterations steps in the baseline scenario (FCMWizard tool).
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Figure 4 13: Screenshot of the graph regarding concepts’ values in the Baseline scenario.
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As it was reported in the “Scenario Analysis” section, the simulation process started after the
baseline scenario had been performed. Then, scenario analysis performed simulations for the
selected three scenarios (Table 4.5). In this context, scenario 1 (51) was devoted to increasing the
decision concept C18 —“Energy price” by “clamping” it to one. Scenario 2 (S2) studied the effects
of the decision concepts C4—“Public Knowledge on PSE”, C5—“Public opinion”, Cl11—
“Government Incentives” and C17—“Environmental pollution” by clamping the values of these
concepts to one. In the end, Scenario 3 (S3) investigated how the increase of decision concept
C11—“Government Incentives” affects the examined system, when “clamping” its values to one.
The results for scenario analysis are illustrated in the following figures. The results are interpreted
by comparing the relative change between this baseline scenario and the new steady state.

Let us now consider the Scenario S3, that concept “Government Incentives” (C11) is activated
for the considered PSE problem, and the process of how this concept affects the other concepts
needs to be investigated. For performing the scenario analysis, a number of parameters need to
be defined such as the inference rule, the transformation function, Lambda parameter, and
either the number of iterations or the convergence step. All these simulation options and learning
parameters are offered by the tool. In particular, it supports three FCM inference rules, four
threshold functions, besides the possibility of customizing other parameters too [101].

In Figure 4.14, a screenshot of the options provided by “FCMWizard” is provided, regarding
the parameters’ configuration for the simulation process. Specifically, the initial value of the
concept Cl1l was clamped to 1, the Modified Kosko’s activation rule and the Sigmoid
transformation function were selected, as well as the Lambda parameter and the convergence
step were setto 1 and 0.0001 respectively. The produced values for every concept of this scenario
analysis example are depicted in Table 4.8 and Figure 4.15, as follows.

Concept Inifial Values

c1 for] c3 c4 cs cé cr ce cs ci0 c1 C12 c12 c14

0,00 0,00 0,00 0,00 0,00 0.00 0,00 0,00 0,00 0,00 1 0,00 0,00 0,00

-0 -0 -3 -0 -3 -3 -3 -0 -8 -a|-0)-0 -0 -0

Inference Rules Transformation Functions Lambda Parameter (0.0~10.0)
Medified Kosko's Activation Rule v Sigmoid v 1

Iterations and Convergence step

0 ®  0,0001

Figure 4.14: Screenshot of the Scenario analysis mode by FCM Wizard.
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Table 4.8: Table with concepts’ values for each iteration, produced from FCMwizard.

Runs C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 Cl11
Iteration0  0.661 0.679 0.5 0.5 0.5 0.347 0.5 0.5 0.5 0.5 1
Iteration1  0.996 0.825 0.713 0.672 0.705 0.341 0.622 0.759 0.679 0.731 1
Iteration2  0.999 0.854 0.793 0.700 0.770 0.306 0.650 0.840 0.742 0.828 1
Iteration3  0.999 0.861 0813 0.698 0.785 0.297 0.657 0.862 0.761 0.851 1
Iteration4  0.999 0.862 0.818 0.694 0.787 0.296 0.658 0.867 0.767 0.856 1
Iteration5  0.999 0.862 0.819 0.692 0.787 0.296 0.658 0.869 0.768 0.857 1
Iteration6  0.999 0.862 0819 069 0.787 0.296 0.659 0.869 0.769 0.857 1
Iteration7  0.999 0.862 0819 0.691 0.786 0.296 0.659 0.869 0.769 0.857 1
Iteration8  0.999 0.862 0819 0.691 0.786 0.296 0.659 0.869 0.769 0.857 1
Iteration9  0.999 0.862 0819 0691 0.786 0.296 0.659 0.869 0.769 0.857 1

& Model Design

2 Weight Matrix

+ Simulate i Clear Simulation

10

1 Seenario Analysis

& Hold Current Simulation

EE Structural Analysis

Figure 4.15: Graphical plot of convergence performed by FCMWizard.

Figures 4.16, 4.17 and 4.18 illustrate separately the outcomes of the three scenarios
performed (S1, S2 and S3 respectively) for each concept whereas, Figure 4.19 gathers all the
outcomes after the three scenarios were performed with respect to the percentage of change
(deviations from the steady state). Thus, through the analysis and further interpretation of the
results produced for the examined renewable energy system scenario, policy makers will be
allowed to select the right strategies in this direction. Negative values mean that the concepts
have negative acceleration, whereas positive values imply that the concepts have positive
acceleration. Worth mentioning is the fact that a negative change in the value of development
of solar energy (C1) is regarded as a deceleration in deployment and diffusion of solar energy
compared to the current state.
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Figure 4.16: Percentage of change (deviation) for all key concepts when concept C18 is

activated (S1).
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Figure 4.17: Percentage of change (deviation) for all key concepts when concepts C4, C5, C11,

and C17 are activated (S2).
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Figure 4.18: Percentage of change (deviation) for all key concepts when concept C11 is

activated (S3).
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Figure 4.19: Scenario Analysis graph that illustrates the deviations for all key concepts,

compared to the initial steady-state (baseline scenario).

The end goal of the examined case study was set to be the development of solar photovoltaic

energy sector in Brazil, which is represented by the concept C1. Therefore, the scenario analysis
mainly focuses on the impact that the decision concepts have on this output concept C1-
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“Development of solar photovoltaic energy”, which is considered by the researchers as the main
objective of this project.

Accordingly, the deviations for this concept (C1) are properly calculated after performing all
three different scenarios. The results regarding the deviations of concept C1, compared to the
initial state, after the three scenarios were performed, are depicted in Figure 4.20. It is observed
that C1 is the most affected output concept when the third scenario (S3) is performed.
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%2
%1
%1
%1
%1
%1
%0
%0
%0

% of change

energy

y—
S
=
<
@
IS
S
°
©
>
o
[a)]
-
(@]

solar photovoltaic

Figure 4.20: Decision concept C1 percentage of change, compared to the initial steady-state.

4.7 Discussion of Results

The problem of Brazilian PSE sector development is tackled with the FCMs methodology using
FCMWizard’s powerful simulation environment for policy making in the renewable energy
domain. Users have the ability to form certain scenarios with the help of energy specialists and
stakeholders from the specific domain and conduct simulations in order to observe how the
examined system responds to changes of certain concepts values. Casting a thorough look on the
results presented in the figures above (Figures 4.16, 4.17 and 4.18), certain conclusions can
emerge for each scenario conducted.

The overall observations that were drawn from the figures above, focus on the following
points:

e Considering the first conducted scenario (S1) and the “clamped” decision concept C18—
“Energy price”, the final values of decision concepts C1, C4, C13, C16, C24, and C25 have
changed (increased or decreased) compared to those of the baseline scenario, for the
same number of iterations. Thus, it can be concluded that concept C18 —“Energy price”
mainly affects positively decision concepts C1, C4, C13, and C24, whereas concepts C16
and C25 are negatively affected.

e Following the same direction, the results of scenario S2 (see Figure 4.17) reveal that an
overall increase in decision concepts C4, C5, C11, and C17 leads to a slight increase in the
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values of most concepts, while concepts C1, C2, C12, C22, and C25 seem to be positively
affected to a greater extent. On the other hand, there is a noteworthy decrease in the
final values of concepts C6, C16, C18, and C19.

e Inthe case of the third scenario and the clamped concept C11—“Government Incentives”,
the increase of its value is directly connected to an increase of the values of key concepts
C2, C12, C13, C24, and C29. On the contrary, concept C11 affects inverse concepts C6,
C16, C18, and C19.

e The participant concepts of Scenarios S1 and S2 have a significant positive impact on
decision concept C1, which is the main outcome of this study, whereas Scenario 3 does
not present any impact on that concept.

e When concept C11—“Government Incentives” is combined with other concepts, as
participant concepts of the same scenario (S2), then it contributes to the increase of the
decision concept C1 and the overall change of the examined system’s state. When it
performs individually, as a single concept of Scenario S3, then no impact on concept C1-
“Development on PSE” and the overall system status are noticed.

Focusing on the first scenario (S1), the outcomes showed that an increase in energy price led
people to seek new energy sources alternatives and thus, energy demand was decreased, while
public awareness of the SPE was increased, given that the payback period decreased.
Furthermore, since the companies might have identified a very turbulent and disadvantageous
market to exploit, a reduction in the private sector involvement is observed. Without the
participation of the private sector, the purchase cost increased.

The conclusions for the second scenario (S2) are briefly presented as follows. Since
environmental pollution has sharpened people’s ecological awareness and knowledge on PSE,
the Brazilian government creates various initiatives and programs to foster the growth of this
sector, reducing the payback time of the investment. Part of the demand for energy migrated to
the PSE and the price of electricity provided by the government, decreased. The purchase cost
decreased accordingly.

In response to the third scenario (S3), where government incentives are considered,
economic incentives and other financial resources, given by the government, can possibly cause
a significant increase in private sector involvement and greater competition in the PSE market,
resulting in a bigger employment capacity. A decrease in energy price is possible and
consequently, the country’s own inhabitants will feel more confident to consume more energy
in their daily life.

Considering the key concepts of the three conducted scenarios, it emerges that government
incentives are mostly able to change the stability of Brazil’'s Renewable Energy system. After a
critical overview of the overall results, it is unlikely the PSE sector develops much, unless there
are noteworthy political and economic changes in the status of the country. Moreover, the FCM-
based simulation process has shown that Brazil’s PSE development is dependent on economic
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parameters such as the incentives given by the government and is influenced by uncertain factors
like public ecological awareness. In addition, the penetration of the private sector in the PSE can
affect the dynamics of the system as well as have an impact on the everyday life of Brazilian
citizens.

The conducted scenarios highlight the system’s uncertainty and show to the policy makers
how they can develop effective strategies for creating a more robust system that is free from
possible future instabilities. The tool settings that are offered, can help users to conduct further
scenarios and try different configurations by activating different variables, individually or in a set,
as well as by changing the weighted interconnections among them, in order to see how the model
reacts in different circumstances.

4.8 Concluding remarks

This chapter explores the contribution of the Fuzzy Cognitive Map methodology by means of
an efficient simulation tool called FCMWizard. This software has been developed to implement
certain tasks such as modeling experts’ knowledge, learning and simulating FCM-based complex
systems, in participatory domains. The basic idea behind this effort was to provide experts,
stakeholders or both, that belong to various scientific areas, with a free under request, user-
friendly and flexible, as regards the number of variables and weights, tool, which can be used
anytime and in any discipline or domain without time or memory restrictions. This efficient
software that uses certain learning algorithms, offers to users the ability to easily and intuitively
design models for a wide range of problems, as well as perform scenario planning for making
strategic decisions and policy making in a simple, user-friendly environment, without any
computational cost.

The innovation in this work is based on the fact that, decision-makers can apply the Fuzzy
Cognitive Map technique along with the proposed software tool to model experts’ and
stakeholders’ perceptions and further conduct different scenarios implemented by the
FCMWizard tool. In this context, policy-making can be carried out in various domains and with
different configurations of the tool, regarding the type of inference rules, the number of
variables, and the weights values or concepts selection in the scenario planning, thus highlighting
the generic applicability and usefulness of the new tool.

To show the functionalities and examine the performance of this flexible and interactive web-
based software, a case study was elaborately investigated concerning the development of Brazil’s
Photovoltaic Solar energy sector and a relevant scenario analysis was conducted. The main
outcomes of this research can surely assist regulatory authorities of Renewable Energy in
deciding about efficient strategies with respect to optimal exploitation of the PSE sector and
Brazil’s overall socio-economic growth.
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Chapter 5

Demand Forecasting Using Fuzzy Methods

5.1 Introduction

Demand forecasting has been a highly important and dynamic research domain, having wide
applicability to many diverse scientific fields, ranging from ecological modeling to energy [49],
finance [50], tourism [51], and electricity load [52]. A summary of applications regarding
forecasting in various areas can be found in a plethora of review papers published in the relevant
literature [129-133]. To Energy, demand forecasting has a vital role in terms of supply and
demand management for private companies and governments [134]. Especially in the last
decades, there has been a remarkable increase in energy consumption all over the world due to
the increasing technological advancements and the rapid global population growth. For this
reason, the need for energy demand management became crucial for achieving economic
success, thus resulting in self-sufficiency and economic development [135]. Accordingly, energy
consumption forecasting is essential, as it predicates an energy efficient policy, optimization of
usage and energy supplies optimum management. Even though a variety of methods have been
investigated for energy demand forecasting, this is not an easy task, as it is affected by uncertain
exogenous factors such as weather, technological development and government policies [136].

Among all energy resources, Natural Gas (NG) has particularly received the largest increase
in consumption lately [137], mostly due to its popularity as a clean energy source, with respect
to environmental concerns. This energy source is characterized by low-level emissions of
greenhouse gases in comparison with other non-renewable energy sources [48, 138] and is
considered as the cleanest-burning fossil fuel [139]. One fifth of the world’s primary energy
demand is covered by NG [48] and is linked to industrial production, transportation, health,
agricultural output and household use. Natural gas demand seems to increase considerably due
to several socio-economic and political reasons, while price and environmental concerns are
significant regulatory factors affecting natural gas demand. Therefore, the prediction of natural
gas consumption, as a time series forecasting problem, is becoming important in contemporary
energy systems, allowing energy policymakers to apply effective strategies in order to guarantee
sufficient natural gas supplies.
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5.2 Related Research Work in Energy Domain

So far, many research papers have tried to give a clear insight regarding energy forecasting
by suggesting models for predicting energy consumption. Various models have also been
proposed in the field of NG forecasting, as a non-renewable source of energy. A summary of both
energy and NG consumption forecasting regarding prediction methods, input variables used for
modelling, as well prediction area, can be found in many review papers in the relevant literature.
For example, and as far as NG forecasting is concerned, there is a thorough literature survey of
published papers [48, 138, 140] that classifies various models and techniques that have been
recently applied in. There has been also an attempt by researchers to classify all models applied
in this area according to their performance characteristics, as well as to offer some future
research directions. The models presented, were developed by researchers with the aim to
predict NG consumption on hourly, daily, weekly, monthly or yearly basis with an acceptable
degree of accuracy. Overall, the current section encapsulates the related literature that regards
the application of traditional Al techniques along with soft computing methods such as neural
networks, fuzzy logic and other hybrid methods developed, to predict the energy consumption
with a particular focus on NG demand.

5.2.1 Alin Energy Demand Forecasting

ANN, Genetic Algorithm (GA) and fuzzy inference systems (FIS), as Artificial Intelligence (Al)
techniques, are among those methods that are often used in energy domain and specifically for
energy demand forecasting, due to their high flexibility, reasonable estimation and prediction
ability. From the relevant literature, there have been several attempts in energy forecasting by
ANN, like those in [141-143]. ANN has been applied to forecast electric energy consumption in
Saudi Arabia [144], energy consumption of a passive solar building [145], energy consumption of
the Canadian residential sector [146], the peak load of Taiwan [147], while ANNs have been
further explored in [148-150] for short-term load forecasting. An Abductive network machine
learning for predicting monthly electric energy consumption in domestic sector of Eastern Saudi
Arabia was proposed in [151]. Moreover, Support Vector Machines (SVMs) and Genetic
Algorithms (GA) were explored in [141, 152] to predict electricity load. In [153], SVMs coupled
with empirical mode decomposition were used to perform long term load forecasting. GAs have
been used in [154] to estimate Turkey’s energy demand and electricity demand in industrial
sector, respectively. In addition, Azadeh et al. have proposed the integration of GAs and ANNs to
estimate and predict electrical energy consumption [155]. A number of literature reviews have
also been performed regarding various energy fields. For example, in [156] a review of the
conventional methods and Al methods for electricity consumption forecasting is provided, while
in [157] the strengths, shortcomings, and purpose of numerous Al-based approaches in the
energy consumption forecasting of urban and rural-level buildings are discussed. In [158], a
review about conventional models, including time series models, regression models and gray
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models has been conducted with respect to energy consumption forecasting. Moreover, an
overview of Al methods in short term electric load forecasting area have been discussed in [159].

5.2.2 Al applied in Natural Gas consumption forecasting

On the other hand, there are many studies where different Al methods like Neural Networks,
Neuro-Fuzzy and other ANN topologies have been investigated and applied in NG demand
forecasting [160—167]. In this context, ANNs have been extensively used in [162, 165, 167-172]
to investigate short-term NG forecasts, while in [164], different types of ANN algorithm were
explored to forecast gas consumption for residential and commercial consumers in Istanbul,
Turkey. ANN was also used in [173] for daily and weekly prediction of NG consumption of Siber,
using historical temperature and NG consumption data, in [174] for NG output prediction of USA
until 2020, as well as in [175] for prediction of NG consumption and production in China from
2008 to 2015, applying the grey theory along with NNs. Furthermore, a combination of ANNs was
applied in [162, 163] for the prediction of NG consumption at a citywide distribution level.

More recent studies present numerous techniques for NG demand forecasting, including
computational intelligence-based models (ANNs), fuzzy logic and support vector machines [47,
176-178]. In this sense, a combination of recurrent neural network and linear regression model
is used in [179] to generate forecasts for future gas demand, whereas a Multi Layered Perceptron
(MLP) neural network was deployed in [180] to estimate the next day gas consumption. A day-
ahead forecast was also examined in [181] by developing a Functional AutoRegressive model with
eXogenous variables (FARX). Moreover, machine learning tools such as Multiple Linear
Regression (MLR), ANN and Support Vector Regression (SVR) were devised in [182] to project NG
consumption in the province of Istanbul, as well as in [179] to forecast the residential NG demand
in the city of Ljubljana, Slovenia. When considering Al methods, self-adapting intelligent grey
models were also deployed for forecasting NG demand, as in [183].

Regarding neural network algorithms, the multilayer perceptron and the radial basis function
network with different activation functions were trained and tested in [168—170], while the
authors in [171] used a multilayer perceptron algorithm for neural network and compared this
model with two timeseries models. In addition, Taspinar et al. explored daily gas consumption
forecasting through different methods including the seasonal autoregressive integrated moving
average model with exogenous inputs (SARIMAX), multi-layer perceptron ANN (ANN-MLP), ANN
with Radial Basis Functions (ANN-RBF), and multivariate Ordinary Least Squares (OLS) [169].
Different sets of Al methods were also implemented in the following studies regarding NG
consumption. ANN with linear regression models were used in [184] for daily prediction, while
ANN and Fuzzy ANN models were investigated in [185] regarding consumption in a certain region
of Poland. Finally, it is worth mentioning that there has been a similar research in [47], which
proposes the hybrid wavelet-ANFIS/NN model to compute day-ahead forecasts for 40
distribution nodes in the national NG system of Greece.
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5.2.3 ANFIS in Energy Consumption Forecasting

There are plenty of works in the relevant literature regarding the application of the ANFIS
model in forecasting energy consumption. As regards the electricity domain, ANFIS model was
applied to forecast annual regional load in Taiwan [186] and annual demand in Turkey [187]. In
both cases, the results were good and the ANFIS model performed better than regression, neural
network and fuzzy hybrid systems. ANFIS was also used in [188] for short term electricity demand
forecasting, using weekly electricity load data, as well as in [155], to estimate possible
improvement of electricity consumption. Also, for electricity loads forecasting, ANFIS was used
in [189] to highlight its superiority to ANN model, while it was furthermore applied in the field of
transportation, forecasting the corresponding energy demand for the years 2010 to 2030, in the
country of Jordan, revealing the efficiency of the examined model. Another study regarding the
energy domain, where the ANFIS model was applied, is that of [190]. A long-term prediction of
oil consumption is studied, which further examines the interrelationship between oil
consumption and economic growth in Turkey, for the years 2012 to 2030.

5.2.4 ANFIS applied in Natural Gas Consumption Forecasting

Casting a view on the literature that refers to NG consumption forecast, only one study that
devises solely an ANFIS model was found. Specifically, ANFIS was used in [191] to estimate the
daily NG demand in Iran, which actually used an extremely small dataset of historical data for
both testing and training (December 2007 —June 2008). Models trained on a small dataset attend
to overfit, which results in high variance and very high error on a test set, producing inaccurate
results. In this case, the predicting error decreases monotonically with the size of training set.
The rest of the studies deal with approaches that combine ANFIS with other methods. For
example in [168], statistical time series analysis along with ANN and ANFIS methods are applied
in order to predict weekly NG consumption in Turkey. Moreover, an ANFIS-Fuzzy Data
Envelopment Analysis (FDEA) was developed in [192] for long-term NG consumption forecasting
and analysis. In this study, 104 ANFIS were constructed and tested and 6 models were proposed
to forecast annual NG consumption. The same approach was proposed in [191] for accurate gas
consumption estimation. 3 patterns of the hybrid ARIMA-ANFIS model were tested in [135], to
predict the annual energy consumption in Iran, using a set of data like population, GDP, export
and import. Finally, a hybrid model of adaptive neuro fuzzy inference system and computer
simulation for the prediction of NG consumption, was developed in [193].

5.2.5 FCMs in Energy and Natural Gas Consumption Forecasting

Other soft computing techniques, like evolutionary FCMs, have also been applied for
modeling and prediction of time series problems. The dynamic modeling structure of FCMs
inheriting the learning capabilities of recurrent neural networks, works properly for modeling and
time series prediction. Regarding the task of multivariate time series prediction, Froelich and
Salmeron proposed a nonlinear predictive model based on evolutionary algorithm for learning
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fuzzy grey cognitive maps [194], while Papageorgiou et al. [195] and Poczeta et al. [196] applied
a new type of evolutionary FCMs enhanced with the Structure Optimization Genetic Algorithm
(SOGA) in energy for electricity load forecasting. Through the SOGA algorithm, an FCM model can
automatically be constructed by taking into consideration any available historical data. A two-
stage prediction model for multivariate time series prediction, based on the efficient capabilities
of evolutionary FCMs and enhanced by structure optimization algorithms and ANNs, was
introduced in [197]. In the first stage of the prediction model, SOGA-FCM was applied for
selecting the most significant concepts and defining the relationships between them. Next, that
model was fed into the second stage to define the initial features and weights of the training
ANN. This generic prediction approach was applied in four common prediction problems, one of
them dealt with electric power consumption.

In [198], Poczeta and Papageorgiou conducted a preliminary study on implementing FCMs
with ANNs for NG prediction, showing for first time the capabilities of evolutionary FCMs in this
domain. Furthermore, the research team in [53] recently contacted a study for time series
analysis devoted to NG demand prediction in three Greek cities, implementing an efficient
ensemble forecasting approach through combining ANN, Real Coded Genetic Algorithm (RCGA)-
FCM, SOGA-FCM, and hybrid FCM-ANN. In this research study the advantageous features of
intelligent methods through an ensemble to multivariate time series prediction in NG demand
forecasting are emerged.

5.3 Case Study and Dataset: Natural gas Demand

The dataset covers ten different prediction datasets of historical data referring to ten cities
all over Greece (Alexandroupoli, Athens, Drama, Karditsa, Larissa, Markopoulo, Serres,
Thessaloniki, Trikala and Volos) and was linked to the values of gas demand for eight (8) previous
years, in total. It should be mentioned that the time period for each dataset (city) is not the same
in duration and does not correspond to the same years of data with all the other datasets
collected. Table 5.1 depicts the duration in years that is linked to each dataset collected and used
in this case study. The historical datasets for 15 Greek cities were initially provided by NG Grid
company of Greece, DESFA, which is responsible for the operation, management, exploitation
and development of the Greek NG system and its interconnections. However, after a thorough
review of the available datasets, only 10 out of 15 cities was decided to be included in the case
study, since these datasets contained less outliers and missing values than the rest 5 datasets
that were finally rejected, for data consistency purposes. For the datasets that were finally
included in this work, a preliminary preprocessing phase was performed, where the insignificant
outliers were removed, and any missing values were substituted with the average real value of
the previous two days demand. The real data that have been used for ANFIS modeling,
performance evaluation and comparison with other popular forecasting methods, were then split
into training and testing samples. For all cities, the last year of each dataset (from November
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2017 up to October 2018) was devoted to testing, whereas the rest of the years were used for
training the developed ANFIS model.

Table 5.1: Time Period referred to each time-series dataset for all cities

Time period of the Time period of the

City examined data City examined data
Alexandroupoli 2/2013 -10/2018 Markopoulo 3/2010 - 10/2018
Athens 3/2010 - 10/2018 Serres 6/2013 - 10/2018
Drama 9/2011 - 10/2018 Thessaloniki 3/2012 - 10/2018
Karditsa 5/2014 - 10/2018 Trikala 9/2012 - 10/2018
Larissa 3/2010 - 10/2018 Volos 3/2010 - 10/2018

In order to properly forecast day-ahead NG consumption demand for Greece, proper number
and type of input parameters should be selected. Therefore, five factors have been carefully
considered as input parameters and the amount of one day ahead NG consumption demand of
each distribution point, as the output parameter. The prediction model is based on observations
of past NG consumption, weather data, and calendar indicators, which are all among the most
important input variables for prediction of NG consumption [140]. In particular, the dataset
contains historical data of NG consumption of each city’s distribution point, the daily average
temperature of the area in Celsius degrees, a month indicator and a day indicator. As regards the
previous NG consumption data, these are linked to two different input variables: demand of a
day before and current day demand. The temperature data are obtained by the nearest to the
distribution gas point meteorological station. Concerning the calendar indicators (month and
day), they need to undergo certain data form preprocessing before their use. Specifically, two
different input indicators need to be considered for each one of the two variables. That is,
k=1,2,...,12 as month index (1-January, 2-February,...,12-December) and I=1,2,..,7 as day index (1-
Monday, 2-Tuesday, ...7-Sunday). Following the coding procedure as presented in [199], the
index for month is scaled to the range [1/12, 1] in which the months of the year from January to
December take successive values of the scaled index. That is, January has the value of 1/12 and
December the value of 1. Similarly, the days of the week take successive values in the scaled
range [1/7, 1], in which Monday and Sunday take the values of 1/7 and 1, respectively. All these
parameters who constitute actual recorded data are briefly presented in Table 5.2.

Table 5.2: Input and Output parameters

TYPE PARAMETER UNIT
INPUT demand of a day before MWh
INPUT current day demand MWh
INPUT daily average temperature Celsius degrees
INPUT Month indicator k=1/12, 2/12, ..., 1
INPUT Day indicator 1=1/7,2/7, ..., 1
OUTPUT A day ahead NG demand MWh
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All data that compose the investigated dataset have undergone a normalization process. This
was necessary because all entries need to have the same, limited range of values so the model
produces meaningful results.

The algorithm that was used for data normalization is the Min-Max, which scales the values
of the dataset linearly over a specific range. As described in previous works [53], each variable is
normalized in the range [0, 1] before the forecasting model is applied. The normalized variable is
taking again its original value when the testing phase is implemented. Data normalization is
carried out mathematically, as follows:

(new) __ Xi—X (min)

i - x(max) _ y(min)’

vi=1,2,..,N (5.1)

X

where, x(™") is the normalized value of the variable x, x™™ and x (™) are respectively, the
minimum and maximum values of the concerned variable x.

The features gathered and used in this chapter for the FCM model construction were
adequate as well as properly selected following the relevant literature regarding the prediction
of natural gas consumption. In particular, from a recent literature review [140], past gas
consumption combined with meteorological data (especially temperature) are the most common
input variables for prediction of natural gas consumption. Another recent study [47] has used
past consumption, temperature, months and days of week, while in [191], day of week and
demand of the same day in previous year were used as input variables for NG forecasting. Hence,
the selection of the specific features for the purposes of this chapter is in line with the practices
described in the reported literature, and sufficient to predict the consumption of the examined
energy domain.
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5.4 Methods

5.4.1 Ensemble forecasting method

Prior to the presentation of the proposed ensemble of methods, the popular and efficient
FCM-based evolutionary approaches for forecasting, called RCGA and SOGA, are presented in this
section along with their hybrid combination with ANNs, (SOGA FCM-ANN), and the popular ANN
architecture, as well. Also, the two most popular and commonly used ensemble methods, the
AVG and the EB methods, are both described below, as they are applied to the ensemble
forecasts to improve the prediction accuracy.

54.1.1 Individual forecasting methods based on FCMs and ANNs

Evolutionary algorithms are popular techniques for FCMs learning. In this section, we explore
two effective techniques: Real-Coded Genetic Algorithm (RCGA) [54] and Structure Optimization
Genetic Algorithm (SOGA) [197].

e Real Coded Genetic Algorithm (RCGA)
The RCGA algorithm defines individual in the population as follows [54]:
, T
w' = [Wl'z, W1'3, W1'4, ey Wj,i' ey WTl,Tl—l] (52)
where, w; ; is the weight of the relationship between the j-th concept and the i-th concept.

Individual in the population is evaluated with the use of a fitness function based on data error
[196]:

1
it MSE..(1)) = 5.3
where, a is a parameter, [ is the number of generation, [ = 1, ..., L, L is the maximum number of
generations, p is the number of individual,p = 1, ..., P, P is the population size and MSE, (1)
is the data error, described as follows:

Nir

1
MSEtT(l) = N_Z etz (5-4)
tr

t=1

where, t =1, ..., Ny, Ngp is the number of training records and e; is the one-step ahead
prediction error at the t-th iteration, described as follows:

e =Z(t) — X(t) (5.5)

where, X(t) is the predicted value of the output concept and Z(t) is the desired value of the
output concept.

When the maximum number of generations L is reached, or the condition (5.6) is met, which
means that the learning process is successful, then the RCGA stops.
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fitness,(MSE.(1)) > fitness,ax (5.6)

where, fitnessp(MSEtr(l)) is the fitness function value for the best individual and fitness,,
is a parameter.

e Structure Optimization Genetic Algorithm (SOGA)

The SOGA algorithm is an extension of the RCGA algorithm [195, 196] that allows the decision-
maker to determine the most significant concepts and the relationships between them.

Individual is evaluated based on the fithess function based on new data error, described as
follows [196]:

n n
MSE',.(1) = MSE,.(1) + b, n—;MSEtr(l) + b, fMSEtr(l) (5.7)

where, by, b, are the parameters of the fitness function, n, is the number of the non-zero
relationships, n. is the number of the concepts in the analyzed model, n is the number of all
possible concepts, [ is the number of generation, [ = 1,...,L, L is the maximum number of
generations.

The fitness function that follows (5.8), calculates the quality of each population.

fitness,(MSE'. (1)) = (5.8)

aMSE',.(D) + 1
where, a is an experimentally defined parameter, p is the number of the individual, p =
1, ..., P, P is the population size and MSE'.,.(1) is the new error measure.

A less complex time series prediction model could be constructed by removing the redundant
concepts and connections between them with the use of a binary vector C and the proposed
error function.

The algorithmic steps of the learning and analysis of the FCM in modeling prediction systems
with the use of population-based algorithms (SOGA and RCGA) were analytically presented in
[197].

For the experiments, the evolutionary operators, a) ranking selection, b) uniform crossover,
and c¢) random mutation were used [200, 201]. An elite strategy selection was additionally
applied, while a probability of crossover Pc and mutation Pm was assigned to each population.

e Artificial Neural Networks

An artificial neural network (ANN) is a collection of artificial neurons organized in the form of
layers. Neurons are connected by weighted connections to form a NN. The most widely used
ANNSs in time series prediction are the multilayer perceptrons with an input layer, an output layer,
and a single hidden layer that lies between the input and output layer. The most common
structure is an ANN that uses one or two hidden layers, since a feed-forward neural network with
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one hidden layer is able to approximate any continuous function. Supervised learning algorithms
and historical data can be used for the learning process of ANNs. The output of each neuron can
be calculated based on the following formula:

X(t) = F zxj(t) ‘W + b (5.9)
=1

where, X;(t) is the value of the j-th input signal, t = 1, ..., N¢,, N is the number of training
records, w; is the synaptic weight, m is the number of input signals, b is the bias and F is the
sigmoid activation function. Training a neural network needs the values of the connection
weights and the biases of the neurons to be determined. There are many neural network learning
algorithms. The most popular algorithm for ANN learning is the back-propagation method. In this
learning method, the weights change their values according to the learning records, until one
epoch (an entire learning dataset) is reached. The aim of this method is to minimize the error
function, described as follows:

Nir

1
MSE,. (D) = N Zetz (5.10)
tr

t=1

where, t = 1, ..., N¢p, N¢p- is the number of training records, [ isthe number of epoch, [ = 1, ..., L,
L is the maximum number of epochs and e; is the one-step ahead prediction error at the t-th
iteration which is equal to:

e, =Z(t) — X(t) (5.11)
where, X (t) is the output value of the ANN and Z(t) is the desired value.

The modification of the weights in the back-propagation algorithm can be calculated by the
formula:

o/())
dwy; (1)

where, Awkj(l) is a change of the weight wy; at the I-th epoch, y is a learning coefficient.

Ay, (D = -y (5.12)

Back propagation algorithm with momentum modifies the weights according to the formula:

aJ(D)

Ay, (D = —VW +

ad,, (1 1) (5.13)

where, a is a momentum parameter.
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e Hybrid approach based on FCMs, SOGA and ANNs

The hybrid approach for time series prediction is based on FCMs, the SOGA algorithm, and
ANNSs [54]. This approach consists of two stages:

1. Construction of the FCM model based on the SOGA algorithm to reduce the concepts that
have no significant influence on data error.

2. Considering the selected concepts (data attributes) as the inputs for the ANN and ANN
learning with the use of backpropagation method with momentum.

This hybrid structure allows the decision-maker to select the most significant concepts for an
FCM model using the SOGA algorithm. These concepts are used as inputs for the ANN model.
Such a hybrid approach aims to find the most accurate model for time series prediction problems.

54.1.2 Forecasting aggregation methods

The most intuitive and popular way of forecasts aggregation is to linearly combine the
constituent forecasts [202]. There are various methods proposed in literature for selecting the
combining weights [203]. The most popular and widely used ensemble methods are the error-
based and the simple average [204]. The easiest among them is the simple average in which all
forecasts are weighted equally, often remarkably improving overall forecasting accuracy [204].

Considering that Y = [y, V5, V3, ..., yn]" is the actual out-of-sample testing dataset of a time
Siooi

~ T
series and Y! = |1, V3, ...,37,‘1] is the forecast for the i;;, model, the linear combination of n
forecasts is produced by [205]:

n
e =wid + w3+ wp = Z widl,  vk=1,2,..,N (5.14)
i=1

Hereby, the analysis is based on these most popular ensemble methods. A brief discussion
follows for each one.

e The simple average (AVG) method [204] is an unambiguous technique which assigns the same
weight to each single forecast. Based on empirical studies in the literature, it has been
observed that the AVG method is robust and able to generate reliable predictions while it can
be characterized as remarkably accurate and impartial. Being applied in a number of models,
with respect to effectiveness, the AVG improved the average accuracy when increasing the
number of combined single methods [204]. Comparing the referent method with the
weighted combination techniques, in terms of forecasting performance, the researchers in
[206] concluded that a simple average combination may be more robust than weighted
average combinations. In the simple average combination, the weights can be specified as
follows:

1
wi=—, Vi= 1,2,..,n (5.15)
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e The Error Based (EB) method [207] consists of component forecasts which are given weights
that are inversely proportional to their in-sample forecasting errors. For instance, researchers
may give a higher weight to a model with lower error, while they may assign a less weight
value to a model that presents more error, respectively. Most of the cases, the forecasting
error is calculated using total absolute error statistic, such as the Sum of Squared Error (SSE)
[202]. The combining weight to each individual prediction is mathematically given by:

w; = e;l/z et, Vi=12.,n (5.16)

54.1.3 The proposed ensemble forecasting methodology

In this section, a new advanced forecasting approach is explored by introducing a different
split of dataset in the case of daily, weekly or monthly forecasting. Furthermore, a combination
of forecasts from multiple structurally different models, like ANN and FCM with various efficient
learning algorithms and hybrid configurations of them, is investigated. Also, the two most
popular and usually used ensemble methods, the AVG and the EB methods are applied to the
ensemble forecasts, aiming to improve the prediction accuracy.

In the described ensemble scheme, the selection of the appropriate validation set, i.e. the
selection of the parameter N,; and the group size N, is very important. The validation set
should reflect the characteristics of the testing dataset that is practically unknown in advance. As
such, in this study, the process of data split was set as follows. The data split take place by
removing 15% of the total dataset N and saving for later use as testing data. The remaining 85%
of the dataset is then split again into an 82/18 ratio, resulting in the following portions: 70% for
training and 15% for validation. Also, the group size N, (i.e. the training data) should be
appropriately selected so that it is neither too small nor too large.

Due to the nature of the problem, and since time series data are involved, the most efficient
method for resampling is the boosting/bootstrapping method [208]. In boosting, resampling is
strategically geared to provide the most informative training data for each consecutive predictor.
Therefore, an appropriate bootstrapping method is applied, so that the training dataset should
have the same size at each resampling set, and the validation and testing sets should keep the
same size (after excluding the k-values from the in-sample dataset).

The proposed effective forecast combination methodology for time series forecasting
presented in the chapter, includes three main processing steps: (i) Data pre-processing, for
handling the missing values, normalizing the collected time series data and splitting the dataset,
(ii) the various forecasting methods of ANNs, RCGA-FCMs, SOGA-FCMs and Hybrid SOGA FCM-
ANN with their ensembles, and (iii) evaluation of the prediction results implementing the two
most popular and used ensemble methods of simple average (AVG) and error-based (EB). Figure
5.1 visually illustrates in flowchart steps the suggested methodology.
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Figure 5.1: Flowchart of the proposed forecasting combination approach.

In the followed approach, data preprocessing includes outliers detection and removal, as well
as handling missing data and data normalization, which are all in accordance with the principles
of Data Science practices described in corresponding literature. For outliers detection, the Z-
score was first calculated for each sample on the data set using the standard deviation value that
is presented in the descriptive statistics (see Tables C.1 and C.2 in Appendix C). Then, a threshold
was specified and the data points that lied beyond this threshold were classified as outliers and
were removed. Mean imputation was performed to handle missing values. Specifically, for
numerical features missing values were replaced by the mean feature value.

Each dataset is normalized to [0, 1] before the forecasting models are applied. The normalized
datasets are taking again their original values, while the testing phase is implemented. The data
normalizations are carried out mathematically, as follows:

(new) __ Vi — y(min)
i - y(max) _ y(min) ’

vVi=12,..,N (5.17)
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T
where, Y = [y, y2,¥s, ---;YNtmin] is the training dataset and Y™W) =

T .
[yl("ew),yl(new), ...,yA(,neW)] is the normalized dataset. y(™™ and y(™%*) are respectively the

minimum and maximum values of the training dataset Y.

The Min-Max normalization method [209] was selected as being one of the most popular and
comprehensible methods, in terms of performance of the examined systems, while several
researchers showed that it produces better (if not equally good) results with high accuracy,
comparing to other normalization methods [210]. In [210] the Min-Max was valued as the
second-best normalization method in the back propagation NN model, justifying the selection of
this method for data normalization. Moreover, since the FCM concepts use values within the
range [0, 1] for the conducted simulations and do not deal with real values, the selected method
seemed to be proper for this case-study. Also, this normalization approach has been previously
used in [196, 197].

The implementation of a generic forecasting combination approach (with ANNs, FCMs and
their hybrid structures) which is able to be applied in any time series dataset, entails the
execution of the following steps as thoroughly presented below.

Step 1. (Split Dataset). The original time series Y = [y, y2, V3, ..., yn1" is divided into the in-
T
sample training dataset Y. = [yl,yz,y3,...,yNtr] , the in-sample validation dataset Y,q =
T .
[YNtr+1’YNtr+2'YNtr+3’ ""YNtr+Nvd] , and the out-of-sample testing dataset Y=

T
[me+1,me+2,me+3, ...,me+NtS] , so that N;,, = N, + N,,4 is the size of the total in-sample
dataset and N;,, + N, = N, where N is the number of days, or weeks, or months, according to
the short or long term prediction based on the time series horizon.

Step 2. (Resampling method/Bootstrapping). Let consider k as the training sets from the
whole dataset, each time. For example, in monthly forecasting, one month is excluded every time
from the initial in-sample dataset, starting from the first month of the time series values, and
proceeding with next month until k=12, (i.e. this means that 1 to 12 months are excluded from
the initial in-sample dataset). Therefore, k subsets of training data are created and used for
training. The remaining values of the in-sample dataset are used for validation, whereas the
testing set remains the same. Figure 5.2 shows an example of this bootstrapping method for the
ensemble SOGA-FCM approach. In particular, Figure 5.2(a) represents the individual forecasters’
prediction values and their average error calculation, whereas in Figure 5.2(b) the proposed
forecasting combination approach for SOGA-FCM is depicted for both ensemble methods.
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Figure 5.2: (a) Forecasting approach using individual forecasters of SOGA-FCM and mean
average (b) Example of the proposed forecasting combination approach for SOGA-FCM using
ensemble methods.

To accomplish daily forecasting, the number of days excluded at each subset k needs to be
selected in advance. For the sake of simplicity (as in the case of monthly forecasting), one day
can be excluded at each sub-set from the initial in-sample dataset. The overall approach including
ANN, FCMs and hybrid configurations of them is illustrated in Figure 5.3. The four ensemble
forecasters are produced after validation process and used for testing through the proposed
approach.
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Figure 5.3: The proposed forecasting combination approach using ensemble methods and
ensemble forecasters.

= . . . T
Step 3. n component forecasting models appear and Y5 = [)A/,‘\,inﬂ,y}\,mz, ) 37,‘\,m+Nts] are
obtained as the forecast of Y through the it"* model.

Step 4. Each model is implemented on Y, and is used to predict Y,q . Let ?“;d =

i i A T - .
(9841 Phipyt2s s Ihien,y|  bE the prediction of Yyq through the i model.

Step 5. The in-sample forecasting error of each model is calculated through suitable error
measure. Mean Absolute Error (MAE) and Mean Squared Error (MSE) are popular error statistics
[54] and are used in this case-study to find the in-sample forecasting errors of the component
models.

Step 6. Based on the obtained in-sample forecasting errors, a score is assigned to each
1

MSE Yyq,%},
proportional to the respective errors, so that a model with comparatively smaller in-sample error
receives more score and vice versa.

component model asy; = ,Vi=1,2,...,n. The scores are assigned to be inversely
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Step7.Arankr;€1,2,...,nisassigned to the it" model, on the basis of its score, so that T =
1, ify; <y, Vi,j = 1,2,..,n. The minimum, i.e. the best rank is equal to 1 and the maximum,
i.e. the worst rank is at most equal to n.

Step 8. A number n, is chosen so that 1 < n, < n whereas [ = iy, iy, ..., i, is the index set
of the n,, component models, whose ranks are in the range [1, n,.]. So, a subgroup of n,. smallest
ranked component models is properly selected.

Step 9. Finally, the weighted linear combination of these selected n,, component forecasts is
obtained, as follows:

e = Wi, I + Wi + o+ wy, 907 = Zwl o VI=12..m (5.18)

el

Here, w;, = yl"/ is the normalized weight to the selected component model, so that
k=1 Vi

Zk Wi, =1

Step 10. The simple average method can be also adopted, as alternative to Step 6-9, to
calculate the forecasted value.

The validation set is used during the training process for updating the algorithm weights
appropriately and, thus, improving its performance and avoiding overfitting. After model
training, a new run is performed on the testing data, so as it can be verified if they have been
predicted correctly and, if it has been so, the validation set keeps being hidden.

5.4.2 Demand forecasting using Adaptive Neuro-Fuzzy Inference System (ANFIS)
5421 Main aspects of ANFIS
Adapted Neuro-Fuzzy Inference System (ANFIS) uses an architecture that is based on both
ANN and Fuzzy Logic principles and takes advantage of the benefits of both in a single framework.
It can be described by the fuzzy “IF-THEN” rules from the Takagi and Sugeno (TS) type [211] as
follows:
Riiif x; =A;;and ...and x, = A;x

(5.19)
theny; = b;g + b;1x1 + bipx5 + =« + by Xy

where, 4; ; is the membership function associated with input variables x; and n is the number
of inputs.

A typical ANFIS network is a five-layer structure consisting of the fuzzy layer, the product
layer, the normalized layer, the de-fuzzy layer and the total output layer [212—-214].
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Figure 5.4: The TSK ANFIS architecture [213].

In the first layer, every node i represents a linguistic label and is described by the following
membership function, as given in Equation (5.20).

_ (xr_vi,k))z

Aip(x,) =e Ouie , forr=1,2,..,i (5.20)

where, A; ; is the membership function which is considered to be Gaussian and is described by
the center v and the spread o.

In the second layer, the firing strength of the rule is computed using multiplicative operator,
as presented in Equation (5.21). Firing strength is the weight degree of the IF-THEN rule and
determines the shape of the output function for that rule.

w; = BALR (k) (5.21)

In the third layer, the i-th node calculates the ratio of the i-th rule’s firing strength to the sum
of the firing strength of all rules. This is the normalization layer which normalizes the strength of
all rules and the output of each node is given by Equation (5.22).

i=1 Wi
In the fourth layer, each node is an adaptive node with a function given by Equation (5.23).

In this layer, each node calculates a linear function where its coefficients are adapted by using
the error function of the multilayer feed-forward neural network.

w; (5.22)

Vi = Wy (5.23)

In the fifth layer, there is only a fixed node indicated as sum of the net outputs of the nodes
in Layer 4. It computes the overall output as the sum of all incoming inputs and is expressed by
Equation (5.24).
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y= Z)‘/i (5.24)

ANFIS uses a hybrid learning algorithm to train the model. Back-propagation algorithm is used
to train the parameters in Layer 1, whereas a variation of least-squares approximation or back-
propagation algorithm is used for training the parameters of the fourth layer [214, 215].

54.2.2 Proposed ANFIS Architecture Applied in Natural Gas Consumption Forecasting

Regarding an efficient ANFIS model development for NG demand forecasting, a certain
process needs to be followed in terms of model’s architecture design as well as an exploration
process that will properly configure the input and training parameters of the examined model.
Priority is given to the definition of the FIS architecture before the training of the network [215].
Among various Fuzzy Inference System (FIS) models, the Sugeno fuzzy model is the mostly used
because of its higher interpretability and computational ability, that includes embedded optimal
and adaptive techniques [216]. In order to create a fuzzy rule, the input space needs first to be
divided. Two methods are used to divide space, comprised by input variables: The Grid
partitioning method and the Subtractive clustering method. The main difference between these
two functions refers to the way the partition of the input space is created.

In Grid partitioning [215], the input space is divided into a grid-like structure without
overlapping parts. Grid partitioning performs partitioning of the input space using all possible
combinations of membership functions of each variable. This method is used when the number
of input variables is small. For example, for 10 input variables and two membership functions for
each input variable, then the input space is divided into 21° = 1024 specific areas, representing
one rule for each specific area, and the total number of rules is 1024, which is a very complicated
structure. Therefore, the Grid partitioning method is mainly used when the number of input
variables is small.

Onthe other hand, the Subtractive clustering method divides the input space into appropriate
clusters, even if the user does not specify their number. If the size of the cluster becomes small,
then the number of clusters increases, thus increasing the number of fuzzy rules. A rule is created
for each cluster, whereas different values for parameters, like Range of Influence, Squash Factor,
Accept Ratio and Reject Ratio, need to be explored for determining an efficient architecture,
which will keep the balance between the total number of ANFIS parameters and the total number
of rules.

Considering the above specifications, the Grid partition option was selected to define the FIS
architecture due to its simplicity, less time-consuming performance as well as it can easily explore
the number and type of MFs. In this stage, the number and type of membership functions of each
input variable, along with the rules and values of parameters that belong to these functions, are
determined using the option of Grid partition.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



169

When implementing an ANFIS architecture, researchers should have in mind that there is one
main restriction: the number of input variables. When these are more than five, then the number
of the IF-THEN rules and the computational time increase, hindering ANFIS to model output with
respect to inputs [215]. Thus, in this case-study, five variables were chosen as input parameters,
i.e month, day, temperature, demand of a day before and demand of current day. As described
above, a day-ahead consumption demand was selected as the output variable whose value can
be produced by choosing between the option of linear or constant type of MF.

Finding the most efficient ANFIS architecture is a demanding task and entails a rigorous
exploration process. Since the main objective is the increment of network’s accuracy and
decrement of the errors, five necessary configurations should be considered in this direction: (i)
the number of membership functions, (ii) types of MFs (triangular, trapezoidal, bell-shaped,
Gaussian and sigmoid), (iii) types of output MFs (constant or linear), (iv) optimization methods
(hybrid or back propagation) and (v) the number of epochs [217]. For the convenience of readers,
these steps are visually represented in the flowchart in Figure 5.5.
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Figure 5.5: Flowchart of the proposed ANFIS methodology

The aforementioned set of configurations needs to be deployed in order to generate FIS and
next to train the ANFIS model. Accordingly, the dataset that includes the five input variables (ie.
month, day, temperature, demand of a day before, demand of current day) has been selected to
determine the only output (day-ahead demand). Initially, the training dataset is loaded in the
ANFIS tool, as shown in Figure 5.6(a). The next step is the design of the neuro-fuzzy model using
the option “Generate FIS”. The Grid partition option is selected according to the description
above (see Figure 5.6(a)). These two settings, concerning the fuzzy input variables along with

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



170

their membership functions, are the most important parts to design the ANFIS. An example of
selecting the number and type of MFs is illustrated in Figure 5.6(b).
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Figure 5.6: Screenshots regarding (a) the training dataset configuration, (b) the number and
type of MF configuration

The number and type of membership functions were assigned to the input parameters
following the trial-and-error approach. The different types of MFs that are offered by the
MATLAB ANFIS editor include the triangular, trapezoidal, generalized bell (Gbell), Gaussian curve,
Gaussian combination, difference between two sigmoid functions and product of two sigmoid
functions (see Figure 5.6(b)). Regarding the type of output MFs, in the Sugeno-type fuzzy system,
there are two options: a constant-type conclusion or a linear-type conclusion function. In the
case of linear function, the output y is defined as:

y=kotky*xg+ky*xx,++k,*x, (5.25)

where, x4, X5, ..., X, are the n inputs. In this case, ANFIS needs to define k,, k4, k, up to k,,, and
it is really time consuming to calculate efficiently the outputs when a large number of parameters
is considered. On the other side, when a constant MF is selected, the algorithm needs to define
only one parameter to provide a reliable forecasted value. Thus, the computational time is really
low.

The selected configuration also includes the hybrid optimization method, while the number
of epochs selected to train the model, were between 10 and 50. The hybrid optimization method
uses back propagation learning algorithm for parameters associated with input MF and least-
square estimation algorithm for parameters associated with output MF, thus, it was selected as
the most proper one [218]. Various sets of ANFIS configurations are presented in Table 5.3,
regarding different sets of number for MFs.
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Table 5.3: Different configurations of the selected ANFIS architectures for constant output MF

ANFIS TYPE OF NUMBER TYPE OF NUMBER LEARNING
RUN INPUTMF OFMFS OUTPUTMF OFEPOCHS METHOD
1 trimf 2-2-2-2-2 Constant 10 Hybrid
2 trapmf 2-2-2-2-2 Constant 10 Hybrid
3 gbellmf 2-2-2-2-2 Constant 10 Hybrid
4 Gaussmf  2-2-2-2-2 Constant 10 Hybrid
5 Gauss2mf  2-2-2-2-2 Constant 10 Hybrid
6 pimf 2-2-2-2-2 Constant 10 Hybrid
7 dsigmf 2-2-2-2-2 Constant 10 Hybrid
8 psigmf 2-2-2-2-2 Constant 10 Hybrid
9 trimf 2-2-3-3-3 Constant 10 Hybrid
10 trapmf 2-2-3-3-3 Constant 10 Hybrid
11 gbellmf 2-2-3-3-3 Constant 10 Hybrid
12 Gaussmf  2-2-3-3-3 Constant 10 Hybrid
13 Gauss2mf  2-2-3-3-3 Constant 10 Hybrid
14 pimf 2-2-3-3-3 Constant 10 Hybrid
15 dsigmf 2-2-3-3-3 Constant 10 Hybrid
16 psigmf 2-2-3-3-3 Constant 10 Hybrid
17 trimf 3-3-3-2-2 Constant 10 Hybrid
18 trapmf 3-3-3-2-2 Constant 10 Hybrid
19 gbellmf 3-3-3-2-2 Constant 10 Hybrid
20 Gaussmf  3-3-3-2-2 Constant 10 Hybrid
21 Trimf 3-3-3-3-3 Constant 10 hybrid

22 Trimf 3-3-3-3-3 Constant 10 backpropa
23 trapmf 3-3-3-3-3 Constant 10 hybrid
24 trapmf 3-3-3-3-3 Constant 10 backpropa
25 gbellmf 3-3-3-3-3 Constant 10 hybrid
26 gbellmf 3-3-3-3-3 Constant 10 backpropa
27 trimf 3-3-3-3-3 Constant 30 hybrid
28 trimf 3-3-3-3-3 Constant 50 hybrid
29 trapmf 3-3-3-3-3 Constant 30 hybrid
30 trapmf 3-3-3-3-3 Constant 50 hybrid
31 gbellmf 3-3-3-3-3 Constant 30 hybrid
32 gbellmf 3-3-3-3-3 Constant 50 hybrid
33 trimf 3-3-4-4-4 Constant 10 hybrid
34 trimf 3-3-5-5-5 Constant 10 hybrid
35 trapmf 3-3-4-4-4 Constant 10 hybrid
36 trapmf 3-3-5-5-5 Constant 10 hybrid
37 gbellmf 3-3-4-4-4 Constant 10 hybrid
38 gbellmf 3-3-5-5-5 Constant 10 hybrid
39 gaussmf 3-3-3-3-3 Constant 10 hybrid
40 gaussmf 3-3-4-4-4 Constant 10 hybrid
41 gaussmf  3-3-5-5-5 Constant 10 hybrid
42 gauss2mf  3-3-3-3-3 Constant 10 hybrid
43 gauss2mf  3-3-4-4-4 Constant 10 hybrid
44 gauss2mf  3-3-5-5-5 Constant 10 hybrid
45 pimf 3-3-3-3-3 Constant 10 hybrid
46 pimf 3-3-4-4-4 Constant 10 hybrid
47 pimf 3-3-5-5-5 Constant 10 hybrid
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Regarding the Output MFs, constant and linear MF were accordingly investigated after
certain numbers of experiments conducted. From these experiments and for the linear output,
it was observed that the number of rules increases significantly, as well as the computational
time, even in the case of problems with small number of inputs (see Table C.3 in Appendix C).
Thus, the linear type was not considered as an appropriate parameter of output MF since it is
extremely time consuming. In this context, the trial-and-error approach was followed for the
selection of the input-output type of MFs. Figure 5.7 illustrates an indicative ANFIS model, which
was constructed with the following configuration set: 3-3-3-2-2, gbell MF, constant output MF,
10 epochs, hybrid.

Anfis Madel Structure

[ Chick on each node to see detailed information l I Update Help Close |

Figure 5.7: Screenshot of the constructed ANFIS model

5.5 Testing and Evaluation

The testing process for both models is accomplished by using the testing data, which are
completely unknown to the model. The predictor makes predictions on each day and finally
compares the calculated predicted value with the real value.

In order to evaluate the prediction of NG demand, certain statistical indicators are needed.
The most popular and widely used performance metrics or evaluation criteria for time series
prediction are the following: mean square error (MSE), root mean square error (RMSE), mean
absolute error (MAE), mean absolute percentage error (MAPE) and coefficient of determination
(R2). The mathematical equations of the statistical indicators as described in [197], are presented
below.

1. Mean Squared Error:

T

1
MSE = FZ(Z(t) — X(0)? (5.26)

t=1
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2. Root Mean Squared Error:

RMSE = vVMSE (5.27)

3. Mean Absolute Error:

T
1
MAE = ?Z;IZ(t) — X0 (5.28)

4. Mean Absolute Percentage Error:

Z(t) — X(t)
MAPE = TZ‘ 70 (5.29)
5. Coefficient of Determination:
TYi1Z(@) - X(1) — (Xt Z)(Xt=1 X (D) (5.30)

T Z0) - O 200 AT S (X (D) — (s X(0)2

where, X(t) is the forecasted value of the NG at the t-th iteration, Z(t) is the actual value of the
NG at the t-th iteration, t = 1, ..., T, where T is the number of testing records.

However, the goodness of fit and the performance of the studied models, when they applied
to a natural gas prediction process, were evaluated and compared using two of these five
commonly used statistical indicators. That is, MSE and MAE [149].

The lower values of MSE and MAE as well as the higher values of R?, i.e. closer to 1, indicate
that the model performance is better with respect to the prediction accuracy, and the regression
line fits the data well. A coefficient of determination value of 1.0 points out that the regression
curve fits the data perfectly.

5.6 Results

5.6.1 Case study results implementing ensemble forecasting using FCMs

The natural gas consumption datasets that are used in this case study examining the
applicability and effectiveness of the proposed forecast methodology, correspond to five years
(2013-2017). Following the first step of the proposed methodology, the dataset is split in training,
validation and testing. For the convenience of handling properly the dataset, the data of the first
three years were defined as the training dataset (1095 days), the data of the fourth year as the
validation dataset (365 days) and the remaining data (5th year) as the testing dataset (365 days),
which approximately correspond to 60%, 20% and 20%, respectively, as presented in section
5.5.1.3. Thus, it was easier for this analysis to handle the above values as annual datasets and
have a clearer perception of the whole process.
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Out of the three years of the defined training dataset, the first two were used as the initial
training dataset while the third (3rd) year was used as a dataset reservoir for the purposes of the
bootstrapping procedure. This year was properly selected to be part of the initial dataset, as for
each value of k (the bootstrapping step), a corresponding number of days/weeks/months is
additionally needed to be included in the training dataset during the bootstrapping process. Thus,
any possible data shortage and/or deterioration that would lead to inaccurate results is avoided.

Moreover, for the purposes of this case study, only three out of ten datasets that correspond
to historical consumption data provided by DESFA for specific cities in Greece are involved. More
specifically, the Greek cities of Thessaloniki, Athens, and Larissa were selected for the conducted
simulation analysis and comparison of the best performing algorithms.

In this chapter, both the AVG and the EB methods were applied in two different cases: case
(A) where scores were calculated for individual forecaster of each one of the methods ANN,
hybrid, RCGA-FCM, and SOGA-FCM, and case (B), where scores were calculated for each
ensemble forecaster (ANN ensemble, hybrid ensemble, RCGA-FCM ensemble, and SOGA-FCM
ensemble).

Considering case (A), Table 5.4 shows the calculated errors and scores based on the EB
method for individual forecaster of the two forecasting methods: ANN and hybrid for the city of
Athens. The rest calculated errors and scores, based on the EB method, for individual forecaster
for the other two remaining forecasting methods RCGA-FCM and SOGA-FCM for Athens can be
found in Appendix C (see Table C.4). In Appendix C, parts of the corresponding results for the
other two examined cities (Larissa and Thessaloniki) are also presented (see Tables C.5 and C.6).

Table 5.4: Case (A)-Calculated errors and weights for each ensemble forecaster based on
scores for EB method (Athens).

VALIDATION TESTING TESTING
MAE MSE MAE MSE Weights MAE MSE Weights
ANN1 0.0334 0.0035 0.0350 0.0036  0.2552 Hybrid1 ~ 0.0336 0.0034 0.2520
ANN2 | 0.0354 0.0041 0.0387 0.0043 0 Hybrid2 ~ 0.0387 0.0043 0
ANN3 | 0.0350 0.0037 0.0375 0.0039 0.2442 Hybrid3 ~ 0.0363 0.0037 0
ANN4 | 0.0341 0.0038 0.0365 0.0039 0 Hybrid4  0.0352 0.0035 0
ANN5 | 0.0335 0.0036 0.0358 0.0037  0.2505 Hybrid5  0.0339 0.0034 0
ANN6 | 0.0337 0.0039 0.0355 0.0038 0 Hybrid6é ~ 0.0348 0.0036 0.2468
ANN7 | 0.0336 0.0037 0.0362 0.0038 0 Hybrid7 ~ 0.0345 0.0035 0.2506
ANN8 | 0.0340 0.0039 0.0360 0.0039 0 Hybrid8  0.0354 0.0036 0
ANN9 | 0.0341 0.0039 0.0367 0.0040 0 Hybrid9 ~ 0.0349 0.0036 0
ANN10 | 0.0332 0.0036 0.0355 0.0037 0.2501 Hybrid10  0.0359 0.0038 0
ANN1 0.0338 0.0038 0.0365 0.0039 0 Hybrid11 ~ 0.0353  0.0038 0
ANN12 | 0.0345 0.0038 0.0349 0.0037 0 Hybrid12  0.0347 0.0033 0.2506
AVG 0.0336 0.0037 0.0359 0.0038 AVG 0.0350 0.0036
EB 0.0335 0.0036 0.0358 0.0037 EB 0.0340 0.0034

*MSE: Mean Square Error, MAE: Mean Absolute Error.
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Considering case (B), Table 5.5 presents the calculated weights based on scores for each
ensemble forecaster (ANN ensemble, hybrid ensemble, RCGA ensemble and SOGA ensemble) for
all three cities.

The calculated weights based on scores for EB method, are computed using Equation (5.16).
According to this equation, the weights of the component forecasts are inversely proportional to
their in-sample forecasting errors, concluding that the model with more error is assigned the less
weight to it and vice versa [202]. In this case study, as the values of errors are really high for
certain ensemble forecasters, the corresponding weights are approximately zero, so they are
considered to have a zero value for the purposes of further predictions.

Table 5.5: Case (B)-Calculated weights for each ensemble forecaster based on scores for EB

method.
ATHENS THESSALONIKI LARISSA
\ Weights based on scores
ANN ‘ 0.3320 0.34106 0.3369
HYBRID ‘ 0.3357 0.35162 0.3546
RCGA-FCM ‘ 0.3323 0 0
SOGA-FCM ‘ 0 0.30731 0.3083

The obtained forecasting results of the individual and combination methods are depicted in
Table 5.6 up to Table 5.11, respectively, for the three cities. In each of these tables, the best
results (i.e. those associated with least values of error measures) are presented in bold letters. In
Figures 5.8 and 5.9, the forecasting results concerning Thessaloniki and Larissa are visually
illustrated for both ensemble methods (AVG, EB). Moreover, Figure 5.10 gathers the forecasting
results for all three cities considering the best ensemble method.

Table 5.6: Calculated errors for each individual forecaster based on scores for Athens.

Validation ANN Hybrid RCGA SOGA Enj‘fvrgble Ensemble EB
MAE 0.0328 0.0333 0.0384 0.0391 0.0336 0.0326
MSE 0.0036 0.0035 0.0036 0.0037 0.0032 0.0032

Testing
MAE 0.0321 0.0328 0.0418 0.0424 0.0345 0.0328
MSE 0.0033 0.0032 0.0038 0.0040 0.0032 0.0031

Table 5.7: Calculated errors for each ensemble forecaster based on scores for Athens.

. ANN Hybrid RCGA SOGA Ensemble
Validation Ensemble EB
ensemble ensemble ensemble ensemble AVG
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MAE 0.0335 0.0330 0.0388 0.0380 0.0337 0.0337

MSE 0.0036 0.0035 0.0036 0.0035 0.0032 0.0032
Testing

MAE 0.0358 0.0340 0.0422 0.0422 0.0352 0.0352

MSE 0.0037 0.0034 0.0038 0.0037 0.0032 0.0032

Table 5.8: Calculated errors for each individual forecaster based on scores for Thessaloniki.

Validation ANN Hybrid RCGA SOGA Enfvrgble Ensemble EB
MAE 0.0343 0.0341 0.0381 0.0380 0.0347 0.0340
MSE 0.0029 0.0028 0.0032 0.0032 0.0028 0.0027

Testing
MAE 0.0366 0.0381 0.0395 0.0399 0.0371 0.0369
MSE 0.0032 0.0033 0.0035 0.0036 0.0032 0.0031

Table 5.9: Calculated errors for each ensemble forecaster based on scores for Thessaloniki.

Validation ANN Hybrid RCGA SOGA Ensemble Ensemble EB
ensemble ensemble ensemble ensemble AVG
MAE 0.0363 0.0361 0.0378 0.0374 0.0355 0.0355
MSE 0.0031 0.0031 0.0031 0.0030 0.0028 0.0028
Testing
MAE 0.0393 0.0394 0.0399 0.0391 0.0381 0.0381
MSE 0.0037 0.0037 0.0036 0.0034 0.0034 0.0034

Table 5.10: Calculated errors for each individual forecaster based on scores for Larissa.

Ensemble

Validation ANN Hybrid RCGA SOGA AVG Ensemble EB
MAE 0.0322 0.0324 0.0372 0.0365 0.0326 0.0319
MSE 0.0030 0.0028 0.0033 0.0032 0.0027 0.0027

Testing
MAE 0.0412 0.0417 0.0466 0.0468 0.0427 0.0417
MSE 0.0043 0.0041 0.0047 0.0047 0.0040 0.0040
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Calculated errors for each ensemble forecaster based on scores for Larissa.

Table 5.11:
N ANN Hybrid RCGA SOGA Ensemble Ensemble
Validation
ensemble ensemble ensemble ensemble AVG EB
MAE 0.0337 0.0332 0.0371 0.0362 0.0329 0.0326
MSE 0.0032 0.0030 0.0032 0.0031 0.0027 0.0026
Testing
MAE 0.0428 0.0417 0.0458 0.0460 0.0426 0.0423
MSE 0.0048 0.0044 0.0045 0.0045 0.0041 0.0040
1.5 . . A 1.5 . -
Validation Thessaloniki 2016 Testing Thessaloniki 2016

s 7 () e X(1) Average e X(t) EB e 7(t) =m=X(t) Average e====X(t) EB

0.5 0.5
0 0
c Q0 = = > c = oo [oX += > o c Q0 =t = > c = oo (o += > (S
§ ¢ <223 383 23 § 82223338923
A T R I = T AT TR G e =&
(a) (b)
Figure 5.8: Forecasting results for Thessaloniki considering the two ensemble methods (AVG,
EB) based on scores. (a) Validation, (b) Testing.
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Figure 5.9: Forecasting results for Larissa considering the two ensemble methods (AVG, EB)
based on scores. (a) Validation, (b) Testing.
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Figure 5. 10: Forecasting results for the three cities considering the best ensemble method. (a)
Testing all cities, (b) Testing Athens, (c) Testing Thessaloniki, (d) Testing Larissa.

5.6.2 Case study results implementing forecasting using ANFIS
This section presents the exploration analysis results for various ANFIS architectures as

proposed in section 5.4.2.2. Considering the ANFIS architecture described in section 5.4.2.1 and
illustrated in Figure 5.5, the initial dataset is split in training and testing. During the training
process, the ANFIS model is designed for each one of the suggested configurations. After the
training process of ANFIS, NG consumption demands for the next day (one day ahead prediction)
are calculated from the generated FIS. The NG consumption results only for the city of Athens (as
an indicative example) regarding all configurations tested, are presented in Table 5.12, whereas
Table 5.13 gathers the best three results of NG consumption demand obtained from ANFIS for
each one of the 10 cities. To evaluate the performance of the models, the statistical indicator
mean absolute percent error (MAPE) was used [191]. MAPE is a relative measurement,
independent of scale, and it is the most common performance metric in time series forecasting,

due to being reliable and valid [168].
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Table 5.12: Testing results for the examined ANFIS architectures concerning the city of Athens

Anfis
Run

OCOoONOUVLE WNR

44
45
46
47

Type of
Input MF

trimf
trapmf
gbellmf
Gaussmf
Gauss2mf
pimf
dsigmf
psigmf
trimf
trapmf
gbellmf
Gaussmf
Gauss2mf
pimf
dsigmf
psigmf
trimf
trapmf
gbellmf
Gaussmf
trimf
trimf
trapmf
trapmf
gbellmf
gbellmf
trimf
trimf
trapmf
trapmf
gbellmf
gbellmf
trimf
trimf
trapmf
trapmf
gbellmf
gbellmf
gaussmf
gaussmf
gaussmf
gauss2mf
gauss2mf
gauss2mf
pimf
pimf
pimf

Number
of MFs

2-2-2-2-2
2-2-2-2-2
2-2-2-2-2
2-2-2-2-2
2-2-2-2-2
2-2-2-2-2
2-2-2-2-2
2-2-2-2-2
2-2-3-3-3
2-2-3-3-3
2-2-3-3-3
2-2-3-3-3
2-2-3-3-3
2-2-3-3-3
2-2-3-3-3
2-2-3-3-3
3-3-3-2-2
3-3-3-2-2
3-3-3-2-2
3-3-3-2-2
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-3-3-3
3-3-4-4-4
3-3-5-5-5
3-3-4-4-4
3-3-5-5-5
3-3-4-4-4
3-3-5-5-5
3-3-3-3-3
3-3-4-4-4
3-3-5-5-5
3-3-3-3-3
3-3-4-4-4
3-3-5-5-5
3-3-3-3-3
3-3-4-4-4
3-3-5-5-5

Type of
Output
MF
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant
Constant

Number
of
Epochs
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
30
50
30
50
30
50
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

Optimiza
tion

Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
Hybrid
hybrid
backprop
hybrid
backprop
hybrid
backprop
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
hybrid
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MSE

0.0010
0.0013
0.0011
0.0011
0.0011
0.0015
0.0014
0.0014
0.0015
0.0020
0.0014
0.0014
0.0017
0.0130
0.0020
0.0020
0.0012
0.0018
0.0013
0.0011
0.0021
0.0559
0.0031
0.0501
0.0014
0.0015
0.0016
0.0017
0.0029
0.0017
0.0013
0.0019
0.0023
0.0078
0.0021
0.0098
0.0022
0.0044
0.0013
0.0019
0.0056
0.0017
0.0040
0.0072
0.1224
0.0026
0.0022

RMSE

0.0320
0.0366
0.0335
0.0326
0.0324
0.0389
0.0378
0.0378
0.0388
0.0448
0.0379
0.0379
0.0410
0.1141
0.0448
0.0448
0.0348
0.0430
0.0355
0.0337
0.0455
0.2365
0.0556
0.2238
0.0374
0.0392
0.0403
0.0417
0.0539
0.0416
0.0366
0.0432
0.0479
0.0884
0.0454
0.1084
0.0472
0.0660
0.0365
0.0431
0.0746
0.0409
0.0632
0.0847
0.3499
0.0510
0.0466

MAE

0.0192
0.0245
0.0209
0.0201
0.0197
0.0254
0.0244
0.0244
0.0232
0.0269
0.0227
0.0226
0.0241
0.0347
0.0254
0.0254
0.0210
0.0297
0.0212
0.0198
0.0242
0.1610
0.0281
0.1527
0.0217
0.0265
0.0224
0.0224
0.0245
0.0233
0.0213
0.0236
0.0251
0.0320
0.0275
0.0450
0.0256
0.0307
0.0212
0.0241
0.0314
0.0235
0.0260
0.0290
0.0482
0.0307
0.0285

MAPE

12.688
19.887
14.749
13.842
13.578
19.548
18.785
18.785
15.884
19.272
15.505
15.764
15.822
21.671
16.780
16.780
14.611
27.025
14.424
12.898
15.496
74.965
21.581
72.262
14.653
25.179
13.319
13.227
17.223
16.461
13.207
13.444
15.422
17.315
23.176
19.315
16.163
18.097
13.823
14.771
17.530
16.262
17.386
17.733
26.090
24.762
22.355

RZ

0.9849
0.9806
0.9834
0.9842
0.9845
0.9782
0.9794
0.9794
0.9774
0.9698
0.9785
0.9784
0.9747
0.8552
0.9698
0.9698
0.9819
0.9723
0.9810
0.9829
0.9698
0.7447
0.9562
0.7404
0.9791
0.9793
0.9759
0.9745
0.9590
0.9745
0.9799
0.9724
0.9662
0.9006
0.9695
0.8806
0.9669
0.9376
0.9800
0.9720
0.9185
0.9755
0.9407
0.9048
0.3608
0.9615
0.9678
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Table 5.13: Testing results for the best three ANFIS architectures based on MAPE value

City Anfis  Typeof Number Number Time  MSE RMSE MAE MAPE R?
Run Input of MFs of Rules  (sec)
MF
Alexandroupoli 17 trimf 3-3-3-2-2 72 5 0.0024 0.0494 0.0351 10.527 0.9638
39 gaussmf  3-3-3-3-3 243 47 0.0031 0.0557 0.0355 10.155 0.9538
20 gaussmf  3-3-3-2-2 72 5 0.0023 0.0480 0.0341 10.112 0.9659
Athens 1 trimf 2-2-2-2-2 32 7 0.0021 0.0457 0.0295 20.179 0.9825
17 trimf 3-3-3-2-2 18 19 0.0026 0.0511 0.0315 19.797 0.9786
20 gaussmf  3-3-3-2-2 108 19 0.0022 0.0467 0.0306 21.292 0.9818
Drama 17 trimf 3-3-3-2-2 108 19 0.0026 0.0511 0.0363 6.2547 0.8997
1 trimf 2-2-2-2-2 32 5 0.0026 0.0513 0.0361 6.2235 0.8975
20 gaussmf  3-3-3-2-2 108 13 0.0026 0.0508 0.0371 6.4071 0.8995
Karditsa 17 trimf 3-3-3-2-2 108 12 0.0019 0.0434 0.0242 13.839 0.9789
1 trimf 2-2-2-2-2 32 4 0.0018 0.0421 0.0236 11.619 0.9801
4 gaussmf  2-2-2-2-2 32 4 0.0019 0.0431 0.0248 13.384 0.9792
Larissa 1 trimf 2-2-2-2-2 32 4 0.0012 0.0352 0.0203 10.956 0.9817
4 gaussmf = 2-2-2-2-2 32 4 0.0012 0.0352 0.0204 10.983 0.9817
20 gaussmf  3-3-3-2-2 108 19 0.0010 0.0314 0.0184 10.523 0.9858
Markopoulo 1 trimf 2-2-2-2-2 32 5 0.0091 0.0956 0.0728 25.088 0.6593
4 gaussmf  2-2-2-2-2 32 5 0.0096 0.0980 0.0755 26.751 0.6364
17 trimf 3-3-3-2-2 108 19 0.0259 0.1609 0.1087 36.717 0.5126
Serres 1 trimf 2-2-2-2-2 32 5 0.0007 0.0271 0.0176 10.472 0.9839
4 gaussmf  2-2-2-2-2 32 5 0.0008 0.0279 0.0185 11.242 0.9831
39 gaussmf  3-3-3-3-3 243 45 0.0008 0.0285 0.0194 12.116 0.9824
Thessaloniki 17 trimf 3-3-3-2-2 108 13 0.0015 0.0382 0.0229 16.104 0.9773
20 gaussmf  3-3-3-2-2 108 13 0.0013 0.0363 0.0219 14.194 0.9795
39 gaussmf  3-3-3-3-3 243 45 0.0021 0.0459 0.0256 15.203 0.9672
Trikala 1 trimf 2-2-2-2-2 32 4 0.0019 0.0433 0.0232 10.581 0.9815
4 gaussmf  2-2-2-2-2 32 4 0.0020 0.0450 0.0245 11.141 0.9800
20 gaussmf  3-3-3-2-2 108 13 0.0028 0.0530 0.0271 11.763 0.9708
Volos 1 trimf 2-2-2-2-2 32 4 0.0021 0.0459 0.0317 13.252 0.9564
4 gaussmf  2-2-2-2-2 32 4 0.0021 0.0460 0.0314 13.162 0.9563
20 gaussmf  3-3-3-2-2 108 12 0.0020 0.0445 0.0323 13971 0.9588

The corresponding graphical representation of the results regarding the best three out of 47
total ANFIS architectures for the city of Athens, is illustrated in Figure 5.11. Also, the best ANFIS
model for each city can be found in Table 5.14 which provides the most reliable ANFIS
architecture results for each city. All the results have been previously ranked, based on the
minimum value of MAPE and subsequently the minimum values of MSE, RMSE and MAE. The
priority was given to MAPE as one of the most crucial evaluation metrics, according to the
literature [191, 193], which was used in this chapter to compare various models obtained from
ANFIS and other soft computing and neural networks methods. As a relative and easy to interpret
measurement, MAPE is reliable, valid and independent of scale. The smaller the values of MAPE,

the closer the forecasted values to the actual values.
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Figure 5.11: Forecasting results for the best three ANFIS architectures for Athens.

Table 5.14: The best ANFIS models for all the cities under investigation (10 epochs and hybrid
optimization).

TYPE OF TYPEOF OPTIM
CITY ANFIS INPUT NUMBER OUTPUT IZATIO MSE RMSE MAE MAPE R?
RUN OF MFS
MF MF N

ALEXANDRO | 20 gaussmf 3-3-3-2-2  Constant Hybrid 0.0023 0.0480 0.0341 10.112 0.9659
UPOLI

ATHENS 17 trimf 3-3-3-2-2 Constant Hybrid 0.0026 0.0511 0.0315 19.797 0.9786
DRAMA 1 trimf 2-2-2-2-2 Constant Hybrid 0.0026 0.0513 0.0361 6.2235 0.8975
KARDITSA 1 trimf 2-2-2-2-2  Constant Hybrid 0.0018 0.0421 0.0236 11.619 0.9801
LARISSA 20 gaussmf 3-3-3-2-2  Constant Hybrid 0.0010 0.0314 0.0184 10.523 0.9858
MARKOPOU | 1 trimf 2-2-2-2-2  Constant Hybrid 0.0091 0.0956 0.0728 25.088 0.6593
LO

SERRES 4 gaussmf 2-2-2-2-2  Constant Hybrid 0.0008 0.0279 0.0185 11.242 0.9831
THESSALONI | 20 gaussmf 3-3-3-2-2  Constant Hybrid 0.0013 0.0363 0.0219 14.194 0.9795
Kl

TRIKALA 4 gaussmf 2-2-2-2-2  Constant Hybrid 0.0020 0.0450 0.0245 11.141 0.9800
VOLOS 4 gaussmf 2-2-2-2-2  Constant Hybrid 0.0021 0.0460 0.0314 13.162 0.9563

As illustrated in Table 5.14, ANFIS models appear to perform best, mostly when triangular
MFs are used for the input variables, three MFs for the first three input variables (month, day of
week and mean temperature) and two or three MFs for the rest two input variables (daily
demand for current day and one day before). Also, constant MFs are selected for output variable
and hybrid optimization method. The graphical representation of the best ANFIS models for each
city is illustrated in Figure 5.12.
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Figure 5.12: Forecasting results for all cities considering the best ANFIS method. (a) Testing
Alexandroupoli, (b) Testing Athens, (c) Testing Drama, (d) Testing Karditsa, (e) Testing Larissa,
(f) Testing Markopoulo, (g) Testing Serres, (h) Testing Thessaloniki, (i) Testing Trikala, (j) Testing
Volos.

It is worth mentioning that all three most efficient ANFIS architectures with respect to MAPE
values, have triangular or gaussian MFs and 2-2-2-2-2 or 3-3-3-2-2 number of input MFs, whereas
the output MF is constant and the learning algorithm is hybrid. In addition, the application of
other MFs combinations does not seem to give results that could be on top of the list. Because
of the limitation of the total number of parameters that should not exceed the number of training
data pairs, the number of MFs was chosen based on the number of input parameters. Figure 5.13
shows the exponential increase of the number of rules, when the number of MFs increases,
whereas Table C.7 in Appendix C gathers the time and number of rules for all the proposed ANFIS
configurations.
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Figure 5.13: Number of Rules for various ANFIS architectures

5.7 Comparative Analysis for the proposed models

To further investigate the performance of the proposed ANFIS architectures, an extensive
comparative analysis between the state-of-the-art ANNs, soft computing methods of FCMs and
their hybrid combination of FCMs with ANNs was performed. The architecture of the analyzed
ANN was multilayer feed forward network with an input layer containing five inputs (month, day,
temperature, demand of a day before, current demand), a hidden layer with 10 neurons and an
output layer with one output (a day-ahead demand prediction). Sigmoidal activation function
was used in all layers and implemented Levenberg-Marquardt algorithm to train the network.

The implementations of FCMs differ from ANFIS, even though they both belong to the soft
computing family. In this case study, FCMs which are learned with the use of RCGA and SOGA
algorithm, as well as their ensemble architecture, contain 5 concepts (month, day, temperature,
demand of a day before, current demand).

The applied hybrid approach for time series prediction is based on FCMs and ANNs and has
been previously proposed in [219]. It allows to select the most significant concepts for FCM using
SOGA. These concepts are used as the inputs for ANN. The hybrid approach utilized artificial
neural networks with an input layer with 5 inputs selected by the SOGA-FCM approach, a hidden
layer with 10 neurons and an output layer with one output (one day-ahead demand prediction).
Sigmoidal activation function and Levenberg-Marquardt learning algorithm were used. All the
simulations for FCMs and hybrid FCM-ANN configurations were performed with the software tool
ISEMK [195] which has been developed for time series forecasting purposes. An analytical
description of FCM-based models and hybrid FCM-ANN can be found in [53, 86, 197, 198],
whereas they are used in this work only for comparison purposes.

In what follows, Table 5.15 gathers the results of the explored ANN and soft computing
models, which are straightforward compared with the best performed ANFIS configuration, for
each one out of the 10 cities, suggested in this chapter. In Figure 5.14, three indicative graphs of
cities Alexandroupoli, Athens, and Drama, are illustrated regarding the predicted values of NG
demand for all the best proposed architectures.
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Table 5.15: Comparison results among ANN, FCM, hybrid FCM-ANN and best ANFIS

CITY METHOD MSE RMSE MAE MAPE R?
RCGA-FCM 0.0047 0.0684 0.0538 17.6233 0.9450
SOGA-FCM 0.0045 0.0672 0.0526 17.1707 0.9484
ALEXA(I)“SROUP ANN 0.0042 0.0645 0.0505 16.1131 0.9439
Hybrid FCM-ANN 0.0034 0.0579 0.0427 14.3034 0.9498
Best ANFIS 0.0023 0.0480 0.0341 10.1123 0.9659
RCGA-FCM 0.0022 0.0473 0.0303 23.5985 0.9676
ATHENS SOGA-FCM 0.0029 0.0539 0.0337 22.7453 0.9646
ANN 0.0010 0.0323 0.0198 14.2464 0.9844
Hybrid FCM-ANN 0.0014 0.0374 0.0230 17.5418 0.9790
Best ANFIS 0.0026 0.0511 0.0315 19.7972 0.9786
RCGA-FCM 0.0080 0.0894 0.0749 12.9942 0.8691
SOGA-FCM 0.0056 0.0748 0.0600 10.1766 0.8796
DRAMA ANN 0.0025 0.0501 0.0357 6.1657 0.9025
Hybrid FCM-ANN 0.0028 0.0526 0.0363  6.2502 0.8941
Best ANFIS 0.0026 0.0513 0.0361 6.2235 0.8975
RCGA-FCM 0.0039 0.0624 0.0379  27.5914 0.9591
SOGA-FCM 0.0488 0.2210 0.1397 50.2112 0.9711
KARDITSA ANN 0.0016 0.0405 0.0245 17.4579 0.9819
Hybrid FCM-ANN 0.0017 0.0407 0.0245 18.4095 0.9817
Best ANFIS 0.0018 0.0421 0.0236 11.6196 0.9801
RCGA-FCM 0.0027 0.0515 0.0331  22.2481 0.9638
SOGA-FCM 0.0025 0.0505 0.0328 22.9579 0.9649
LARISSA ANN 0.0013 0.0355 0.0209  13.2479 0.9812
Hybrid FCM-ANN 0.0013 0.0356 0.0215 13.1974 0.9811
Best ANFIS 0.0010 0.0314 0.0184 10.5236 0.9858
RCGA-FCM 0.0075 0.0868 0.0726  26.0003 0.6975
SOGA-FCM 0.0078 0.0883 0.0739  26.3345 0.6955
MARKOPOULO | ANN 0.0172 0.1310 0.1048 34.8594 0.4765
Hybrid FCM-ANN 0.0070 0.0836 0.0667 23.7166 0.7094
Best ANFIS 0.0091 0.0956 0.0728  25.0887 0.6593
RCGA-FCM 0.0017 0.0409 0.0274 16.5199 0.9648
SOGA-FCM 0.0495 0.2225 0.1632 72.9785 0.9772
SERRES ANN 0.0008 0.0275 0.0179 10.9948 0.9842
Hybrid FCM-ANN 0.0008 0.0289 0.0190 11.5000 0.9821
Best ANFIS 0.0008 0.0279 0.0185 11.2421 0.9831
RCGA-FCM 0.0029 0.0541 0.0339 29.9713 0.9565
SOGA-FCM 0.0029 0.0539 0.0340 30.1471 0.9568
THESSALONIKI | ANN 0.0017 0.0412 0.0262 23.8748 0.9735
Hybrid FCM-ANN 0.0019 0.0441 0.0266  23.8835 0.9696
Best ANFIS 0.0013 0.0363 0.0219 14.1944 0.9795
RCGA-FCM 0.0059 0.0770 0.0453 21.9722 0.9528
SOGA-FCM 0.0433 0.2082 0.1287 42.7427 0.9715
TRIKALA ANN 0.0020 0.0443 0.0258 14.1183 0.9804
Hybrid FCM-ANN 0.0019 0.0432 0.0251 13.9034 0.9815
Best ANFIS 0.0020 0.0450 0.0245 11.1412 0.9800
RCGA-FCM 0.0028 0.0526 0.0397 17.8195 0.9436
SOGA-FCM 0.0027 0.0520 0.0395 17.8988 0.9445
VOLOS ANN 0.0020 0.0444 0.0319 13.2504 0.9588
Hybrid FCM-ANN 0.0020 0.0446 0.0307 12.7881 0.9587
Best ANFIS 0.0021 0.0460 0.0314 13.1629 0.9563
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Figure 5.14: Comparison of forecasting results for each city considering all examined methods.
(a) Testing for Alexandroupoli, (b) Testing for Athens, (c) Testing for Drama.
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For a deeper analysis of the examined architectures (ANFIS, ANN, FCM, hybrid FCM-ANN),
further details are reported regarding the parameters of each model used in this study. The ANN
and FCM models have been previously applied for NG demand prediction in several research
works, such as those in [53, 86, 197, 198]. The models were sufficiently described and the
hyperparameters were properly configured to offer optimum performance of the investigated
FCM models.

Table 5.16 depicts the optimum parameters for all cities considering the neural and FCM
evolutionary methods (ANN, RCGA-FCM, SOGA-FCM, Hybrid), compared with the proposed best
performed ANFIS. Average running time is also presented in Table 5.16, which was calculated for
each soft computing architecture for all models. It is worth mentioning that a rigorous
exploratory analysis for all the investigated neuro-fuzzy, soft computing techniques and ANNs,
with different parameters for training and model optimization has been conducted to reach the
highest prediction accuracy with respect to the evaluation metrics.

Table 5.16: Parameters and Average Running Time for each architecture

AVERAGE

ARCHITECTURES PARAMETERS FOR ATHENS CITY RUNNING TIME

Multilayer feed forward network, six inputs, 10 neurons, one
ANN output, sigmoidal activation function, Levenberg-Marquardt 16-20 sec
learning, epochs=20

Uniform crossover with probability 0.4, Mihlenbein’s mutation
RCGA-FCM with probability 0.4, ranking selection, elite strategy, population 808 sec
size 200, maximum number of generations 200

Uniform crossover with probability 0.4, Mihlenbein’s mutation
with probability 0.4, ranking selection, elite strategy, population

SOl size 200, maximum number of generations 200, learning ZERE
parameters b1=b>=0.01
Multilayer feed forward network, four inputs selected by SOGA-
HYBRID FCM- FCM (month, temperature, demand of a day before, current 811 sec
ANN demand), one hidden layer with 10 neurons, one output, sigmoidal
activation function, Levenberg-Marquardt learning, epochs=20
BEST ANFIS Triangular mf, 2-2-2-2-2 or 3-3-3-2-2, Constant output, epochs=10, 4-19 sec

Hybrid optimization

In the case of the proposed forecasting ensemble approach of multivariate time series, in
order to show its effectiveness, an experimental analysis for comparison purposes was
conducted with a new and well-known effective machine learning technique for time series
forecasting, the LSTM (long short-term memory). LSTM algorithm encloses the characteristics of
the advanced recurrent neural network methods and is mainly applied for time series prediction
problems in diverse domains.
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LSTM was applied in one day-ahead natural gas consumption prediction concerning the same
dataset of the three Greek cities (Athens, Thessaloniki, and Larissa) in [220]. For the LSTM
implementation, one feature of the dataset as a time series was selected. As explained in [220],
LSTM was fed previous values, and, in that case, the time-step was set to be 364 values to predict
the next 364. For validation, 20% of random data from the training dataset was used, and for
testing, the same dataset that was used for the ANN, RCGA-FCM, SOGA-FCM, and hybrid FCM-
ANN, as well as with their ensemble structures implementation. In [220], various experiments
with different numbers of units, number of layers, and dropout rates were accomplished.
Through the provided experimental analysis, the best results of LSTM emerged for one layer, 200
units, and dropout rate = 0.2. These results are gathered in Table 5.17 for the three cities.

Table 5.17: Comparison Results with LSTM (with best configuration parameters).

LSTM

B |
est ensemble (dropout=0.2)

Case (B)

Case (A) (individual) (ensemble) 1 layer
Validation ATHENS
MAE 0.0326 0.0337 0.0406
MSE 0.0032 0.0032 0.0039
Testing
MAE 0.0328 0.0352 0.0426
MSE 0.0031 0.0032 0.0041
Validation THESSALONIKI
MAE 0.034 0.0355 0.0462
MSE 0.007 0.0028 0.0043
Testing
MAE 0.0369 0.0381 0.0489
MSE 0.0031 0.0034 0.0045
Validation LARISSA
MAE 0.0319 0.0326 0.0373
MSE 0.0027 0.0026 0.0029
Testing
MAE 0.0417 0.0423 0.0462
MSE 0.0040 0.0040 0.0042

it emerges that both ensemble forecasting methods can achieve high accuracy in the
predictions of the energy consumption patterns in a day-ahead timescale.
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5.8 Discussion of Results

In this chapter, two soft computing methodologies, an ensemble approach using FCMs and
an ANFIS architecture were investigated, with respect to all the variables carefully determined in
the developed models, and after a careful analysis of the Tables and Figures presented in the
relevant sections above.

In the case of the proposed ensemble-based forecast combination methodology, which
combines SOGA-based FCMs, RCGA-based FCMs, efficient and adaptive ANNs architectures, and
a hybrid structure of FCM-ANN, whose performance was discussed through the Average and the
Error-based ensemble methods, the following important observations are noticed. More
specifically and according to the produced results, none of the two forecast combination
methods has attained consistently better accuracies comparing to each other, as far as the cities
of Athens and Thessaloniki are concerned. In that instance, the MAE and MSE values across the
two combination methods are similar for the two cities, as can be observed in Tables 5.6 to 5.11.
However, their errors are lower than those produced by each separate ensemble forecaster.
Additionally, as regards the amount of improvement presented when a forecasting method is
applied, a slightly better performance of both ensemble forecasting methods can be noticed. This
constitutes a strong evidence about the efficiency of the examined method in the domain of
natural gas demand forecasting.

In the case of ANFIS approach, different sets of model configurations were tested. However,
only one ANFIS architecture reached the optimum performance, in terms of forecasting accuracy,
considering the minimum value of MAPE and subsequently the minimum values of MSE, RMSE
and MAE values produced. In particular, it emerged that the optimum ANFIS configuration is 2-
2-2-2-2 with triangular MFs for input variables, which produces the simplest (concerning the
number of rules), fastest (see Table C.7 in Appendix C) and most accurate model for this energy
forecasting problem. In general, it is observed that best results are produced from the
combination of triangular or gaussian MFs regarding the input variables, and the constant MFs
regarding the output layers.

The comparative analysis (see Table 5.15 in Section 5.8) regarding the demand forecasting
performance of the two proposed techniques and other ANN and soft computing methods
reported in the literature and already applied in the specific domain, revealed that the ANFIS best
model produced the best results in terms of MAPE values. The smaller the values of MAPE are,
the closer to the actual values the forecasted values are. For example, MAPE values of RCGA-
FCM, SOGA-FCM, ANN, hybrid and ANFIS models for the city of Alexandroupoli, are calculated as
17.62%, 17.17%, 16.11%, 14.30% and 10.11%, respectively.

In order to examine the efficiency of the proposed ensemble algorithm, a statistical test was
additionally conducted to reveal no statistical significance. Concerning the individual methods, a
t-test paired two samples of mean was previously conducted in [198] for the cities of Thessaly
(Larissa, Volos, Trikala and Karditsa), for the year 2016, showing that there is no statistical
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significance among these techniques. In current work, a t-test paired two samples of mean was
also performed, regarding the ensemble methods (Average and Error-based) for the examined
cities (Athens, Thessaloniki and Larissa), regarding the dataset of the same year. The results of
the hypothesis tests reveal no statistical significance between these techniques. In all cases, the
calculated p-value exceeds 0.05, so no statistical significance was noticed from the obtained
statistical analysis. Therefore, there is no particular need to conduct a post-hoc statistical test,
since a post-hoc test should only be run when you have an overall statistically significant
difference in group means, according to the relevant literature [221, 222].

Considering the same dataset linked to only three cities (Athens, Thessaloniki, and Larissa)
out of ten participated in the case study, a day-ahead NG consumption prediction was
investigated in [220], applying ANN and LSTM approaches and in [198], implementing the SOGA-
FCM method and a hybrid combination of it. These methods and their results in terms of MSE
and MAE values for three benchmark cities, are all gathered in the following table and certain
results can be concluded. The main reason for selecting the statistical indicators MSE and MAE
in the following figure is to accomplish a straightforward comparison with the results published
in previous works.

Comparison of results

0.05

0.04 ]
0.03 ’ /
0.02 ' I
0.01 |
, @@=l @ Al @il
MSE MAE MSE MAE MSE MAE
Athens Thessaloniki Larissa

HANN HLSTM MHybrid FCM W Ensemble HBest ANFIS

Figure 5.15: Comparison of results between machine learning and soft computing methods for
three benchmark cities.

In Figure 5.15, it can be noted that all methods achieve high accuracy in NG consumption
predictions, using the same dataset. The best ANFIS approach seems to excel over the ensemble
and hybrid methods. Consequently, the proposed ANFIS architecture, which handles more
efficiently the fuzziness of data, outperforms all the other examined methods in most cases, with
a rather remarkable difference. ANFIS is less time consuming and more flexible than ANN, and as
it employs fuzzy rules and membership functions incorporating with real-world systems, it can
be used as alternate method to ANN forecasting.
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It is observed that the proposed method exhibits better or similar performance to other well-
known ANN, FCM or hybrid FCM-ANN architectures for the ten cities under investigation. The
produced results highlight the significance and superiority of neuro-fuzzy methods over the other
examined methods in terms of prediction accuracy, when they deal with time series forecasting
problems in energy. This is in accordance with the main advantageous features of ANFIS models.
Those are, their ability to capture the nonlinear structure of a process, their adaptation capability,
and fast training characteristics. As reported in the literature, ANFIS models are able to cope with
uncertainty and fuzziness that characterize energy domain when other intelligent methods
cannot tackle.

The main findings in this chapter can be summarized as follows:

i)

i)

i)

v)

Both soft computing approaches (ensemble based on FCMs and ANFIS) are powerful
and efficient forecasting methods in the Natural Gas domain.

The Error-Based (EB) ensemble method presents lower errors concerning the
individual forecasters (ANN, Hybrid, RCGA-FCM and SOGA-FCM) for all three cities
(Athens, Thessaloniki and Larisa), as can be seen in Tables 5.6 to 5.11. EB seems to
outperform the AVG method in terms of achieving overall better forecasting results
when being applied to individual forecasters (see Figure 5.10).

The proposed ANFIS method exhibits best performance when certain configuration
settings are selected for the examined datasets. The “best” ANFIS model configuration
is a distinct architecture featuring a 2-2-2-2-2 triangular or gaussian MFs which was
determined after several experiments and a trial-and-error approach have been
properly conducted.

The proposed ANFIS architecture is superior to the four benchmark and well-known
ANN and FCM methods (ANN, SOGA-FCM, RCGA-FCM, Hybrid FCM-ANN) previously
used in NG consumption forecast. The best ANFIS model holds the best prediction
accuracy among all these methods, with respect to various error indicators and the R?
values (see Table 5.15).

The proposed ANFIS model shows significant capacity when applied to forecast NG
demand, since it exhibits better performance (see Table 5.15) with less running time
(see Table 5.16) and more flexibility to handle fuzziness than other well-known ANN
and FCM architectures.
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5.9 Concluding Remarks

This chapter tried to address the task of Natural Gas demand forecasting by introducing two
promising soft computing methods that are proved to be highly efficient in this context, achieving
exceptional prediction accuracies using historical data.

The performance of the ANFIS model whose best configuration was determined after a
proper exploration process regarding its input and training parameters, was assessed through its
comparison with other well-known ANN and soft computing models that are commonly used for
energy demand prediction purposes. The ANFIS method demonstrates significant performance
in the field of energy demand prediction, outweighing the traditional ANN and FCM
architectures. In addition, the running time of the proposed architecture is much less than those
of other examined models, making it the right decision for day-ahead demand forecasting of NG.
The investigated approach is an accurate estimation method as it makes efficient short-term
predictions in natural gas demand, showing minor deviations between the real and the predicting
values. The ANFIS approach can be applied in various other domains such as medicine,
environmental modelling, various energy systems, like solar and wind, as well as other
engineering applications due to the generalization capabilities of the proposed architecture. As
regards the energy sector, the results show that the proposed ANFIS method finds great
applicability due to its high prediction accuracy, robustness, and easiness to use. These
characteristics make it a powerful tool for regulatory authorities and decision makers to perform
rigorous forecasting of natural gas demand. It can be also useful especially for distribution
operators, providing them with the ability to make long-term planning decisions and apply the
correct strategic policies in this direction. An overall positive impact in environmental and
economic sustainability can be noticed.

In the case of the proposed ensemble forecasting approach, this combines individual ANN,
RCGA-FCM, SOGA-FCM, and hybrid FCM-ANN methods incorporating the two most popular
ensemble methods for error calculation in forecasting problems. The effectiveness of the
ensemble learning approach in time series prediction was examined through an experimental
analysis, using the MAE and MSE error statistics. The results of this chapter show that the
examined ensemble approach through designing an ensemble structure of various ANN, SOGA-
FCM models by different learning parameters and their hybrid structures can significantly
improve forecasting. Moreover, the obtained results clearly demonstrate that a relatively higher
forecasting accuracy is noticed when the applied ensemble approach is compared against
independent forecasting approaches, such as ANN or FCM, as well as with LSTM. The whole
framework seems to be a promising approach for ensemble time series forecasting which can be
easily applied in a plethora of scientific domains as it offers generalization capabilities.
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Chapter 6

Conclusions and Future work

This chapter provides an overview of the key results and the major research contributions as
emerged throughout this dissertation, along with future directions in the research field.

6.1 Research contributions and Conclusions

During the last decades, world has drawn attention into sustainability across various forms
and domains including social, economic, environmental and energy. Decision making on these
crucial for humanity complex systems requires a thorough study and exploration which can be
attained through their proper modeling and simulation. Fuzzy Cognitive Maps have become a
suitable knowledge-based methodology for modeling and simulating complex systems [4],
providing a more flexible and natural ability for knowledge representation and reasoning. The
motive behind this research is to propose suitable FCM-based modelling and simulation
approaches for complex dynamic systems, efficient FCM aggregation methods and FCM-based
demand prediction models that will allow governments, regulatory authorities and policy makers
to formulate the right strategies and develop certain policies in this direction. Below, the
resulting conclusions of this research are listed chapter-wise.

i) The first chapter presents the scope of this thesis along with a literature review in the
context of FCM-based participatory modeling and scenario analysis, sustainability planning and
decision-making, as well as forecasting with the use of FCMs. These subjects constitute the
backbone of this research effort and provide the foundations to the proposed methods and
architectures, that are discussed in the later chapters.

ii) Chapter 2 provides an overview of the FCM framework which constitutes the basis of this
study’s proposed approach to tackle the challenging task of modelling and analyzing real-world
complex systems from the sustainable development point of view. The contribution of this
chapter is two-fold: to present two newly developed FCM-based tools, namely FCMWizard and
OWA FCM, elaborated for modeling and scenario analysis purposes and to introduce an OWA-
based aggregation algorithm, developed to fill the gap in the relevant literature regarding the
weights learning process using OWA operators. The OWA aggregation methodology was
developed to overcome certain limitations over the implementation of other existing methods in
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the aggregation process and tackle the challenging task of efficiently aggregating the individual
knowledge acquisition from numerous and multiple experts and/or stakeholders from the
application domains. Considering the results produced, the novel aggregation approach improves
the reliability of the overall model making it less susceptible to potentially inaccurate knowledge
of a single expert as well as eliminates potential knowledge inconsistency among the participants.
Thus, it becomes widely applicable and highly efficient in terms of performance when a large
number of participants/stakeholders are present. In this context, a novel user-friendly Java-based
tool was also developed to provide the research community with an automated method for
aggregating a large number of individual FCMs. Among its advanced functionalities, the OWA tool
also applies the credibility weight methodology in ranking experts for most efficient FCM models
for scenario analysis and policy making, offering an added value to this dissertation. Among the
contributions of this chapter is the development and proposal of a new web-based software tool,
namely FCMWizard, entailing advanced functionalities for automatic FCM construction and
scenario analysis. It proves to be quite useful and supportive for policy makers and governments
in their effort to analyze real-life problems, model similar complex systems and predict their
behavior as well as elicit accurate outcomes of proposed policies that deal with social resilience
and sustainable socio-economic development strategies. The new OWA-based aggregation
method, when combined with FCM-based simulations, along with the new, simple and time-
saving aggregation tool, have the potential to contribute further to the automated preparation
of more appropriate, equitable, and effective policy scenarios and responses towards more
sustainable socio-economic approaches, and the development of better governance capacities
at multiple scales.

iii) Inchapter 3, the contribution of the proposed OWA-based FCM aggregation methodology
is based on some encouraging and promising findings with respect to socio-economic
sustainability and livelihood diversification of poor women in rural areas. The OWA-based
aggregation methodology, through the application of learning OWA operators in weights
considering the confidentiality of the participants, showed a remarkable efficiency overcoming
the limitations of the average aggregation of FCM weights. Additionally, the supremacy of the
OWA-FCM approach with respect to performance was revealed in most cases, through a
straightforward comparative analysis with the Average and the expert-based FCM model.
Furthermore, the proposed aggregation method proved its generic applicability and convenience
when a significantly large number of participants are involved in designing FCMs. The second
contribution of this chapter lies in the fact that through the conducted scenarios along with the
use of powerful software tools, complex interactions were identified within social, economic and
environmental systems. In addition, certain conclusions were emerged towards the
improvement of livelihood and the promotion of social resilience and economic empowerment
of the poor rural women, driving towards the formulation of appropriate policies in a variety of
domains.

iv) The main contribution of chapter 4 focuses on the use of FCMWizard as a tool for energy
domain stakeholders to design FCMs and conduct scenarios under different configurations in the
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renewable energy sector. Additionally, policy makers and governmental institutions are able to
determine certain strategies for better Energy Supply Chain Management which is directly
connected to a country’s socio-economic growth thus, assuring environmental sustainability. The
findings that emerged through the deployment of the FCMWizard tool demonstrated that the
development of the PSE sector in Brazil is mainly affected by economic and political factors. In
particular, government incentives constitute the most crucial factor that could offer a relative
stability to Brazil’s Renewable Energy system, whereas the involvement of private sector in the
PSE could have a positive impact on the dynamics of the system and the everyday life of Brazilian
citizens.

v) Chapter 5 contributes to the research by introducing two novel soft computing
methodologies as an alternative to the existing forecasting methods for time series prediction.
First, the proposed easy to use and robust ANFIS model proved its remarkable prediction
performance and generalization capabilities through a deep exploration process regarding its
architecture fine-tuning. This model was applied to a case study regarding natural gas
consumption in Greece and the produced results revealed its ability to make more accurate load
predictions compared to several other ANN-based and hybrid forecasting methods reported in
the literature. Its superior performance is based on the ability to tackle fuzziness in data handling,
flexibility in large datasets, easiness of use and low execution time requirements.

vi) The second contribution of this chapter (chapter 5) is the introduction of an innovative
and accurate non-linear time series architecture for the prediction of natural gas demand. This
ensemble-based forecast combination methodology combines FCMs, ANNs, and hybrid FCM-
ANN models, exploiting the advantageous characteristics of its component Al-based methods. A
rigorous comparative analysis was carried out to assess the prediction capability of the ensemble
forecasting approach against other state-of-the-art methods. The results demonstrated that the
proposed architecture attained better accuracies and an improved overall performance against
other individual Al and soft computing forecasting models (evolutionary FCMs, ANFIS), making it
a useful tool for future works in the energy sector.
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6.2 Future research directions
Although this thesis offers an enormous value to research, there are still some limitations
that need to be considered and further examined.

While FCMs have proved to possess enhanced modeling and decision-making capabilities,
there is not enough research yet to incorporate fuzziness in FCM modeling. That would offer
FCMs the capability to efficiently tackle uncertainty and transparency in FCM decision making
and cope with interpretability issues, too. Therefore, further steps need to be taken in the
direction of exploring effective ways to make the best performing FCM methods more
transparent, re-traceable, and understandable, explaining why certain decisions have been made
[223]. Also, investigating a stronger mathematical formulation of FCMs, including advanced
dynamic state space approach [111], making them more powerful to perform reasoning and
inference tasks in more complex real-life problems, is still an open research topic.

Fuzzy Cognitive Maps (FCMs) have been widely used for efficient modeling complexity, yet
they are still not fully ready to provide comprehensible explanations of decisions made. The
introduction of explainability in FCM reasoning is a challenging task for future work and thus,
fuzzy models could be a promising solution in explaining FCM systems. Fuzzy models have
recently brought out their notable ability to generate Natural Language explanations, while they
also feature accurate interpretability and feasibility under a careful model design [224]. In this
direction, fuzzy models are upgraded from interpretable to explainable [225]. Consequently, to
address the limitation of explainability and transparency in FCM-based modeling, and to further
integrate the notion of interpretability in policy making, future work is oriented to introduce a
model-driven explainable FCM for decision-making tasks. This FCM will utilize the main aspects
of explainable Al and the “Cause and Effect Reasoning” fuzzy model of human cognitive skills.

Future directions could be also given towards further validation of the proposed FCM
framework applying it in diverse complex policy making problems in Renewable Energy domain.
More variables will be considered, while the producing results will be further analyzed and
compared to those of the current thesis. Also, future work is devoted to the development of the
data-based construction of FCMs where no qualitative or expert/stakeholder knowledge is
available to design an FCM model for scenario analysis. Beyond that, a further validation of the
generic applicability of the proposed framework is needed in the case that a significantly large
number of experts and/or stakeholders and other data-oriented sources of knowledge are
involved in designing FCMs. This could facilitate the preparation of more appropriate, equitable,
and effective policy scenarios and responses, including shifting investment, production,
distribution, and consumption. These will show the way towards more sustainable approaches,
and the development of better governance capacities at multiple scales.

Considering Demand Forecasting, future work will be devoted to the application of the
advantageous forecast combination approach to a larger number of distribution points
nationwide, as well as to investigate new forecasting structures incorporating explainable Al
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features. Towards this direction, new powerful ensemble algorithms combining FCMs and other
efficient deep learning and regularized recurrent neural networks attaining explainability, need
to be explored for time series modelling and prediction in the energy sector.

In conclusion, the proposed FCMWizard tool is under continuous development to further
include more and advanced functionalities, such as the straightforward use of fuzzy sets for FCM
design, interval fuzzy values for weights, other efficient (i.e. intuitionistic, type 2-fuzzy) and state-
of-the-art fuzzy models as well as neuro-fuzzy systems so as to enhance FCM interpretability.
Furthermore, the development of other novel, open source and user-friendly tools and platforms
for automatic construction of FCM-based models for policy making that can incorporate both
human knowledge and data, is a challenge and still remains an open research direction.
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Appendix A

Results of the Experiment

The list of questions related to the examined case-study are the following:

a. lsit possible to differentiate that your tank is programmed, and autonomous control has
no human intervention? Explain.

b. During the game is it possible to perceive the hierarchy of robots in what way?
Was it possible to see that, in addition to the x, y coordinates in the plane, an exemplified
angle during the battle would be necessary to perceive the different states and their
attacks and defenses?
Is it possible to define a combat strategy to defeat the enemy?
Develop a state machine that models the player's actions to defeat the opponent.

Among several answers presented by the students, the most complete and comprehensible
ones are those answered by students 1 and 2 for each one of the questions.

Question (a)

Student 1: “Yes, because the tank that is controlled by the user responds to the commands
that we indicate, and the other one is autonomous, because it responds according to the events
that took place during the game according to its logical construction”.

Student 2: “It is possible that the opponent's tank has its strategy without using any
command, that is, without any human intervention. While the player's tank is controlled by the
keyboard at each cycle”.

Question (b)

Student 1: “The hierarchy that is noticed is that the tank checks first, the priority, for its own
defense, and then it acts with the intention of winning, destroying the opponent. Our tank, as it
is controlled by the user, has no hierarchy, since it acts according to our actions”.

Student 2: “It is possible to perceive hierarchy when shooting opponents, dodging obstacles
in the scenario and deflecting the opponent's attack to maintain the integrity of the tank
(objective of the game)”.

Question (c)

Student 1: “The angle serves to have a more precise control of where the tank is, for example.
If it is in position x = 0, y = 0. And | tell him to move forward x=1, the tank will not necessarily
move forward as it may be rotated and thus move to another position”.

Student 2: This question was not answered.
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Question (d)

Student 1: “The strategy to defeat the enemy would be to dodge the shots and shoot in a
predictive manner, predicting that the enemy tank will be in place at the time of the shot”.

Student 2: “It is necessary to use a strategy to avoid the enemy attack and attack it. Hierarchy
is to first maintain the integrity of the tank then chase the opponent for attack”.

Question (e)

Student 1: One of the interpretations of the finite-state machine was considered satisfactory
for the movement of the tank in the proposed game, as presented by Student 1 (Figure A.3).

Figure A.3 Finite-state machine presented by Student 1.
The vocabulary presented by Student 1 contains the following:

i. Do nothing.

ii. Press arrows.
iii.  Left click on the mouse.
iv. Rotate mouse.

Student 2: It is noteworthy that the interpretation of Student 2 was more complete, and
obviously more faithful to the operation of the tanks in the game, as shown in Figure A.4.

Vel ®< I
@"*@b—@)—;@

Figure A.4 Finite-state machine presented by Student 2.
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The states and the interactions of this student’s finite-state machine are described as follows.

State 0: State machine stopped. The game has not yet started;

State 1: Game started: tank is currently idle;

State 2: The tank is moving;

State 3: The tank while moving, it aims and fires;

State 4: The tank while stopped, it aims and shoots;

State 5: The tank is in the dead state awaiting respawn;

State 0=>1: The button to start the game must be pressed;

State 1->2: Press the directional buttons to move the tank;

State 2-2>1: Tank in motion, stop pressing the movement buttons;

State 2->3: The tank while in motion, aim at the target and press the shoot button;
State 3->2: The tank in motion, release the shoot button;

State 1->4: The tank stopped, aim at the target and press the button to shoot;
States 1,2,3,4->5: The tank was shot;

State 5->1: x time has passed; the tank has respawned.

Student 3, on the other hand, made the finite-state machine and did not created any
vocabulary. That is, it is possible to observe that different interpretations emerged. However, the
students managed to understand some relevant concepts of robotics. Especially autonomous
robotics.

L —

Stop Move Aim Shoot

Arrows ’ Click Mouse

Avoid Shoots

Avoid Obstacles

Figure A.5 Finite-state machine presented by Student 3.

The result of Student 4 had a slightly different abstraction. He left the vocabulary in the finite-
state machine itself with a good interpretation of the concept of the activity, as presented in
Figure A.5.
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Appendix B

Table B.1: The table with the degree of significance for all sub-concepts for Kashmir region.

Key Concept Sub-Concept SHG VO CLF CRP Average

C1: Building Stron

B § Strong 8.79
Building SHGs 83 85 9.1 9.6 8.72
Building VOs 80 84 86 9.8 8.58
Building CLFs 79 9.1 93 9.8 9.07

C2: Governance of

CBOs 8.92
Practicing panch sutra 82 93 94 9.8 9.21
Developing repayment culture 80 86 86 9.6 8.63

C3: Capacity building 8.69
Training on SHG concept and management 8.6 85 8.9 9.8 8.75
Training on VO concept and management 8.1 85 85 9.8 8.60
Training to SHG and VO on bookkeeping 86 85 8.9 9.8 8.73

C4: Financial literacy 7.73
Analytical literacy 77 71 8.1 8.6 7.91
Functional literacy 82 7.8 8.0 8.1 8.15
Technical literacy 80 71 @86 8.3 7.91
Institutional literacy 84 76 6.3 7.9 7.81
Adoption of better financial technology 71 63 6.3 7.6 6.89

ffe cﬁ:cess to formal 8.18
Inter-loaning 86 84 94 9.4 8.98
High-cost loan into low-cost loan 56 7.8 8.1 8.0 7.70
Banking awareness 7.8 78 71 8.9 7.81
SHG-Bank linkage 8.0 79 86 9.3 8.24

C6: Savings,

investments, and 5.97

insurance
SHG savings 88 9.1 100 9.9 9.36
Regular savings accounts (individual or joint) 8.8 9.1 8.9 9.6 9.09
Life insurance 49 46 5.8 8.0 5.56
Health insurance 34 31 3.0 5.1 4.17
Vehicle insurance 44 39 238 1.5 4.02
Livestock insurance 3.6 34 41 2.4 3.65

C7: Income 6.62
Income from agriculture/ horticulture 6.6 6.6 55 6.6 6.48
Income from animal husbandry 74 71 7.9 8.1 7.53
Income from self-employment 74 73 54 8.4 7.17
Income from wage labour 5.0 54 39 5.9 5.30
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C8: Consumption

expenditures >-47
Usage of freeze, mixer, etc. 50 46 4.2 4.4 4.64
More expenditure on clothes 49 46 3.3 4.3 4.77
Usage of bed, sofa, etc. 4.2 33 3.0 4.0 3.67
Usage of TV, radio, tape recorder, etc. 48 50 34 5.8 4.97
Expenditure on more nutritious food 6.4 64 5.2 6.5 6.16
More expenditure on health 6.8 6.8 4.9 6.6 6.36
More expenditure on education 81 79 76 6.5 7.70

C9: Enterprise

developn:)ent >-76
Enterprise development 6.3 68 8.2 3.0 6.75
Enterprise management 59 6.1 71 2.9 6.19
Decision-making with regard to enterprise 6.1 6.1 6.6 23 6.02
Fostering entrepreneurship 54 6.1 58 6.4 6.17
New livelihood activities/interventions 6.9 76 | 75 7.0 7.43
Skill development training 5.3 59 6.2 4.0 5.77
Guidance from experts and professionals 58 56 54 5.8 5.60
Value addition 52 53 89 6.5 6.26
Market identification 42 40 2.2 3.8 3.63
Market linkages 36 47 18 33 3.75

10: Livelih

givoersif::ati(::!d 7.03
Agriculture 7.4 79 74 6.3 7.52
Horticulture 7.6 7.1 7.8 5.9 7.40
Livestock rearing 7.9 7.8 7.7 9.0 7.96
Self-employment 76 7.8 59 8.1 7.42
Wage labour 3.8 54 43 4.1 4.88

C11: Education 7.17
sI'S::e;;c;irrulemplementatlon of Aanganwadi 8.1 60 63 70 6.46
Increased access to education for children 82 7.8 89 8.3 8.12
Improved quality of education 80 7.7 75 6.9 7.60
Increased literacy among children 77 78 7.6 7.9 7.72

Better avenues for higher education for 74 67 65 6.1 6.67

children
Easy access to mid-day meals 73 7.0 6.3 6.4 6.84
Easy access to information about schooling 72 79 57 7.9 7.34
Reduced school drop-out rate 70 65 6.1 7.0 6.65
C12: Health,
hygiene, and 7.32
sanitation
Reduced open defecation 8.1 6.6 6.7 8.3 7.03
Better sanitation and hygiene 6.8 79 54 7.9 7.21
Increased access to hospitals 7.1 7.7 49 8.6 7.13
Vaccination 8.1 79 89 9.4 8.31
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Reduced epidemic 73 6.8 4.9 7.6 6.67
Reduced malnutrition among children 78 7.8 6.6 6.4 7.37
Increased nutritional security 7.1 7.7 8.2 5.9 7.52

C13: Natural assets 6.05
Purchase of land 49 43 26 4.1 4.08
Purchase of livestock 79 7.8 87 8.1 8.03

C14: Physical assets 5.11
Productive assets 6.2 66 74 6.8 6.73
Consumptive assets 5.8 51 5.8 6.6 5.52
Asset in the name of women 51 36 22 4.6 3.72
Community owned assets 6.0 48 1.8 5.0 4.48

cs poi
Political inclusion 52 6.0 138 4.9 5.02
Political justice 6.4 58 5.8 4.3 5.79
Awareness of rights 69 74 8.0 7.0 7.42
Exercising rights 60 7.7 58 6.3 7.00
Initiatives focusing on women development 7.3 8.0 4.6 7.1 7.32
Participation in political groups/ parties 57 59 35 5.8 5.54
zz:nn;:;i):(z:n in Village Development 78 66 41 74 6.31
Participation in Village Education
Committee (VEC) / School Management 81 7.6 59 8.1 7.36
Committee (SMC)
Participation in Village Health Committee 72 73 59 8.3 7.24
Participation in Mahila Mandal 6.8 6.6 54 6.0 6.81
Participation in Mother’s Committee 54 73 54 4.1 7.28
Participation in Watershed Committee 4.7 51 24 4.0 493
Approaching to higher officials in block and
dii?rict for egxercisigng rights 43 189 80 3.8 7:94
Participation in Social Audit 43 43 1.9 2.9 3.98
Participation in Vigilance Committee (for
MGNRFI;GS and otﬁer schemes) ( >0 150 125 3.6 4.65
Participation in Gram Sabha 71 7.8 43 8.1 7.01
Role in policy making 51 6.1 22 4.3 5.06

16: i

gmﬁp:\:l‘:f;ent 8.25
Universal social mobilization 7.3 84 7.1 9.3 8.12
Universal social inclusion 7.1 79 7.7 9.3 8.05
Improved social behavior 77 88 8.1 9.4 8.57
Increased social values 7.4 104 7.6 9.3 9.44
Increased social development 7.3 79 8.0 8.8 8.09
Increased social awareness 7.7 78 7.8 8.9 7.93
Increased social welfare 74 7.0 7.7 8.6 7.53

C17: Economic

empowerment 8.37
Financial self-sufficiency 7.4 81 8.6 7.5 8.03
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Economic decision-making 76 69 94 7.1 8.05
Increased savings 87 81 94 9.6 9.03
C18: Personal well-
being and
Personality 7.60

development

Adoption of agricultural machines/ 414 68 34 5.5 5.67

equipment
:;jsip:)trf;n(:f better cooking methods/ 56 |66 | 7.2 6.5 6.58
Better health and hygiene awareness 7.1 7.2 87 7.9 7.57
Access to basic infrastructure 13.7 66 7.7 5.8 7.91
Increased women literacy 8.1 74 8.6 6.5 7.64
Increased women safety 84 71 9.0 7.8 8.02
Increased self-confidence 79 7.7 9.0 7.4 8.22
Engagement with household level issues 77 80 8.1 7.4 7.88
Engagement with community level issues 69 79 79 6.9 7.66
Sense of authority in public space 6.7 75 8.6 5.8 7.40
Recognition in family and society 7.8 81 89 8.0 8.35
Power in household decision making 74 76 9.1 7.1 7.82
Increased gender equality 79 82 7.1 6.8 7.86
Voicing against ill treatments 7.1 74 76 8.4 7.52
Individual values/ integrity 7.1 7.7 64 6.6 7.21
Women'’s identity 8.7 83 7.2 7.6 8.03
Women’s independence 80 80 5.8 7.6 7.48
Women’s mobility 80 75 65 7.8 7.52
Own perceptions towards changes 7.9 7.8 8.2 8.6 8.09

C19: Intra-household

bargaining power 7.20
Mediation in household/ family disputes 76 74 74 6.9 7.39
Seeking benefit under government schemes 6.0 7.0 7.9 7.6 7.12
Obtaining ration card 80 7.7 8.2 8.1 7.90
Lodging police complaint 6.2 65 26 3.1 5.35
Access to credit 73 72 6.9 6.5 7.20
Admissions of children to schools/ colleges 8.0 8.0 9.1 7.9 8.24
Admissions to hospitals 77 70 7.9 6.6 7.21

C20: Social harmony 8.26
Community cohesion 74 82 86 8.1 8.16
Community support 7.7 8.1 8.4 8.3 8.15
Reduced social tension 79 80 94 7.0 8.16
Conflict avoidance 8.3 82 9.2 6.6 8.22
Increased tolerance 8.3 8.1 9.0 7.6 8.25
Solidarity 89 81 100 8.0 8.60
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Table B.2: The table with the degree of significance for all sub-concepts for Jammu region.

Key Concept Sub-Concept SHG VO CLF CRP Average

C1: Building Strong

CBOs 9.43
Building SHGs 93 96 97 9.0 9.43
Building Vos 93 95 9.6 9.0 9.39
Building CLFs 95 95 96 9.1 9.45

C2: Governance of

CBOs 9.41
Practicing panch sutra 96 9.8 9.6 9.6 9.62
Developing repayment culture 91 9.2 96 8.6 9.19

C3: Capacity building 8.95
Training on SHG concept and management 8.6 9.1 9.1 8.5 8.96
Training on VO concept and management 8.7 9.2 9.0 8.7 8.90
Training to SHG and VO on bookkeeping 84 9.0 9.0 8.8 9.00

C4: Financial literacy 6.98
Analytical literacy 73 6.3 6.6 5.3 6.88
Functional literacy 7.8 63 6.4 6.4 7.20
Technical literacy 76 58 6.1 5.6 6.66
Institutional literacy 80 65 64 5.5 7.05
Adoption of better financial technology 79 6.1 6.3 6.0 7.09

S:':e c;Ai::cess to formal 8.74
Inter-loaning 9.3 89 88 9.0 8.96
High-cost loan into low-cost loan 7.9 7.4 74 8.0 7.69
Banking awareness 9.1 89 9.2 9.0 9.07
SHG-Bank linkage 91 94 9.2 9.4 9.24

C6: Savings,

investments, and 8.03

insurance
SHG savings 9.6 9.8 95 9.5 9.57
Regular savings accounts (individual or joint) 9.0 ' 9.5 9.5 9.0 9.26
Life insurance 86 87 85 8.0 8.45
Health insurance 7.5 74 71 6.2 7.28
Vehicle insurance 6.7 69 6.1 4.9 6.43
Livestock insurance 6.9 7.1 74 6.7 7.21

C7: Income 7.07
Income from agriculture/ horticulture 7.5 73 6.7 7.3 7.15
Income from animal husbandry 7.8 76 7.2 7.5 7.54
Income from self-employment 7.8 65 7.1 6.6 7.07

Income from wage labour 6.3 79 63 6.2 6.51

C8: Consumption

. 6.79
expenditures

Usage of freeze, mixer, etc. 6.9 64 64 4.7 6.47
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More expenditure on clothes 6.6 6.0 6.5 4.5 6.11
Usage of bed, sofa, etc. 6.3 58 6.2 4.7 6.10
Usage of TV, radio, tape recorder, etc. 6.2 6.4 6.0 4.9 6.19
Expenditure on more nutritious food 6.4 6.8 6.9 5.8 6.83
More expenditure on health 73 7.7 8.0 6.2 7.42
More expenditure on education 83 86 88 7.5 8.39

C9: Enterprise

developr:ent 6.61
Enterprise development 6.6 6.8 6.7 5.7 6.50
Enterprise management 6.0 6.7 64 5.0 6.19
Decision-making with regard to enterprise 6.3 6.0 6.0 5.1 6.24
Fostering entrepreneurship 5.9 6.6 6.0 4.0 6.05
New livelihood activities/interventions 7.0 6.7 7.2 6.4 6.92
Skill development training 69 6.1 7.1 7.1 7.03
Guidance from experts and professionals 73 6.0 75 6.4 7.20
Value addition 6.0 54 57 4.4 6.09
Market identification 76 7.6 6.7 6.0 7.14
Market linkages 71 69 6.3 5.6 6.76

10: Livelih

givoersifi?:atiz(:ld 7.72
Agriculture 7.9 7.7 9.2 8.2 8.51
Horticulture 6.5 6.3 6.5 6.3 6.76
Livestock rearing 8.3 80 86 8.1 8.39
Self-employment 69 75 8.1 7.0 7.75
Wage labour 6.8 69 6.9 7.1 7.17

C11: Education 8.05
SI’Scer;c‘(c;:’rrnlampIementatlon of Aanganwadi 8.2 75 81 70 7 80
Increased access to education for children 84 82 88 7.5 8.33
Improved quality of education 81 85 8.7 7.4 8.26
Increased literacy among children 82 86 8.6 7.9 8.34
CBsitlger;ivenues for higher education for 80 86 85 70 8.20
Easy access to mid-day meals 74 74 8.1 6.6 7.79
Easy access to information about schooling 8.0 81 87 7.2 8.19
Reduced school drop-out rate 73 73 8.2 5.5 7.48

C12: Health,

hygiene, and 0.0 8.10

sanitation
Reduced open defecation 82 93 87 7.8 8.53
Better sanitation and hygiene 8.5 89 86 7.9 8.46
Increased access to hospitals 74 74 8.1 7.0 7.61
Vaccination 8.7 95 87 8.1 8.75
Reduced epidemic 7.3 85 8.0 6.4 7.59
Reduced malnutrition among children 7.7 80 7.7 7.0 7.60
Increased nutritional security 78 89 83 7.8 8.18

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



210

C13: Natural assets 6.75
Purchase of land 51 64 57 4.7 5.78
Purchase of livestock 81 85 6.9 7.6 7.72

C14: Physical assets 0.0 6.20
Productive assets 6.3 6.7 6.9 5.1 6.57
Consumptive assets 5.7 51 6.2 4.8 6.05
Asset in the name of women 53 71 6.1 5.5 6.35
Community owned assets 5.1 58 5.0 4.8 5.84

C15: Political

empowerment 7.21
Political inclusion 6.4 64 75 5.2 7.12
Political justice 6.8 63 7.2 5.6 6.91
Awareness of rights 75 81 8.2 7.0 7.75
Exercising rights 7.2 69 8.0 6.8 7.58
Initiatives focusing on women development | 7.6 83 8.1 7.6 7.99
Participation in political groups/ parties 7.3 7.1 74 6.5 7.50

Participation in Village Development
Committee

Participation in Village Education
Committee (VEC) / School Management 69 69 74 6.4 7.36
Committee (SMC)

Participation in Village Health Committee 7.2 73 75 6.6 7.47

77 69 8.0 7.0 7.72

Participation in Mahila Mandal 7.4 7.0 8.0 5.7 7.57
Participation in Mother’s Committee 63 6.2 74 49 6.91
Participation in Watershed Committee 54 49 56 3.9 5.83

Approaching to higher officials in block and
district for exercising rights

Participation in Social Audit 54 48 6.3 4.4 6.01
Participation in Vigilance Committee (for
MGNREGS and other schemes)

57 81 106 3.6 8.02

57 53 59 5.6 6.68

Participation in Gram Sabha 7.8 74 8.1 6.6 7.65
Role in policy making 63 6.6 7.0 4.7 6.54

C16: Social

empowerment 7.76
Universal social mobilization 7.4 73 7.7 6.4 7.49
Universal social inclusion 7.0 71 79 6.4 7.42
Improved social behavior 7.6 7.8 8.1 7.4 7.77
Increased social values 7.8 77 7.6 7.2 7.69
Increased social development 7.6 76 81 7.5 7.85
Increased social awareness 8.3 8.6 8.0 7.8 8.26
Increased social welfare 79 80 7.3 7.6 7.81

C17: Economic

empowerment 8.06
Financial self-sufficiency 7.7 79 8.0 6.8 7.72
Economic decision-making 84 85 7.7 7.6 8.03
Increased savings 8.4 85 8.1 8.7 8.43
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C18: Personal well-
being and
Personality
development

8.00

Adoption of agricultural machines/ 74 63 71 6.8 712

equipment
:(?Siitrfgn(:f better cooking methods/ 77 71 76 6.8 245
Better health and hygiene awareness 82 80 @87 7.8 8.25
Access to basic infrastructure 6.8 7.0 7.8 6.6 7.37
Increased women literacy 7.7 82 87 7.6 8.13
Increased women safety 79 81 84 7.3 8.06
Increased self-confidence 82 80 86 8.4 8.64
Engagement with household level issues 77 7.8 8.6 6.9 7.97
Engagement with community level issues 74 64 79 6.7 7.44
Sense of authority in public space 73 58 8.1 6.3 7.41
Recognition in family and society 79 80 84 7.6 8.04
Power in household decision making 80 7.8 86 7.9 8.18
Increased gender equality 7.3 80 7.8 6.6 7.45
Voicing against ill treatments 83 9.0 88 8.0 8.59
Individual values/ integrity 57 72 8.1 5.5 7.64
Women'’s identity 8.6 9.1 9.1 8.2 8.77
Women’s independence 8.3 89 9.2 7.9 8.66
Women’s mobility 82 87 9.0 8.0 8.62
Own perceptions towards changes 8.1 82 8.7 7.8 8.28

C19: Intra-household

bargaining power 7.73
Mediation in household/ family disputes 7.1 72 6.9 6.1 6.96
Seeking benefit under government schemes 7.7 8.2 8.3 6.9 7.87
Obtaining ration card 8.4 88 9.0 7.7 8.57
Lodging police complaint 63 63 7.8 5.5 6.96
Access to credit 6.7 6.6 7.2 6.0 7.12
Admissions of children to schools/ colleges 8.7 84 9.0 8.4 8.68
Admissions to hospitals 76 79 82 7.5 7.92

C20: Social harmony 8.64
Community cohesion 85 86 89 8.6 8.69
Community support 82 84 8.8 8.6 8.55
Reduced social tension 81 87 838 8.3 8.52
Conflict avoidance 84 79 87 8.6 8.48
Increased tolerance 86 85 9.2 8.4 8.79
Solidarity 85 85 9.2 8.7 8.83
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C1
C1
2
a3
C4
(&)
C6
C7
(¢}
9
C10
C11
C12
C13
C14
C15
C16
C17
C18
C19
C20

Cl
C1
2

c4
c5
C6
7
c8
9
C10
cil
C12
C13
Cl4
C15
C16
C17
C18
C19
C20

0.00
0.3425
0.4150

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00
0.7675
0.8050

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Q
0.00
0.00
0.3925
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

2
0.00
0.00
0.7575
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Table B.3: Adjacency weights matrix for OWA-FCM (C) model.

[&] c4
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

c5 C6
0.00
0.00
0.00
0.29
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.3375
0.00
0.00
0.00
0.00
0.00

0.3375
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C7
0.00
0.00
0.00
0.00
0.00
0.2575
0.00
0.00
0.25
0.3025
0.2550
0.00
0.2525
0.2525
0.00
0.00
0.00
0.00
0.00
0.00

c8
0.00
0.00
0.00
0.00
0.00
0.00
0.2375
0.00
0.00
0.2575
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C9
0.00
0.00
0.00
0.00
0.3075
0.00
0.2450
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C10
0.00
0.00
0.00
0.00
0.2650
0.00
0.00
0.00
0.2175
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C11
0.00
0.00
0.00
0.27
0.00
0.00
0.3325
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.3575
0.00

(o)
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.3650
0.00
0.2225

13 C14
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C15
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.31
0.00 0.00
0.00 0.2275
0.00 0.00
0.00 0.00

Cl6
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.2775
0.00
0.00
0.00
0.00
0.00

Table B.4: Adjacency weights matrix for Average-FCM (C) model.

(&) C4
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

(&) C6
0.00
0.00
0.00

0.6650
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.7450
0.00
0.00
0.00
0.00
0.00
0.70
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C7
0.00
0.00
0.00
0.00
0.00
0.63
0.00
0.00
0.62
0.6350
0.6275
0.00
0.6175
0.6075
0.00
0.00
0.00
0.00
0.00
0.00

(¢}
0.00
0.00
0.00
0.00
0.00
0.00
0.60
0.00
0.00
0.6150
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C9
0.00
0.00
0.00
0.00
0.6175
0.00
0.5925
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C10
0.00
0.00
0.00
0.00
0.6850
0.00
0.00
0.00
0.5850
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

(o}
0.00
0.00
0.00
0.6750
0.00
0.00
0.6750
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.6650
0.00
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C12
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.6775
0.00
0.6450

13 Cl4
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C15
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.64
0.00
0.61
0.00
0.00

Cl6
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.61
0.00
0.00
0.00
0.00
0.00

C17
0.00
0.3250
0.00
0.00
0.2950
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C17
0.00
0.68
0.00
0.00
0.6675
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

C18
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.2850
0.00
0.00
0.00
0.2650
0.00
0.00
0.00
0.00
0.00

C18
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.6650
0.00
0.00
0.00
0.6350
0.00
0.00
0.00
0.00
0.00

C19
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.30
0.00
0.00
0.00
0.00
0.00
0.00
0.3025
0.00
0.00

C19
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.65
0.00
0.00
0.00
0.00
0.00
0.00
0.6450
0.00
0.00

C20
0.00
0.2050
0.00
0.00
0.00
0.00
0.2025
0.00
0.00
0.00
0.00
0.23
0.00
0.00
0.2350
0.18
0.23
0.00
0.00
0.00

C20
0.00
0.6450
0.00
0.00
0.00
0.00
0.5925
0.00
0.00
0.00
0.00
0.5950
0.00
0.00
0.6075
0.5950
0.5975
0.00
0.00
0.00
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Appendix C

Table C.1: Descriptive statistics values for Real Dataset Z(t), forecasting values of AVG and EB
methods for the 3 cities (Testing).

Descriptive Athens Thessaloniki Larissa

Statistics Z(t) X(t)AVG  X(t) EB Z(t) X(t)AVG  X(t) EB Z(t) X()AVG  X(t)EB
Mean 0.2479  0.2433 0.2433 | 0.2588  0.2478  0.2478 | 0.2456  0.2279  0.2291
Median 0.1225  0.1488 0.1488 | 0.1179  0.1304  0.1304 | 0.0695  0.0961  0.0972
St. Deviation 0.2159  0.2020 0.2021 | 0.2483 0.2236  0.2237 | 0.2742  0.2399  0.2404
Kurtosis 0.6658  0.2785 0.2792 | 0.1755  -0.1254  -0.1219 | -0.0113  -0.1588  -0.1502
Skewness 1.2242 1.1138 1.1140 1.1348 1.0469 1.0479 1.1205 1.0900 1.0921
Minimum 0.0000  0.0359 0.0359 | 0.0079  0.0358  0.0357 | 0.0000  0.0233  0.0237
Maximum 0.9438  0.8144 0.8144 | 0.9950  0.8556  0.8562 | 1.0000  0.8291  0.8310

Table C.2: t-Test: Paired Two Sample for Means between the ensemble methods (AVG and EB)

(Athens).
X(t) AVG Athens X(t) EB Athens
Mean 0.243342155 0.243346733

Variance

Observations

Pearson Correlation
Hypothesized Mean Difference
df

t Stat

P(T<=t) one-tail

t Critical one-tail

P(T<=t) two-tail

t Critical two-tail

0.040822427
196
0.99999997
0
195
-1.278099814
0.101366761
1.65270531
0.202733521
1.972204051

0.040826581
196

Table C.3: Different configurations of the selected ANFIS architectures regarding linear output
MF.

Type of Number Typeof @ Number MSE
Input MF of MFs Output = of Rules

MF
trimf 2-2-2-2-2 Linear 32 0.00119
trapmf 2-2-2-2-2 Linear 32 0.00135
gbellmf 2-2-2-2-2 Linear 32 0.00126
Gaussmf | 2-2-2-2-2 Linear 32 0.00129
Gauss2mf | 2-2-2-2-2 Linear 32 0.00140

RMSE

MAE

0.03457 @ 0.01942
0.03685 0.02086
0.03560 @ 0.01992
0.03603 = 0.02025
0.03749  0.02087
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MAPE

11.7218
12.1237
11.4644
11.9779
11.2638

R"2

0.98212
0.97955
0.98096
0.98046
0.97886

Time
(sec)

148
148
148
148
148
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pimf 2-2-2-2-2  Linear 32 0.00163 0.04044 0.02217 12.0829 0.97540 148

5 2 6 8 5
dsigmf 2-2-2-2-2  Linear 32 0.00142 0.03773 0.02106 @ 11.2672 0.97859 148
psigmf 2-2-2-2-2  Linear 32 0.00142 0.03773 0.02106 11.2672 0.97859 148
trimf 2-2-3-3-3  Linear 108 0.00147 0.03843 0.02094 @ 11.1786 0.97777 @ 328
Gaussmf | 2-2-3-3-3 | Linear 108 0.00203 0.04514 0.02328 @ 12.7172 0.96924 328

Table C.4: Case (A)-Calculated errors and weights for each ensemble forecaster based on
scores for EB method (Larissa).

Validation Testing Testing
MAE MSE MAE MSE Weights MAE MSE Weights
ANN1 ~ 0,0339 0,0032 0,0425 0,0047 0.2511 Hybrid1 ~ 0,0411 0,0043 0.2531
ANN2  0,0353 0,0036 0,0438 0,0052 0 Hybrid2 ~ 0,0435 0,0051 0
ANN3  0,0343 0,0033 0,0433 0,0050 0 Hybrid3 ~ 0,0418 0,0045 0.2472
ANN4 ~ 0,0347 0,0033 0,0429 0,0049 0 Hybrid4 ~ 0,0424 0,0048 0
ANN5  0,0353 0,0035 0,0436 0,0051 0 Hybrid5  0,0436 0,0051 0
ANN6  0,0352 0,0035 0,0432 0,0049 0 Hybridé ~ 0,0436 0,0051 0
ANN7  0,0354 0,0035 0,0441 0,0053 0 Hybrid7  0,0434 0,0050 0
ANN8  0,0348 0,0033 0,0427 0,0049 0 Hybrid8  0,0425 0,0047 0.2398
ANN9  0,0351 0,0035 0,0439 0,0052 0 Hybrid9 ~ 0,0423 0,0047 0
ANN10 0,0343 0,0033 0,0431 0,0049 0.2406 Hybrid10  0,0432  0,0050 0
ANN11 0,0342 0,0032 0,0436 0,0049 0.2472 Hybrid11  0,0444 0,0053 0
ANN12 0,0331 0,0031 0,0428 0,0047 0.2610  Hybrid12 0,0426 0,0043 0.2597
AVG 0,0345 0,0033 0,0431 0,0049 AVG 0,0427 0,0048
EB 0,0337 0,0032 0,0428 0,0048 EB 0,0417 0,0044

Table C.5: Descriptive statistics values for Real Dataset Z(t), forecasting values of AVG and EB
methods for the 3 cities (Validation).

Descriptive Athens Thessaloniki Larissa

Statistics Z(t) X(t)AVG  X(t) EB Z(t) X(t)JAVG  X(t) EB Z(t) X(t)AVG  X(t) EB
Mean 0.2540  0.2464 0.2464 | 0.2611  0.2510  0.2510 | 0.2689  0.2565  0.2575
Median 0.1154  0.1366 0.1366 | 0.1335 0.1393 0.1394 | 0.1037  0.1194  0.1211
St. Deviation 0.2391  0.2203 0.2203 | 0.2373 0.2228  0.2228 | 0.2604  0.2429  0.2429
Kurtosis 0.3610  -0.2748  -0.2741 | -0.1839  -0.5807 -0.5774 | -0.6564  -0.8881  -0.8847
Skewness 1.1605  0.9801 0.9803 | 0.9328  0.8288  0.8298 | 0.8112  0.7520  0.7516
Minimum 0.0277  0.0367 0.0367 | 0.0043 0.0305 0.0304 | 0.0000  0.0235  0.0239
Maximum 1.0000  0.8429 0.8431 | 1.0000  0.8442  0.8448 | 1.0000  0.8361  0.8383
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Table C.6: Descriptive statistics values for Real Dataset Z(t), forecasting values of AVG and EB
methods for the 3 cities (Testing).

Descriptive Athens Thessaloniki Larissa
Statistics Z(t) X(t)AVG  X(t) EB Z(t) X(t)AVG  X(t)EB Z(t) X()AVG  X(t)EB
Mean 0.2479 0.2433 0.2433 0.2588 0.2478 0.2478 0.2456 0.2279 0.2291
Median 0.1225 0.1488 0.1488 | 0.1179 0.1304 0.1304 | 0.0695 0.0961 0.0972
St. Deviation 0.2159 0.2020 0.2021 0.2483 0.2236 0.2237 0.2742 0.2399 0.2404
Kurtosis 0.6658 0.2785 0.2792 0.1755 -0.1254 -0.1219 | -0.0113 -0.1588 -0.1502
Skewness 1.2242 1.1138 1.1140 1.1348 1.0469 1.0479 1.1205 1.0900 1.0921
Minimum 0.0000 0.0359 0.0359 0.0079 0.0358 0.0357 0.0000 0.0233 0.0237
Maximum 0.9438 0.8144 0.8144 | 0.9950 0.8556 0.8562 1.0000 0.8291 0.8310
Table C.7: Running time and number of rules for all the proposed ANFIS configurations.
Number Type of Number Optimiz  Number Time
Type of Input MF Output of .
of MFs ation of Rules run
MF Epochs
trimf, trapmf, gbell, gauss, pim, sigm  2-2-2-2-2  Constant 10 Hybrid 32 7sec
trimf, trapmf, gbell, gauss, pim, sigm  2-2-3-3-3  Constant 10 Hybrid 108 11sec
trimf, trapmf, gbell, gauss, pim, sigm  3-3-3-2-2  Constant 10 Hybrid 108 19sec
trimf, trapmf, gbell 3-3-3-3-3  Constant 10 Hybrid 243 68sec
trimf 3-3-4-4-4 Constant 10 Hyorid 576 oM"
10sec
trimf 3-3-5-5-5  Constant 10 Hybrid 1125 40 min
trapmf 3-3-4-4-4  Constant 10 Hybrid 576 12min
trapmf 3-3-5-5-5  Constant 10 Hybrid 1125 70 min
gbellmf 3-3-4-4-4  Constant 10 Hybrid 576 12min
35sec
gbellmf 3-3-5-5-5  Constant 10 Hybrid 1125 50min
gaussmf 3-3-3-3-3  Constant 10 Hybrid 243 4 min
gaussmf 3-3-4-4-4  Constant 10 Hybrid 576 25 min
gaussmf 3-3-5-5-5  Constant 10 Hybrid 1125 47 min
gauss2mf 3-3-3-3-3  Constant 10 Hybrid 243 4 min
gauss2mf 3-3-4-4-4  Constant 10 Hybrid 576 25 min
gauss2mf 3-3-5-5-5 Constant 10 Hybrid 1125 47 min
pimf 3-3-3-3-3  Constant 10 Hybrid 243 3,5 min
pimf 3-3-4-4-4  Constant 10 hybrid 576 20min
pimf 3-3-5-5-5 Constant 10 hybrid 1125 42min

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



217

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



218

Appendix D

Publications

1.

Papageorgiou, K., Singh, P.K., Papageorgiou, E.l.,, Chudasama, H., Bochtis, D., and Stamoulis, G.
Fuzzy Cognitive Map-Based Sustainable Socio-Economic Development Planning for Rural
Communities. Sustainability, 2020;12(1):305. doi: 10.3390/su12010305. (IF: 2,592)

Papageorgiou K, Singh PK, Papageorgiou El, Chudasama H, Bochtis D, and Stamoulis, G. (2020)
Participatory modelling for poverty alleviation using fuzzy cognitive maps and OWA learning
aggregation. PLOS ONE 15(6): e0233984. doi: 10.1371/journal.pone.0233984 (IF: 2,870)

Papageorgiou, K.; Carvalho, G.; Papageorgiou, E.l.; Bochtis, D.; Stamoulis, G. Decision-Making
Process for Photovoltaic Solar Energy Sector Development using Fuzzy Cognitive Map Technique.
Energies 2020, 13(6), 1427. doi: 10.3390/en13061427 (IF: 2,707)

Papageorgiou, K.; Poczeta, K.; Papageorgiou, E.; Gerogiannis, V.C.; Stamoulis, G. Exploring an
Ensemble of Methods that Combines Fuzzy Cognitive Maps and Neural Networks in Solving the
Time Series Prediction Problem of Gas Consumption in Greece. Algorithms 2019, 12, 235.
doi: 10.3390/212110235 (IF: 1,46)

Papageorgiou, K.; |. Papageorgiou, E.; Poczeta, K.; Bochtis, D.; Stamoulis, G. Forecasting of Day-
Ahead Natural Gas Consumption Demand in Greece Using Adaptive Neuro-Fuzzy Inference
System. Energies 2020, 13, 2317. doi: 10.3390/en13092317 (IF: 2,707)

Singh, P.K., Papageorgiou, K., Chudasama, H., Papageorgiou, E.l. Evaluating the Effectiveness of
Climate Change Adaptations in the World’s Largest Mangrove Ecosystem. Sustainability. 2019
Nov;11(23):6655. doi: 10.3390/su11236655 (IF: 2,592)

N. Papandrianos, A. Anagnostis, K. Papageorgiou, A. Feleki, and E.l. Papageorgiou. Bone
metastasis classification using whole body images from prostate cancer patients based on
convolutional neural networks application, PLOSone, open access, August 2020. (IF=2.72).
https://doi.org/10.1371/journal.pone.0237213

N. Papandrianos, E.I. Papageorgiou, A. Anagnostis and K. Papageorgiou. Efficient Bone Metastasis
Diagnosis in Bone Scintigraphy Using a Fast Convolutional Neural Network Architecture.
Diagnostics, MDPI, 532, 10 (2020). (IF=3.11) https://doi.org/10.3390/diagnostics10080532.

Conferences

9.

10.

Papageorgiou, K., Carvalho, G., Papageorgiou, E.l., Masiero, G., Stamoulis, G. Exploring Brazilian
Photovoltaic Solar Energy development scenarios using the Fuzzy Cognitive Map Wizard Tool.
WCCI2020, Fuzz-IEEE 2020,
(https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9177573)

Papageorgiou, K., Papageorgiou, E.l, Singh, P.K., Stamoulis, G. A software tool for FCM
aggregation employing credibility weights and learning OWA operators. In: 2019 10th
International Conference on Information, Intelligence, Systems and Applications (IISA). 2019. p.
1-8. doi: 10.1109/11SA.2019.8900676

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14


https://doi.org/10.3390/su12010305
https://doi.org/10.3390/su12010305
https://doi.org/10.1371/journal.pone.0233984
https://doi.org/10.3390/en13061427
https://doi.org/10.3390/a12110235
https://doi.org/10.3390/en13092317
https://doi.org/10.3390/su11236655
https://doi.org/10.1371/journal.pone.0237213
https://doi.org/10.3390/diagnostics10080532
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9177573
https://doi.org/10.1109/IISA.2019.8900676

219

11. Papageorgiou, K., Papageorgiou, E., Mourhir, A., Stamoulis, G. Exploring OWA Operators For
Aggregating Fuzzy Cognitive Maps Constructed By Experts/Stakeholders In Agriculture. 12th EFITA
International Conference. Rhodes Island, Greece. June 27-29, 2019. (https://efita-org.eu/wp-
content/uploads/2020/02/8.-efita20.pdf)

12. Singh, P., Papageorgiou, K., Chudasama, H., Papageorgiou, E.l. Exploring Climate Change
Adaptations using Fuzzy Cognitive Maps: The Case of Sundarbans, India. 12th EFITA International
Conference. Rhodes Island, Greece. June 27-29, 2019.

13. Papageorgiou, E. |., Papageorgiou, K., Dikopoulou, Z. and Mouhrir, A. A web-based tool for Fuzzy
Cognitive Map Modeling. In: 9th International Congress on Environmental Modelling and

Software. (iEMSs), Fort Collins, co.,,
2018. (https://scholarsarchive.byu.edu/cgi/viewcontent.cgi?article=4290&context=iemssconfer
ence)

14. Mendonca, M., Papageorgiou, K., Papageorgiou, E.l.,, Fabri, J.A, De Mello, D.E., Cunha
Palacios, R.H. Henrique. Digital game-based learning in a robotics course, In: 2020 11th
International Conference on Information, Intelligence, Systems and Applications (IISA). 2020.
(https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9284366)

15. Papandrianos, N., Papageorgiou, E.l., Anagnostis, A., Papageorgiou, K., Feleki, A., Bochtis,
D. Development of Convolutional Neural Network-based models for bone metastasis
classification in nuclear medicine. In: 2020 11th International Conference on Information,
Intelligence, Systems and Applications (ISA). 2020.
(https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9284370)

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14


https://efita-org.eu/wp-content/uploads/2020/02/8.-efita20.pdf
https://efita-org.eu/wp-content/uploads/2020/02/8.-efita20.pdf
https://scholarsarchive.byu.edu/cgi/viewcontent.cgi?article=4290&context=iemssconference
https://scholarsarchive.byu.edu/cgi/viewcontent.cgi?article=4290&context=iemssconference
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9284366
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9284370

220

Bibliography

(1]
(2]

(3]
(4]

(5]

(6]

(7]

(8]

(9]

(10]

(11]

[12]

(13]

(14]

(15]

(16]

(17]

Complexity Theory Guide; Tech. rep. Systems Innovation; 2018.

Papageorgiou, E. I.; Salmeron, J. L. Methods and Algorithms for Fuzzy Cognitive Map-Based
Modeling. Fuzzy Cognitive Maps for Applied Sciences and Engineering, 2014.

Papageorgiou, E. Fuzzy Cognitive Maps for Applied Sciences and Engineering; 2014.
https://doi.org/10.1007/978-3-642-39739-4.

Kosko, B. Fuzzy Cognitive Maps. International Journal of Man Machine Studies, 1986, 24 (1), 65—
75.

Mago, V. K.; Bakker, L.; Papageorgiou, E. |.; Alimadad, A.; Borwein, P.; Dabbaghian, V. Fuzzy
Cognitive Maps and Cellular Automata: An Evolutionary Approach for Social Systems Modelling.
Applied Soft Computing Journal, 2012, 12 (12). https://doi.org/10.1016/j.as0c.2012.02.020.

Yuan Miao; Zhi-Qiang Liu; Chee Kheong Siew; Chun Yan Miao. Dynamical Cognitive Network - an
Extension of Fuzzy Cognitive Map. IEEE Transactions on Fuzzy Systems, 2001, 9 (5), 760-770.
https://doi.org/10.1109/91.963762.

Carvalho, J. P. On the Semantics and the Use of Fuzzy Cognitive Maps and Dynamic Cognitive Maps
in Social Sciences. Fuzzy Sets and Systems, 2013, 214, 6—19.
https://doi.org/10.1016/j.fss.2011.12.009.

Stylios, C. D.; Groumpos, P. P. Modeling Complex Systems Using Fuzzy Cognitive Maps. IEEE
Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans, 2004, 34 (1), 155—
162. https://doi.org/10.1109/TSMCA.2003.818878.

Papageorgiou, E. I.; Salmeron, J. L. A Review of Fuzzy Cognitive Maps Research during the Last
Decade. IEEE Trans Fuzzy Syst, 2013, 21 (1), 66-79.

Nair, A.; Reckien, D.; van Maarseveen, M. F. A. M. A Generalised Fuzzy Cognitive Mapping Approach
for Modelling Complex Systems. Applied Soft Computing, 2019, 84, 105754.
https://doi.org/10.1016/j.as0c.2019.105754.

Brown, S. Cognitive Mapping and Repertory Grids for Qualitative Survey Research: Some
Comparative Observations. Journal of Management Studies, 2007, 29, 287-307.
https://doi.org/10.1111/j.1467-6486.1992.tb00666.x.

Ozesmi, U.; Ozesmi, L. O. Ecological Models Based on People’s Knowledge: A Multi-Step Fuzzy
Cognitive Mapping Approach. Ecological Modelling, 2004, 176, 43—64.

Singh, P. K.; Chudasama, H. Assessing Impacts and Community Preparedness to Cyclones: A Fuzzy
Cognitive  Mapping  Approach.  Climatic  Change, 2017, 143 (3), 337-354.
https://doi.org/10.1007/s10584-017-2007-z.

Kosko, B. Neural Networks and Fuzzy Systems: A Dynamical Systems Approach to Machine
Intelligence; Prentice-Hall, Inc.: USA, 1992.

Papageorgiou, E. I. A New Methodology for Decisions in Medical Informatics Using Fuzzy Cognitive
Maps Based on Fuzzy Rule-Extraction Techniques. Appl. Soft Comput, 2011, 11, 500-513.
https://doi.org/doi:10.1016/j.as0c.2009.12.010.

Jetter, A. J.; Kok, K. Fuzzy Cognitive Maps for Futures Studies—A Methodological Assessment of
Concepts and Methods. Futures, 2014, 61, 45-57. https://doi.org/10.1016/j.futures.2014.05.002.
Gray, S. A.; Zanre, E.; Gray, S. R. J. Fuzzy Cognitive Maps as Representations of Mental Models and
Group Beliefs: Theoretical and Technical Issues. In Fuzzy Cognitive maps for Applied Sciences and
Engineering — From fundamentals to extensions and learning algorithms; Papageorgiou, E. I., Ed.;
Springer Publishing: Germany, 2014; pp 29-48.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



221

(18]

(19]

(20]

[21]

(22]

(23]

[24]

[25]

(26]

(27]

(28]
[29]
(30]

(31]

(32]

(33]

(34]

(35]

Mago, V. K.; Mehta, R.; Woolrych, R.; Papageorgiou, E. |. Supporting Meningitis Diagnosis amongst
Infants and Children through the Use of Fuzzy Cognitive Mapping. BMC Medical Informatics and
Decision Making, 2012, 12 (1). https://doi.org/10.1186/1472-6947-12-98.

Mourhir, A.; Rachidi, T.; Papageorgiou, E. |.; Karim, M.; Alaoui, F. S. A Cognitive Map Framework to
Support Integrated Environmental Assessment. Environmental Modelling and Software, 2016, 77.
https://doi.org/10.1016/j.envsoft.2015.11.018.

lakovidis, D. K.; Papageorgiou, E. I. Intuitionistic Fuzzy Reasoning with Cognitive Maps. In IEEE
International Conference on Fuzzy Systems; 2011. https://doi.org/10.1109/FUZZY.2011.6007640.
Jamshidi, A.; Abbasgholizadeh Rahimi, S.; Ruiz, A.; Ait-Kadi, D.; Rebaiaia, M.-L. Application of FCM
for Advanced Risk Assessment of Complex and Dynamic Systems; 2016; Vol. 49.
https://doi.org/10.1016/j.ifacol.2016.07.909.

Papageorgiou, E. I.; Subramanian, J.; Karmegam, A.; Papandrianos, N. A Risk Management Model
for Familial Breast Cancer: A New Application Using Fuzzy Cognitive Map Method. Computer
methods and programs in biomedicine, 2015, 122 (2), 123-135.

Voinov, A.; Bousquet, F. Modelling with Stakeholders. Environmental Modelling and Software,
2010, 25 (11), 1268-1281. https://doi.org/10.1016/j.envsoft.2010.03.007.

Barrett, C. B.; Arcese, P. Are Integrated Conservation-Development Projects (ICDPs) Sustainable?
On the Conservation of Large Mammals in Sub-Saharan Africa. World Development, 1995, 23 (7),
1073-1084. https://doi.org/10.1016/0305-750X(95)00031-7.

Brown, K. Three Challenges for a Real People-Centered Conservation. Global Ecology and
Biogeography, 2003, 12 (2), 89-92. https://doi.org/10.1046/j.1466-822X.2003.00327 .x.

Kok, K.; Biggs, R.; Zurek, M. Methods for Developing Multiscale Participatory Scenarios: Insights
from Southern Africa and Europe. Ecology and Society 12 (2007) 1, 2007, 13.
https://doi.org/10.5751/ES-01971-120108.

Wollenberg, E.; Edmunds, D.; Buck, L. Using Scenarios to Make Decisions about the Future:
Anticipatory Learning for the Adaptive Co-Management of Community Forests. Landscape and
Urban Planning, 2000, 47, 65—77. https://doi.org/10.1016/50169-2046(99)00071-7.

Jetter, A.; Schweinfort, W. Building Scenarios with Fuzzy Cognitive Maps: An Exploratory Study of
Solar Energy. Futures, 2011, 43 (1), 52—66. https://doi.org/10.1016/j.futures.2010.05.002.

Kosko, B. Adaptive Inference in Fuzzy Knowledge Networks. In First International Conference on
Neural Networks; 1987; Vol. 2, pp 261-268.

World Commission on Environment and Development. Our Common Future; Oxford University
Press: Oxford; New York, 1987.

Hopwood, B.; O’Brien, G. Environment, Economy and Society: Fitting Them Together into
Sustainable Development. Sustainable Development, 2002, 10, 187-196.
https://doi.org/10.1002/sd.199.

Basiago, A. D. Economic, Social, and Environmental Sustainability in Development Theory and
Urban Planning Practice. Environmentalist, 1998, 19 (2), 145-161.
https://doi.org/10.1023/A:1006697118620.

Vorst, R.; Grafe-Buckens, A.; Sheate, W. A Systemic Framework for Environmental Decision-
Making. Journal of environmental assessment policy and management, 1999, 1, 1-26.
https://doi.org/10.1142/5146433329900003X.

World Development Report 1998/1999; World Development Report; The World Bank, 1998.
https://doi.org/10.1596/978-0-1952-1118-4.

Antunes, P.; Santos, R.; Videira, N. Participatory Decision Making for Sustainable Development—
the Use of Mediated Modelling Techniques. Land Use Policy, 2006, 23 (1), 44-52.
https://doi.org/10.1016/j.landusepol.2004.08.014.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



222

(36]

(37]

(38]

(39]

[40]

[41]

[42]

[43]
[44]
(45]

(46]

[47]

(48]

[49]

(50]

(51]

(52]

(53]

Hugé, J.; Waas, T.; Eggermont, G.; Verbruggen, A. Impact Assessment for a Sustainable Energy
Future’Reflections and Practical Experiences. Energy Policy, 2011, 39, 6243-6253.
https://doi.org/10.1016/j.enpol.2011.07.023.

Cabot, J.; Easterbrook, S.; Horkoff, J.; Lessard, L.; Liaskos, S.; Mazdn, J.-N. Integrating Sustainability
in Decision-Making Processes: A Modelling Strategy; 2009; p 210. https://doi.org/10.1109/ICSE-
COMPANION.2009.5070983.

Singh, P. K.; Papageorgiou, K.; Chudasama, H.; Papageorgiou, E. |. Evaluating the Effectiveness of
Climate Change Adaptations in the World’s Largest Mangrove Ecosystem. Sustainability, 2019, 11
(23), 6655. https://doi.org/10.3390/su11236655.

Janghorban Esfahani, |I.; Lee, S.; Yoo, C. Extended-Power Pinch Analysis (EPoPA) for Integration of
Renewable Energy Systems with Battery/Hydrogen Storages. Renewable Energy, 2015, 80, 1-14.
https://doi.org/10.1016/j.renene.2015.01.040.

Nam, K.; Hwangbo, S.; Yoo, C. A Deep Learning-Based Forecasting Model for Renewable Energy
Scenarios to Guide Sustainable Energy Policy: A Case Study of Korea. Renewable and Sustainable
Energy Reviews, 2020, 122, 109725. https://doi.org/10.1016/j.rser.2020.109725.

Goldthau, A. The Handbook of Global Energy Policy; John Wiley & Sons, Ltd: Chichester, England,
2013.

Lu, Y.; Khan, Z. A.; Alvarez-Alvarado, M. S.; Zhang, Y.; Huang, Z.; Imran, M. A Critical Review of
Sustainable Energy Policies for the Promotion of Renewable Energy Sources. Sustainability, 2020,
12 (12). https://doi.org/10.3390/su12125078.

Suganthi, L.; Samuel, A. A. Energy Models for Demand Forecasting—A Review. Renewable and
Sustainable Energy Reviews, 2012, 16 (2), 1223-1240. https://doi.org/10.1016/j.rser.2011.08.014.
Bhattacharyya, S.; Timilsina, G. Energy Demand Models for Policy Formulation: A Comparative
Study of Energy Demand Models. 2009.

Jahan, I. S.; Snasel, V.; Misak, S. Intelligent Systems for Power Load Forecasting: A Study Review.
Energies, 2020, 13 (22). https://doi.org/10.3390/en13226105.

Trappey, A. J. C.; Trappey, C. V.; Hao, T.; Liu, P. H. Y.; Shin-Je, L.; Lin, L. The Determinants of
Photovoltaic System Costs: An Evaluation Using a Hierarchical Learning Curve Model. Journal of
Cleaner Production, 2016, 112, 1709-1716.

Panapakidis, I. P.; Dagoumas, A. S. Day-Ahead Natural Gas Demand Forecasting Based on the
Combination of Wavelet Transform and ANFIS/Genetic Algorithm/Neural Network Model. Energy,
2017, 118, 231-245. https://doi.org/10.1016/j.energy.2016.12.033.

Tamba, J. G.; Ndjakomo, S.; Sapnken, E.; Koffi, F.; Nsouandele, J. L.; Soldo, B.; Njomo, D. Forecasting
Natural Gas: A Literature Survey. International Journal of Energy Economics and Policy, 2018, 8,
216-249.

Li, H.; Guo, S.; Li, C.; Sun, J. A Hybrid Annual Power Load Forecasting Model Based on Generalized
Regression Neural Network with Fruit Fly Optimization Algorithm. Knowledge-Based Systems,
2013, 37, 378-387. https://doi.org/10.1016/j.knosys.2012.08.015.

Livieris, I.; Kotsilieris, T.; Stavroyiannis, S.; Pintelas, P. Forecasting Stock Price Index Movement
Using a Constrained Deep Neural Network Training Algorithm. Intelligent Decision Technologies,
2019, 1-14.

Chen, C.-F.; Lai, M.-C.; Yeh, C.-C. Forecasting Tourism Demand Based on Empirical Mode
Decomposition and Neural Network. Knowledge-Based Systems, 2012, 26, 281-287.
https://doi.org/10.1016/j.knosys.2011.09.002.

Lu, X.; Wang, J.; Cai, Y.; Zhao, J. Distributed HS-ARTMAP and Its Forecasting Model for Electricity
Load. Applied Soft Computing, 2015, 32, 13-22. https://doi.org/10.1016/j.as0c.2015.03.037.
Papageorgiou, K.; Papageorgiou, E.; Poczeta, K.; Gerogiannis, V.; Stamoulis, G. Exploring an
Ensemble of Methods That Combines Fuzzy Cognitive Maps and Neural Networks in Solving the

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



223

(54]
(55]
(56]
(57]

(58]

(59]

(60]

[61]

(62]

(63]

(64]

(65]

(66]

[67]

(68]
(69]

[70]
[71]

[72]

Time Series Prediction Problem of Gas Consumption in Greece. Algorithms, 2019, 12, 235.
https://doi.org/10.3390/212110235.

Stach, W.; Kurgan, L.; Pedrycz, W.; Reformat, M. Genetic Learning of Fuzzy Cognitive Maps. Fuzzy
Sets and Systems, 2005, 153, 371-401. https://doi.org/10.1016/].fss.2005.01.009.

Stach, W. J. Learning and Aggregation of Fuzzy Cognitive Maps - an Evolutionary Approach,
University of Alberta, 2010.

Zadeh, L. A. A Simple View of the Dempster-Shafer Theory of Evidence and Its Implication for the
Rule of Combination. AIMag, 1986, 7 (2), 85. https://doi.org/10.1609/aimag.v7i2.542.
Papageorgiou, E. |. Learning Algorithms for Fuzzy Cognitive Maps: A Review Study. IEEE Trans Syst
Man Cybern C, 2012, 42 (2), 150-163.

Froelich, W.; Juszczuk, P. Predictive Capabilities of Adaptive and Evolutionary Fuzzy Cognitive Maps
- A Comparative Study. In Intelligent Systems for Knowledge Management; Nguyen, N. T.,
Szczerbicki, E., Eds.; Springer Berlin Heidelberg: Berlin, Heidelberg, 2009; pp 153-174.
https://doi.org/10.1007/978-3-642-04170-9 7.

Stach, W.; Kurgan, L.; Pedrycz, W. Parallel Learning of Large Fuzzy Cognitive Maps. In 2007
International  Joint  Conference on  Neural Networks; 2007, pp  1584-1589.
https://doi.org/10.1109/1JCNN.2007.4371194.

Papageorgiou, E. |.; Parsopoulos, K. E.; Groumpos, P. P.; Vrahatis, M. N. Fuzzy Cognitive Maps
Learning through Swarm Intelligence. In Lecture Notes in Artificial Intelligence (Subseries of Lecture
Notes in Computer Science); 2004; Vol. 3070.

Alizadeh, S.; Ghazanfari, M. Learning FCM by Chaotic Simulated Annealing. Chaos Solitons &
Fractals - CHAOS SOLITON FRACTAL, 2009, 41, 1182-1190.
https://doi.org/10.1016/j.chaos.2008.04.058.

Luo, X.; Wei, X.; Zhang, J. Game-Based Learning Model Using Fuzzy Cognitive Map. 2009, 67-76.
https://doi.org/10.1145/1631111.1631123.

Ding, Z.; Li, D.; Jia, J. First Study of Fuzzy Cognitive Map Learning Using Ants Colony Optimization.
Journal of Computational Information Systems, 2011, 7, 4756—4763.

Ren, Z. Learning Fuzzy Cognitive Maps by a Hybrid Method Using Nonlinear Hebbian Learning and
Extended Great Deluge Algorithm. Proceedings of the 23rd Midwest Artificial Intelligence and
Cognitive Science Conference, MAICS 2012, 2012, 841.

Yesil, E.; Urbas, L. Big Bang - Big Crunch Learning Method for Fuzzy Cognitive Maps. 2010.
Natarajan, R.; Subramanian, J.; Papageorgiou, E. I. Hybrid Learning of Fuzzy Cognitive Maps for
Sugarcane Yield Classification. Computers and Electronics in Agriculture, 2016, 127.
https://doi.org/10.1016/j.compag.2016.05.016.

Woo, J. Digital Game-Based Learning Supports Student Motivation, Cognitive Success, and
Performance Outcomes. Educational Technology and Society, 2014, 17, 291-307.

Prensky, Marc. Digital Game-Based Learning; McGraw-Hill: New York, 2001.

M. Mendonga; K. Papageorgiou; D. E. d. Mello; E. I. Papageorgiou; J. A. Fabri; L. B. d. Souza; R. H.
C. Paldcios. Digital Game-Based Learning in a Robotics Course. In 2020 11th International
Conference on Information, Intelligence, Systems and Applications (lISA; 2020; pp 1-7.
https://doi.org/10.1109/11SA50023.2020.9284366.

MIT Media Lab Scratch https://scratch.mit.edu/about (accessed Sep 1, 2020).

Aguilar, J. A Survey about Fuzzy Cognitive Maps Papers. International Journal of Computational
Cognition, 2005, 3.

Mezei, J.; Sarlin, P. Aggregating Expert Knowledge for the Measurement of Systemic Risk. Decis.
Support Syst., 2016, 88 (C), 38-50. https://doi.org/10.1016/j.dss.2016.05.007.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



224

(73]

[74]

[75]

[76]

[77]

(78]

[79]

(80]

(81]

(82]

(83]
(84]
(85]

(86]

(87]

(88]

(89]

Yager, R. R. On Ordered Weighted Averaging Aggregation Operators in Multicriteria
Decisionmaking. IEEE Transactions on Systems, Man, and Cybernetics, 1988, 18 (1), 183-190.
https://doi.org/10.1109/21.87068.

Mazzuto, G.; Bevilacqua, M.; Stylios, C.; Georgopoulos, V. C. Aggregate Experts Knowledge in Fuzzy
Cognitive Maps. 2018 IEEE International Conference on Fuzzy Systems (FUZZ-1EEE), 2018, 1-6.

Lv, Z.; Li-hua, Z. Advanced Fuzzy Cognitive Maps Based on OWA Aggregation; 2007.

Brown, R. G. Smoothing, Forecasting and Prediction of Discrete Time Series; Prentice-Hall:
Englewood Cliffs, NJ., 1963.

O’Hagan, M. Aggregating Template Or Rule Antecedents In Real-Time Expert Systems With Fuzzy
Set Logic. In Twenty-Second Asilomar Conference on Signals, Systems and Computers; 1988; Vol. 2,
pp 681—689. https://doi.org/10.1109/ACSSC.1988.754637.

Papageorgiou, K.; Papageorgiou, E. I.; Mourhir, A.; Stamoulis, G. Exploring OWA Operators for
Aggregating Fuzzy Cognitive Maps Constructed by Experts/Stakeholders in Agriculture; Rhodes
Island, Greece, 2019.

Papageorgiou, E. I.; Markinos, A. T.; Gemtos, T. A. Fuzzy Cognitive Map Based Approach for
Predicting Yield in Cotton Crop Production as a Basis for Decision Support System in Precision
Agriculture  Application.  Applied  Soft  Computing  Journal, 2011, 11 (4).
https://doi.org/10.1016/j.as0c.2011.01.036.

Napoles, G.; Grau, |.; Bello, R.; Leoon, M.; Vahoof, K.; Papageorgiou, E. A Computational Tool for
Simulation and Learning of Fuzzy Cognitive Maps. In IEEE International Conference on Fuzzy
Systems; 2015; Vol. 2015-Novem. https://doi.org/10.1109/FUZZ-IEEE.2015.7337859.

De Franciscis, D. JFCM: A Java Library for FuzzyCognitive Maps. In Fuzzy cognitive maps for applied
sciences and engineering; Springer, 2014; pp 199-220.

Dikopoulou, Z.; Papageorgiou, E. |.; Mago, V.; Vanhoof, K. A New Approach Using Mixed Graphical
Model for Automatic Design of Fuzzy Cognitive Maps from Ordinal Data. In IEEE International
Conference on Fuzzy Systems; 2017. https://doi.org/10.1109/FUZZ-IEEE.2017.8015607.

Gray, S. A.; Gray, S.; Cox, L. J.; Henly-Shepard, S. Mental Modeler: A Fuzzy-Logic Cognitive Mapping
Modeling Tool for Adaptive Environmental Management; IEEE: Hawaii, 2013; pp 965—-973.

Groot, J. C. J.; Rossing, W. A. H.; Dogliotti, S.; Tittonell, P. A. The COMPASS Framework — Navigating
Agricultural Landscapes for Science-Based Innovation; 2012.

Aguilar, J.; Contreras, J. The FCM Designer Tool in Fuzzy Cognitive Maps. Stud. Fuzziness Soft
Comput, 2010, 247, 71-87.

Poczeta, K.; Kubus, \L.; Yastrebov, A.; Papageorgiou, E. |. Temperature Forecasting for Energy
Saving in  Smart Buildings Based on Fuzzy Cognitive Map; 2018; Vol. 743.
https://doi.org/10.1007/978-3-319-77179-3_9.

Alipour, M.; Hafezi, R.; Papageorgiou, E. |.; Hafezi, M.; Alipour, M. Characteristics and Scenarios of
Solar Energy Development in Iran: Fuzzy Cognitive Map-Based Approach. Renewable and
Sustainable Energy Reviews, 2019, 116.

Field, C. B.; Barros, V. R.; Dokken, D. J.; Mach, K. J.; Mastrandrea, M. D.; Bilir, T. E.; Chatterjee, M.;
Ebi, K. L.; Estrada, Y. O.; Genova, R. C.; et al. IPCC, 2014: Summary for Policymakers.; Climate Change
2014: Impacts, Adaptation, and Vulnerability. Part A: Global and Sectoral Aspects. Contribution of
Working Group Il to the Fifth Assessment Report of the Intergovernmental Panel on Climate
Change; Cambridge University Press: Cambridge, United Kingdom and New York, NY, USA; pp 1-
32.

Landrigan, P. J.; Fuller, R.; Acosta, N. J. R.; Adeyi, O.; Arnold, R.; Basu, N. N.; Baldé, A. B.; Bertollini,
R.; Bose-O'Reilly, S.; Boufford, J. I.; et al. The Lancet Commission on Pollution and Health. Lancet,
2018, 391 (10119), 462-512. https://doi.org/10.1016/5S0140-6736(17)32345-0.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



225

[90]

[91]

[92]

(93]

[94]

[95]

[96]

[97]
(98]

[99]

[100]

[101]

[102]

[103]

[104]

[105]
[106]

[107]

Algunaibet, I. M.; Pozo, C.; Galan-Martin, A.; Huijbregts, M. A. J.; Mac Dowell, N.; Guillén-Gosalbez,
G. Powering Sustainable Development within Planetary Boundaries. Energy Environ. Sci., 2019, 12
(6), 1890-1900. https://doi.org/10.1039/C8EE03423K.

Stahel, W. R. The Circular Economy. Nature, 2016, 531 (7595), 435-438.
https://doi.org/10.1038/531435a.

Singh, M. P.; Chakraborty, A.; Roy, M. Developing an Extended Theory of Planned Behavior Model
to Explore Circular Economy Readiness in Manufacturing MSMEs, India. Resources, Conservation
and Recycling, 2018, 135, 313-322. https://doi.org/10.1016/j.resconrec.2017.07.015.
Camacho-Otero, J.; Boks, C.; Pettersen, I. N. Consumption in the Circular Economy: A Literature
Review. Sustainability, 2018, 10 (8). https://doi.org/10.3390/su10082758.

Chakrabarti, A.; Dhar, A. Social Funds, Poverty Management and Subjectification: Beyond the
World Bank Approach. Cambridge Journal of Economics, 2013, 37 (5), 1035-1055.
https://doi.org/10.1093/cje/bes077.

UN General Assembly. Transforming Our World : The 2030 Agenda for Sustainable Development;
A/RES/70/1; 2015.

Yalegama, S.; Chileshe, N.; Ma, T. Critical Success Factors for Community-Driven Development
Projects: A Sri Lankan Community Perspective. International Journal of Project Management, 2016,
34 (4), 643—659. https://doi.org/10.1016/j.ijproman.2016.02.006.

Kosko, B. Fuzzy Engineering; Prentice-Hall: Englewood Cliffs, New Jersey, 1997.

Gray, S. R. J.; Gagnon, A.; Gray, S.; O’'Dwyer, B.; O’'Mahony, C.; Muir, D.; Devoy, R. J. N.; Falaleeva,
M.; Gault, J. Are Coastal Managers Detecting the Problem? Assessing Stakeholder Perception of
Climate Vulnerability Using Fuzzy Cognitive Mapping. Ocean & Coastal Management, 2014, 94, 74—
89. https://doi.org/10.1016/j.0cecoaman.2013.11.008.

Leyva-Vazquez, M.; Perez-Teruel, K.; John, R. I. A Model for Enterprise Architecture Scenario
Analysis Based on Fuzzy Cognitive Maps and OWA Operators. In 2014 International Conference on
Electronics, Communications and Computers (CONIELECOMP); 2014; pp 243-247.
https://doi.org/10.1109/CONIELECOMP.2014.6808598.

Papageorgiou, K.; Singh, P. K.; Papageorgiou, E.; Chudasama, H.; Bochtis, D.; Stamoulis, G. Fuzzy
Cognitive Map-Based Sustainable Socio-Economic Development Planning for Rural Communities.
Sustainability, 2019, 12 (1), 305. https://doi.org/10.3390/su12010305.

Papageorgiou, E. |.; Papageorgiou, K.; Dikopoulou, Z.; Mouhrir, A. A Web-Based Tool for Fuzzy
Cognitive Map Modeling; Fort Collins, CO., 2018.

Solana-Gutierrez, J.; Rincon, G.; Alonso, C.; Garcia-de-Jalon, D. Using Fuzzy Cognitive Maps for
Predicting River Management Responses: A Case Study of the Esla River Basin, Spain. Ecological
Modelling, 2017, 360 (C), 260-269. https://doi.org/10.1016/j.ecolmodel.2017.

Amer, M.; Daim, T. U.; Jetter, A. Technology Roadmap through Fuzzy Cognitive Map-Based
Scenarios: The Case of Wind Energy Sector of a Developing Country. Technology Analysis &
Strategic Management, 2016, 28 (2), 131-155. https://doi.org/10.1080/09537325.2015.1073250.
Singh, P. K.; Nair, A. Livelihood Vulnerability Assessment to Climatic Variability and Change Using
Fuzzy  Cognitive  Mapping Approach. Climatic = Change, 2014, 127, 475-491.
https://doi.org/10.1007/s10584-014-1275-0.

Bugaje, |. M. Renewable Energy for Sustainable Development in Africa: A Review. Renewable and
Sustainable Energy Reviews, 2006, 10 (6), 603—612. https://doi.org/10.1016/j.rser.2004.11.002.
Karagiannis, I. E.; Groumpos, P. P. Modeling and Analysis of a Hybrid-Energy System Using Fuzzy
Cognitive Maps; Chania, 2013; pp 257-264. https://doi.org/10.1109/MED.2013.6608731.

Huang, S.; Lo, S.; Lin, Y. Application of a Fuzzy Cognitive Map Based on a Structural Equation Model
for the Identification of Limitations to the Development of Wind Power. Energ Policy, 2013, 63,
851-861.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



226

[108]

[109]

[110]

[111]

[112]

[113]

[114]

[115]

[116]
[117]
[118]

[119]

[120]

[121]

[122]
[123]
[124]

[125]

Salmeron, J. L. Supporting Decision Makers with Fuzzy Cognitive Maps. Res. Technol. Manage,
2009, 52 (3), 53-59.

Amer, M.; Jetter, A.; Daim, T. Development of Fuzzy Cognitive Map (FCMs)-Based Scenarios for
Wind Energy. International Journal of Energy Sector Management, 2011, 5 (4), 564-584.
https://doi.org/10.1108/17506221111186378.

Ziv, G.; Watson, E.; Young, D.; Howard, D., C.; Larcom, S. T.; Tanentzap, A. J. The Potential Impact
of Brexit on the Energy, Water and Food Nexus in the UK: A Fuzzy Cognitive Mapping Approach.
Appl Energy, 2018, 210, 487—-498.

Mpelogianni, V.; Groumpos, P. P. Re-Approaching Fuzzy Cognitive Maps to Increase the Knowledge
of a System. Al & SOCIETY, 2018, 33 (2), 175—188. https://doi.org/10.1007/s00146-018-0813-0.
Mpelogianni, V.; Groumpos, P. Increasing the Energy Efficiency of Buildings Using Human
Cognition; via Fuzzy Cognitive Maps. IFAC-PapersOnLine, 2018, 51 (30), 727-732.
https://doi.org/10.1016/].ifacol.2018.11.206.

Antosiewicz, M.; Nikas, A.; Szpor, A.; Witajewski-Baltvilks, J.; Doukas, H. Pathways for the Transition
of the Polish Power Sector and Associated Risks. Environmental Innovation and Societal Transitions,
2019. https://doi.org/10.1016/j.eist.2019.01.008.

Nikas, A.; Ntanos, E.; Doukas, H. A Semi-Quantitative Modelling Application for Assessing Energy
Efficiency Strategies. Appl Soft Comput, 2019, 76, 140-155.

Pedro, H. T. C.; Coimbra, C. F. M. Assessment of Forecasting Techniques for Solar Power Production
with No Exogenous Inputs.  Solar  Energy, 2012, 86 (7), 2017-2028.
https://doi.org/10.1016/j.solener.2012.04.004.

Sargunam, J.; Iniyan, S. A Review of Energy Models. Renewable and Sustainable Energy Reviews,
2006, 10, 281-311. https://doi.org/10.1016/j.rser.2004.09.004.

Khatib, T.; Mohamed, A.; Sopian, K. A Review of Solar Energy Modeling Techniques. Renewable and
Sustainable Energy Reviews, 2012, 16 (5), 2864—2869. https://doi.org/10.1016/j.rser.2012.01.064.
Sen, Z. Solar Energy Fundamentals and Modeling Techniques, 1st ed.; Springer-Verlag London:
London, 2008.

Groumpos, P. P.; Papegeorgiou, G. An Optimum Load Management Strategy for Stand-Alone
Photovoltaic Power Systems. Solar Energy, 1991, 46 (2), 121-128. https://doi.org/10.1016/0038-
092X(91)90024-Q.

Ferreira, A.; Kunh, S. S.; Fagnani, K. C.; De Souza, T. A.; Tonezer, C.; Dos Santos, G. R.; Coimbra-
Araujo, C. H. Economic Overview of the Use and Production of Photovoltaic Solar Energy in Brazil.
Renewable and Sustainable Energy Reviews, 2018, 81, 181-191.
https://doi.org//10.1016/j.rser.2017.06.102.

Lenz, A. M.; Colle, G.; de Souza, S. M. N.; Prior, M.; Nogueira, C. E. C.; Santos, R. F.; Friedrish, L.;
Secco, D. Evaluation of Three Systems of Solar Thermal Panel Using Low Cost Material, Tested in
Brazil. Journal of Cleaner Production, 2017, 167, 201-207.
https://doi.org//10.1016/j.jclepro.2017.08.149.

Martins, F. R.; Pereira, E. B.; Abreu, S. L. Satellite-Derived Solar Resource Maps for Brazil under
SWERA Project. Solar Energy, 2007, 81, 517-528. https://doi.org/10.1016/j.solener.2006.07.009.
Warren, B. Renewable Energy Country Attractiveness Index (RECAI); Ernst Young: London, U.K.,
2015.

Ministério de Minas e Energia (MME). Energia solar no Brasii e no mundo
http://gesel.ie.ufrj.br/app/webroot/files/IFES/BV/mme68.pdf (accessed Oct 2, 2020).

Zilli, B.; Miguel Lenz, A.; Souza, S.; Secco, D.; Nogueira, C.; Ando Junior, O. H.; Nadaleti, W.; Siqueira,
J.; Gurgacz, F. Performance and Effect of Water-Cooling on a Microgeneration System of
Photovoltaic Solar Energy in Parana, Brazil. Journal of Cleaner Production, 2018, 192.
https://doi.org/10.1016/].jclepro.2018.04.241.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



227

[126]

[127]

[128]

[129]

[130]

[131]

[132]

[133]

[134]

[135]

[136]
[137]

[138]

[139]

[140]
[141]

[142]

[143]

Holland, M. Fiscal Crisis in Brazil: Causes and Remedy. Brazilian Journal of Political Economy, 2019,
39 (1). https://doi.org//10.1590/0101-35172019-2918.

International Labour Organization. Labour Overview 2017, Latin America and the Caribbean; ILO
Regional Office for Latin America and the Caribbean: Lima, 2017.

Papageorgiou, K.; Carvalho, G.; Papageorgiou, E. I.; Papandrianos, N. |.; Mendonga, M.; Stamoulis,
G. Exploring Brazilian Photovoltaic Solar Energy Development Scenarios Using the Fuzzy Cognitive
Map Wizard Tool. In 2020 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE); 2020; pp 1-
8. https://doi.org/10.1109/FUZZ48607.2020.9177573.

Raza, M. Q.; Khosravi, A. A Review on Artificial Intelligence Based Load Demand Forecasting
Techniques for Smart Grid and Buildings. Renewable and Sustainable Energy Reviews, 2015, 50,
1352-1372. https://doi.org/10.1016/j.rser.2015.04.065.

Weron, R. Electricity Price Forecasting: A Review of the State-of-the-Art with a Look into the Future.
International Journal of Forecasting, 2014, 30 (4), 1030-1081.
https://doi.org/10.1016/j.ijforecast.2014.08.008.

Meade, N.; Islam, T. Forecasting in Telecommunications and ICT—A Review. International Journal
of Forecasting, 2015, 31 (4), 1105-1126. https://doi.org/10.1016/].ijforecast.2014.09.003.
Donkor Emmanuel A.; Mazzuchi Thomas A.; Soyer Refik; Alan Roberson J. Urban Water Demand
Forecasting: Review of Methods and Models. Journal of Water Resources Planning and
Management, 2014, 140 (2), 146—159. https://doi.org/10.1061/(ASCE)WR.1943-5452.0000314.
Fagiani, M.; Squartini, S.; Gabrielli, L.; Spinsante, S.; Piazza, F. A Review of Datasets and Load
Forecasting Techniques for Smart Natural Gas and Water Grids: Analysis and Experiments.
Neurocomputing, 2015, 170, 448-465. https://doi.org/10.1016/j.neucom.2015.04.098.
Ghalehkhondabi, I.; Ardjmand, E.; Weckman, G.; Young, W. An Overview of Energy Demand
Forecasting  Methods  Published in  2005-2015. Energy  Systems, 2017, 8.
https://doi.org/10.1007/s12667-016-0203-y.

Barak, S.; Sadegh, S. S. Forecasting Energy Consumption Using Ensemble ARIMA—ANFIS Hybrid
Algorithm. International Journal of Electrical Power & Energy Systems, 2016, 82, 92-104.
https://doi.org/10.1016/].ijepes.2016.03.012.

Yu, S.; Wei, Y.-M.; Wang, K. A PSO-GA Optimal Model to Estimate Primary Energy Demand of China.
Energy Policy, 2012, 42 (C), 329-340. https://doi.org/10.1016/j.enpol.2011.11.0.

US. Energy Information  Administraton. International Energy  Outlook 2016
https://www.eia.gov/outlooks/ieo/pdf/0484(2016). pdf (accessed Jan 3, 2020).

Wei, N.; Li, C,; Li, C.; Xie, H.; Du, Z.; Zhang, Q.; Zeng, F. Short-Term Forecasting of Natural Gas
Consumption Using Factor Selection Algorithm and Optimized Support Vector Regression. Journal
of Energy Resources Technology, 2018, 141 (3). https://doi.org/10.1115/1.4041413.

Solarin, S. A.; Ozturk, |. The Relationship between Natural Gas Consumption and Economic Growth
in OPEC Members. Renewable and Sustainable Energy Reviews, 2016, 58 (C), 1348-1356.
https://doi.org/10.1016/j.rser.2015.12.27.

Sebalj, D.; Mesaric, J.; Dujak, D. Predicting Natural Gas Consumption - A Literature Review; 2017.
Pai, P.-F.; Hong, W.-C. Forecasting Regional Electricity Load Based on Recurrent Support Vector
Machines with Genetic Algorithms. Electric Power Systems Research, 2005, 74 (3), 417-425.
https://doi.org/10.1016/j.epsr.2005.01.006.

Hippert, H. S.; Pedreira, C. E.; Souza, R. C. Neural Networks for Short-Term Load Forecasting: A
Review and Evaluation. IEEE Transactions on Power Systems, 2001, 16 (1), 44-55.
https://doi.org/10.1109/59.910780.

Hong, W.-C. Electric Load Forecasting by Support Vector Model. Applied Mathematical Modelling,
2009, 33 (5), 2444-2454. https://doi.org/10.1016/j.apm.2008.07.010.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



228

[144]
[145]

[146]

[147]

[148]

[149]

[150]

[151]

[152]

[153]

[154]

[155]

[156]

[157]

[158]

[159]

Nizami, S. J.; Al-Garni, A. Z. Forecasting Electric Energy Consumption Using Neural Networks.
Energy Policy, 1995, 23 (12), 1097-1104. https://doi.org/10.1016/0301-4215(95)00116-6.
Kalogirou, S. A. Applications of Artificial Neural Networks in Energy Systems. Energy Conversion
and Management, 1999, 40 (10), 1073-1087. https://doi.org/10.1016/50196-8904(99)00012-6.
Aydinalp, M.; Ismet Ugursal, V.; Fung, A. S. Modeling of the Appliance, Lighting, and Space-Cooling
Energy Consumptions in the Residential Sector Using Neural Networks. Applied Energy, 2002, 71
(2), 87-110.

Hsu, C.-C.; Chen, C.-Y. Regional Load Forecasting in Taiwan - Applications of Artificial Neural
Networks. Energy Conversion and Management, 2003, 44, 1941-1949.
https://doi.org/10.1016/50196-8904(02)00225-X.

Roldan-Blay, C.; Escriva-Escriva, G.; Alvarez-Bel, C.; Roldan-Porta, C.; Rodriguez-Garcia, J. Upgrade
of an Artificial Neural Network Prediction Method for Electrical Consumption Forecasting Using an
Hourly Temperature Curve Model. Energy and Buildings, 2013, 60, 38-46.
https://doi.org/10.1016/j.enbuild.2012.12.009.

Raza, M. Q.; Baharudin, Z. A Review on Short Term Load Forecasting Using Hybrid Neural Network
Techniques. 2012 IEEE International Conference on Power and Energy (PECon), 2012, 846—851.

De Felice, M.; Yao, X. Notes Short-Term Load Forecasting with Neural Network Ensembles: A
Comparative Study. Computational Intelligence Magazine, |EEE, 2011, 6, 47-56.
https://doi.org/10.1109/MCl.2011.941590.

Abdel-Aal, R. E.; Al-Garni, A. Z.; Al-Nassar, Y. N. Modelling and Forecasting Monthly Electric Energy
Consumption in Eastern Saudi Arabia Using Abductive Networks. Energy, 1997, 22 (9), 911-921.
https://doi.org/10.1016/50360-5442(97)00019-4.

Kermanshahi, B. Recurrent Neural Network for Forecasting next 10 Years Loads of Nine Japanese
Utilities. Neurocomputing, 1998, 23 (1), 125-133. https://doi.org/10.1016/50925-2312(98)00073-
3.

Ghelardoni, L.; Ghio, A.; Anguita, D. Energy Load Forecasting Using Empirical Mode Decomposition
and Support Vector Regression. IEEE Transactions on Smart Grid, 2013, 4 (1), 549-556.
https://doi.org/10.1109/T5G.2012.2235089.

Ozturk, H. K.; Ceylan, H.; Canyurt, O. E.; Hepbasli, A. Electricity Estimation Using Genetic Algorithm
Approach: A Case Study of Turkey. Energy, 2005, 30 (7), 1003-1012.
https://doi.org/10.1016/j.energy.2004.08.008.

Azadeh, A.; Ghaderi, S. F.; Tarverdian, S.; Saberi, M. Integration of Artificial Neural Networks and
Genetic Algorithm to Predict Electrical Energy Consumption. Applied Mathematics and
Computation, 2007, 186 (2), 1731-1741. https://doi.org/10.1016/j.amc.2006.08.093.

Daut, M. A. M.; Hassan, M. Y.; Abdullah, H.; Rahman, H. A.; Abdullah, M. P.; Hussin, F. Building
Electrical Energy Consumption Forecasting Analysis Using Conventional and Artificial Intelligence
Methods: A Review. Renewable and Sustainable Energy Reviews, 2017, 70, 1108-1118.
https://doi.org/10.1016/j.rser.2016.12.015.

Ahmad, T.; Chen, H.; Guo, Y.; Wang, J. A Comprehensive Overview on the Data Driven and Large
Scale Based Approaches for Forecasting of Building Energy Demand: A Review. Energy and
Buildings, 2018, 165, 301-320. https://doi.org/10.1016/j.enbuild.2018.01.017.

Foucquier, A.; Robert, S.; Suard, F.; Stéphan, L.; Jay, A. State of the Art in Building Modelling and
Energy Performances Prediction: A Review. Renewable and Sustainable Energy Reviews, 2013, 23,
272-288. https://doi.org/10.1016/j.rser.2013.03.004.

Metaxiotis, K.; Kagiannas, A.; Askounis, D.; Psarras, J. Artificial Intelligence in Short Term Electric
Load Forecasting: A State-of-the-Art Survey for the Researcher. Energy Conversion and
Management, 2003, 44 (9), 1525-1534. https://doi.org/10.1016/50196-8904(02)00148-6.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



229

[160]
[161]

[162]

[163]

[164]

[165]

[166]
[167]

[168]

[169]

[170]

[171]

[172]

[173]
[174]

[175]

[176]

[177]

[178]

Gorucu, F. B. Artificial Neural Network Modeling for Forecasting Gas Consumption. Energy Sources,
2004, 26 (3), 299-307. https://doi.org/10.1080/00908310490256626.

Karimi, H.; Dastranj, J. Artificial Neural Network-Based Genetic Algorithm to Predict Natural Gas
Consumption. Energy Systems, 2014, 5. https://doi.org/10.1007/s12667-014-0128-2.

Khotanzad, A.; Elragal, H. M. Natural Gas Load Forecasting with Combination of Adaptive Neural
Networks. [JCNN’99. International Joint Conference on Neural Networks. Proceedings (Cat.
No.99CH36339), 1999, 6, 4069—-4072 vol.6.

Khotanzad, A.; Elragal, H.; Lu, T.-. Combination of Artificial Neural-Network Forecasters for
Prediction of Natural Gas Consumption. IEEE Transactions on Neural Networks, 2000, 11 (2), 464—
473. https://doi.org/10.1109/72.839015.

Kizilaslan, R.; Karlik, B. Combination of Neural Networks Forecasters for Monthly Natural Gas
Consumption Prediction. Neural Network World, 2009, 19, 191-199.

Kizilaslan, R.; Karlik, B. Comparison Neural Networks Models for Short Term Forecasting of Natural
Gas Consumption in Istanbul. 2008 First International Conference on the Applications of Digital
Information and Web Technologies (ICADIWT), 2008, 448—453.

Soldo, B. Forecasting Natural Gas Consumption. Applied Energy, 2012, 92, 26-37.
https://doi.org/10.1016/j.apenergy.2011.11.003.

Szoplik, J. Forecasting of Natural Gas Consumption with Artificial Neural Networks. Energy, 2015,
85, 208-220. https://doi.org/10.1016/j.energy.2015.03.084.

Kaynar, O.; Yilmaz, |.; Demirkoparan, F. Forecasting of Natural Gas Consumption with Neural
Network and Neuro Fuzzy System. Energy Education Science and Technology Part A: Energy Science
and Research, 2010, 26 (2), 221-238.

Taspinar, F.; Celebi, N.; Tutkun, N. Forecasting of Daily Natural Gas Consumption on Regional Basis
in Turkey Using Various Computational Methods. Energy and Buildings, 2013, 56, 23-31.
https://doi.org/10.1016/j.enbuild.2012.10.023.

Tonkovic, Z.; Zekic-Susac, M.; Somolanji, M. Predicting Natural Gas Consumption by Neural
Networks. Tehnicki Vjesnik, 2009, 16, 51-61.

Demirel, F.; Zaim, S.; Caliskan, A.; Gokcin Ozuyar, P. Forecasting Natural Gas Consumption in
Istanbul Using Neural Networks and Multivariate Time Series Methods. Turkish Journal of Electrical
Engineering and Computer Sciences, 2012, 20, 695-711. https://doi.org/10.3906/elk-1101-1029.
Soldo, B.; Potocnik, P.; Simunovi¢, G.; Sari¢, T.; Govekar, E. Improving the Residential Natural Gas
Consumption Forecasting Models by Using Solar Radiation. Energy and Buildings, 2014, 69, 498—
506. https://doi.org/10.1016/j.enbuild.2013.11.032.

Ivezi¢, D. Short-Term Natural Gas Consumption Forecast; 2006; Vol. 34, pp 165-169.

Garcia, A.; Mohaghegh, S. D. Forecasting US Natural Gas Production into Year 2020: A Comparative
Study. In  SPE-91413-MS; Society of Petroleum Engineers: SPE, 2004; p 5.
https://doi.org/10.2118/91413-MS.

Ma, H.; Wu, Y. Grey Predictive on Natural Gas Consumption and Production in China. In 2009
Second Pacific-Asia Conference on Web Mining and Web-based Application; 2009; pp 91-94.
https://doi.org/10.1109/WMWA.2009.26.

Ervural, B. C.; Beyca, O. F.; Zaim, S. Model Estimation of ARMA Using Genetic Algorithms: A Case
Study of Forecasting Natural Gas Consumption. Procedia - Social and Behavioral Sciences, 2016,
235, 537-545. https://doi.org/10.1016/j.sbspro.2016.11.066.

Zeng, B.; Li, C. Forecasting the Natural Gas Demand in China Using a Self-Adapting Intelligent Grey
Model. Energy, 2016, 112, 810-825. https://doi.org/10.1016/j.energy.2016.06.090.

Wang, D.; Liu, Y.; Wu, Z.; Fu, H.; Shi, Y.; Guo, H. Scenario Analysis of Natural Gas Consumption in
China Based on Wavelet Neural Network Optimized by Particle Swarm Optimization Algorithm.
Energies, 2018, 11 (4). https://doi.org/10.3390/en11040825.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



230

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

[188]

[189]

[190]

[191]

[192]

[193]

[194]

Hribar, R.; Potoénik, P.; Silc, J.; Papa, G. A Comparison of Models for Forecasting the Residential
Natural Gas Demand of an Urban Area. Energy, 2019, 167, 511-522.
https://doi.org/10.1016/j.energy.2018.10.175.

Laib, O.; Khadir, M. T.; Mihaylova, L. Toward Efficient Energy Systems Based on Natural Gas
Consumption Prediction with LSTM Recurrent Neural Networks. Energy, 2019, 177, 530-542.
https://doi.org/10.1016/j.energy.2019.04.075.

Chen, Y.; Chua, W. S.; Koch, T. Forecasting Day-Ahead High-Resolution Natural-Gas Demand and
Supply in Germany. Applied Energy, 2018, 228, 1091-1110.
https://doi.org/10.1016/j.apenergy.2018.06.137.

Beyca, O. F.; Ervural, B. C.; Tatoglu, E.; Ozuyar, P. G.; Zaim, S. Using Machine Learning Tools for
Forecasting Natural Gas Consumption in the Province of Istanbul. Energy Economics, 2019, 80,
937-949. https://doi.org/10.1016/j.eneco.2019.03.006.

Fan, G.-F.; Wang, A.; Hong, W.-C. Combining Grey Model and Self-Adapting Intelligent Grey Model
with Genetic Algorithm and Annual Share Changes in Natural Gas Demand Forecasting. Energies,
2018, 11 (7). https://doi.org/10.3390/en11071625.

Brown, R. G.; Matin, L.; Kharout, P.; Piessens, L. P. Development of Artificial Neural-Network
Models to Predict Daily Gas Consumption. AGA. Forecas Rev, 1996, 5, 1-22.

Nguyen Hoang Viet; Mandziuk, J. Neural and Fuzzy Neural Networks for Natural Gas Consumption
Prediction. In 2003 IEEE Xlll Workshop on Neural Networks for Signal Processing (IEEE Cat.
No.03TH8718); 2003; pp 759-768. https://doi.org/10.1109/NNSP.2003.1318075.

Ying, L.-C.; Pan, M.-C. Using Adaptive Network Based Fuzzy Inference System to Forecast Regional
Electricity Loads. Energy Conversion and Management, 2008, 49 (2), 205-211.
https://doi.org/10.1016/j.enconman.2007.06.015.

Akdemir, B.; Cetinkaya, N. Long-Term Load Forecasting Based on Adaptive Neural Fuzzy Inference
System Using  Real Energy Data. Energy  Procedia, 2012, 14, 794-799.
https://doi.org/10.1016/j.egypro.2011.12.1013.

Mordjaoui, M.; Boudjema, B. Forecasting and Modelling Electricity Demand Using Anfis Predictor.
Journal of Mathematics and Statistics, 2011, 7, 275-281.
https://doi.org/10.3844/jmssp.2011.275.281.

Cheng, C.-H.; Wei, L.-Y. One Step-Ahead ANFIS Time Series Model for Forecasting Electricity Loads.
Optimization and Engineering, 2010, 11 (2), 303—317. https://doi.org/10.1007/s11081-009-9091-
5.

Senvar, O.; Ulutagay, G.; Turanoglu Bekar, E. ANFIS Modeling for Forecasting Oil Consumption of
Turkey. Journal of multiple-valued logic and soft computing, 2016, 26, 609-624.

Azadeh, A.; Asadzadeh, S. M.; Ghanbari, A. An Adaptive Network-Based Fuzzy Inference System for
Short-Term Natural Gas Demand Estimation: Uncertain and Complex Environments. Energy Policy,
2010, 38, 1529-1536. https://doi.org/10.1016/j.enpol.2009.11.036.

Behrouznia, A.; Saberi, M.; Azadeh, A.; Asadzadeh, S. M.; Pazhoheshfar, P. An Adaptive Network
Based Fuzzy Inference System-Fuzzy Data Envelopment Analysis for Gas Consumption Forecasting
and Analysis: The Case of South America. In 2010 International Conference on Intelligent and
Advanced Systems; 2010; pp 1-6. https://doi.org/10.1109/ICIAS.2010.5716160.

Azadeh, A.; Zarrin, M.; Rahdar Beik, H.; Aliheidari Bioki, T. A Neuro-Fuzzy Algorithm for Improved
Gas Consumption Forecasting with Economic, Environmental and IT/IS Indicators. Journal of
Petroleum Science and Engineering, 2015, 133 (Complete), 716-739.
https://doi.org/10.1016/].petrol.2015.07.002.

Froelich, W.; Salmeron, J. L. Evolutionary Learning of Fuzzy Grey Cognitive Maps for the Forecasting
of Multivariate, Interval-Valued Time Series. International Journal of Approximate Reasoning,
2014, 55 (6), 1319-1335. https://doi.org/10.1016/j.ijar.2014.02.006.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



231

[195]

[196]

[197]

[198]

[199]

[200]

[201]

[202]

[203]

[204]
[205]
[206]

[207]

[208]

[209]

[210]

[211]

Papageorgiou, E. |.; Poczeta, K.; Laspidou, C. Application of Fuzzy Cognitive Maps to Water Demand
Prediction. In IEEE International Conference on Fuzzy Systems; 2015; Vol. 2015-Novem.
https://doi.org/10.1109/FUZZ-IEEE.2015.7337973.

Poczeta, K.; Yastrebov, A.; Papageorgiou, E. |. Learning Fuzzy Cognitive Maps Using Structure
Optimization Genetic Algorithm. In Proceedings of the 2015 Federated Conference on Computer
Science and Information Systems, FedCSIS 2015; 2015. https://doi.org/10.15439/2015F296.
Papageorgiou, E. |.; Poczeta, K. A Two-Stage Model for Time Series Prediction Based on Fuzzy
Cognitive Maps and Neural Networks. Neurocomputing, 2017, 232.
https://doi.org/10.1016/j.neucom.2016.10.072.

Poczeta, K.; Papageorgiou, E. I. Implementing Fuzzy Cognitive Maps with Neural Networks for
Natural Gas Prediction. In 2018 IEEE 30th International Conference on Tools with Artificial
Intelligence (ICTAI); 2018; pp 1026—1032. https://doi.org/10.1109/ICTAI.2018.00158.

Dudek, G. Multilayer Perceptron for Short-Term Load Forecasting: From Global to Local Approach.
Neural Computing and Applications, 2020, 32 (8), 3695—-3707. https://doi.org/10.1007/s00521-
019-04130-y.

Fogel, D. Evolutionary Computation - toward a New Philosophy of Machine Intelligence (3. Ed.).;
2006.

Herrera, F.; Lozano, M.; Verdegay, J. L. Tackling Real-Coded Genetic Algorithms: Operators and
Tools for Behavioural Analysis. Artificial Intelligence Review, 1998, 12 (4), 265-319.
https://doi.org/10.1023/A:1006504901164.

Adhikari, R.; Agrawal, R. K. Performance Evaluation of Weights Selection Schemes for Linear
Combination of Multiple Forecasts. Artificial Intelligence Review, 2014, 42 (4), 529-548.
https://doi.org/10.1007/s10462-012-9361-z.

Livieris, I. E.; Kanavos, A.; Tampakas, V.; Pintelas, P. A Weighted Voting Ensemble Self-Labeled
Algorithm for the Detection of Lung Abnormalities from X-Rays. Algorithms, 2019, 12 (3).
https://doi.org/10.3390/a12030064.

Makridakis, S.; Winkler, R. L. Averages of Forecasts: Some Empirical Results. Management Science,
1983, 29 (9), 987-996. https://doi.org/10.1287/mnsc.29.9.987.

Zhang, G. P. Time Series Forecasting Using a Hybrid ARIMA and Neural Network Model.
Neurocomputing, 2003, 50, 159—175. https://doi.org/10.1016/50925-2312(01)00702-0.

Palm, F. C.; Zellner, A. To Combine or Not to Combine? Issues of Combining Forecasts. Journal of
Forecasting, 1992, 11 (8), 687—701. https://doi.org/10.1002/for.3980110806.

Adhikari, R.; Verma, G.; Khandelwal, I. A Model Ranking Based Selective Ensemble Approach for
Time Series Forecasting. Procedia Computer Science, 2015, 48, 14-21.
https://doi.org/10.1016/j.procs.2015.04.104.

Kreiss, J.-P.; Lahiri, S. N. 1 - Bootstrap Methods for Time Series. In Handbook of Statistics; Subba
Rao, T., Subba Rao, S.,, Rao, C. R. Eds.; Elsevier, 2012; Vol. 30, pp 3-26.
https://doi.org/10.1016/B978-0-444-53858-1.00001-6.

Shalabi, L.; Shaaban, Z. Normalization as a Preprocessing Engine for Data Mining and the Approach
of Preference Matrix; 2006; p 214. https://doi.org/10.1109/DEPCOS-RELCOMEX.2006.38.
Jayalakshmi, T.; Santhakumaran, A. Statistical Normalization and Back Propagationfor
Classification. International Journal of Computer Theory and Engineering, 2011.
https://doi.org/10.7763/ijcte.2011.v3.288.

Takagi, T.; Sugeno, M. Fuzzy ldentification of Systems and Its Applications to Modeling and Control.
IEEE Transactions on Systems, Man, and Cybernetics, 1985, SMC-15 (1), 116-132.
https://doi.org/10.1109/TSMC.1985.6313399.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



232

[212]

[213]
[214]
[215]
[216]

[217]

[218]

[219]

[220]

[221]

[222]

[223]
[224]

[225]

Adedeji, P.; Akinlabi, S.; Madushele, N.; Olatunji, O. Hybrid Adaptive Neuro-Fuzzy Inference System
(ANFIS) for a Multi-Campus University Energy Consumption Forecast. International Journal of
Ambient Energy, 2020, 1-20. https://doi.org/10.1080/01430750.2020.1719885.

Jang, J.-R. ANFIS: Adaptive-Network-Based Fuzzy Inference System. IEEE Transactions on Systems,
Man, and Cybernetics, 1993, 23 (3), 665—685. https://doi.org/10.1109/21.256541.

Rosadi, D.; Subanar, T.; Suhartono. Analysis of Financial Time Series Data Using Adaptive Neuro
Fuzzy Inference System ( ANFIS ). Int. J. Comput. Sci. Issues, 2013, 10 (2), 491-496.

Jang, J.-S.; Sun, C.-T.; Mizutani, C. T. Neuro-Fuzzy and Soft Computing—A Computational Approach
to Learning and Machine Intelligence. Prentice Hall, Upper Saddle River, 1998.

Yeom, C.-U.; Kwak, K.-C. Performance Comparison of ANFIS Models by Input Space Partitioning
Methods. Symmetry, 2018, 10, 700. https://doi.org/10.3390/sym10120700.

Naderloo, L.; Alimardani, R.; Omid, M.; Sarmadian, F.; Javadikia, P.; Torabi, M. Y.; Alimardani, F.
Application of ANFIS to Predict Crop Yield Based on Different Energy Inputs. Measurement, 2012,
45 (6), 1406—1413. https://doi.org/10.1016/j.measurement.2012.03.025.

Papageorgiou, E. |.; Aggelopoulou, K.; Gemtos, T. A.; Nanos, G. D. Development and Evaluation of
a Fuzzy Inference System and a Neuro-Fuzzy Inference System for Grading Apple Quality. Applied
Artificial Intelligence, 2018, 32 (3), 253—280. https://doi.org/10.1080/08839514.2018.1448072.
Akpinar, M.; Yumusak, N. Forecasting Household Natural Gas Consumption with ARIMA Model: A
Case Study of Removing Cycle; 2013; pp 1-6. https://doi.org/10.1109/ICAICT.2013.6722753.
Anagnostis, A.; Papageorgiou, E.; Dafopoulos, V.; Bochtis, D. Applying Long Short-Term Memory
Networks for Natural Gas Demand Prediction. In 2019 10th International Conference on
Information,  Intelligence,  Systems and  Applications  (lISA);  2019; pp 1-7.
https://doi.org/10.1109/11SA.2019.8900746.

Brown, A. M. A New Software for Carrying out One-Way ANOVA Post Hoc Tests. Computer Methods
and Programs in Biomedicine, 2005, 79 (1), 89-95. https://doi.org/10.1016/j.cmpb.2005.02.007.
Chen, T.; Xu, M.; Tu, J.; Wang, H.; Niu, X. Relationship between Omnibus and Post-Hoc Tests: An
Investigation of Performance of the F Test in ANOVA. Shanghai Arch Psychiatry, 2018, 30 (1), 60—
64. https://doi.org/10.11919/j.issn.1002-0829.218014.

Holzinger, A. From Machine Learning to  Explainable Al; 2018, p 66.
https://doi.org/10.1109/DISA.2018.8490530.

Alonso, J.; Castiello, C.; Mencar, C. Interpretability of Fuzzy Systems: Current Research Trends and
Prospects; 2014; pp 1-28. https://doi.org/10.1007/978-3-662-43505-2_14.

Mencar, C.; Alonso, J. Paving the Way to Explainable Artificial Intelligence with Fuzzy Modeling:
Tutorial; 2019; pp 215-227. https://doi.org/10.1007/978-3-030-12544-8_17.

Institutional Repository - Library & Information Centre - University of Thessaly
30/12/2021 10:08:15 EET - 137.108.70.14



