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Abstract

The ability to forecast crop yields and prices is vital to secure global food availability
and provide farmers, retailers, and consumers with valuable information to maximize ef-
fectiveness. Conventional approaches used to tackle this often use localized methods that
are expensive and limited in generalizability. To tackle some of these known issues and
to benefit from recently developed advanced tools of machine learning, this thesis explores
the use of deep learning models as well as satellite images to forecast various crop yields
and prices across the USA. The special case of the USA was chosen given the abundance of
datasets pertaining to weather and agricultural information. Moreover, the thesis explores
Transfer Learning (TL) and incremental learning applications in the field for generaliz-
ability. In addition, a web application along with a user-friendly interface are designed
and implemented to facilitate the ease of user application of the proposed models and
approaches.

Multiple machine learning models, specifically those based on artificial neural networks,
are deployed and tested, along with several voting regressor ensembles. The models are
tested using satellite images for California and the Midwest in USA to predict soybean
yield and forecast strawberry and raspberry yield and price. Dimensionality reduction
is applied by converting those satellite images into histograms that represent the pixel
value frequency count. To gauge the performance of the deployed models, several evalua-
tions metrics are used including Mean Absolute Error (MAE), Root Mean-Squared Error
(RMSE), R-Squared Coefficient (R2), as well as Aggregated Measure (AGM) and their
Average Aggregated Measure (AAGM).

The potential of using deep learning based models in real-life applications which pro-
vides crucial insight for all stakeholders in the field of agriculture is demonstrated in this
work. The deployed multi-module based models and voting regressors ensembles proved
to have higher performance compared to the single module models. The proposed CNN-
LSTM is found to outperform Convolutional Neural Network (CNN) models proposed in
the literature by an average RMSE percentage improvement of 31% while the inclusion
of the satellite images of surface and subsurface moisture levels enhances the prediction
performance. In addition, it is observed that all deployed models consistently lose forecast-
ing performance the further they forecast in the future, with the CNN-LSTM Ensemble
outperforming each of its components as well as the LSTM in yield forecasting while the
CNN-LSTM outperforms the LSTM in price forecasting. Moreover, the proposed CNN-
LSTM-SAE Ensemble outperforms the deployed CNN-LSTM, VAE, and SAE models in-
cluding the literature CNN model by 70% AGM improvement for yield forecasting and
66% for price forecasting. The deployment of incremental learning with the CNN-LSTM
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Ensemble for yield forecasting without drastic loss in performance is achieved. Finally,
based on the AGM metric, it is found that the TL CNN-LSTM outperforms the non-TL
CNN-LSTM model by almost 28% AGM with reduction of 49% in computational time.
For future work, there is potential in expanding the utilized datasets and models to verify
and improve the obtained results as well as investigating the performance on additional
fresh produce and counties to better gauge and enhance the effectiveness of the models
and application.
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Chapter 1

Introduction

1.1 Problem Definition

Agricultural industries, specifically Fresh Produce (FP), are one of the most vital sectors
for any country in terms of both food security and economic growth. On a global scale, the
United Nations World Food Programme reported that in 2019 approximately 821 million
people around the world have insufficient access to food for consumption [101]. As a result,
the United Nations has made ending hunger and improving food security one of their top
priorities in their 2030 Agenda for Sustainable Development [102].

The issue with food security goes further beyond the insufficient production of crops.
Studies conducted by the Food Marketing Institute (FMI) and the Retail Control Group
reveal that about 64% of food store items in the USA end up not being sold due to inefficient
store operations, 14% of which are due to ordering inefficiencies, while 11% are due to
inadequate production planning [85]. To investigate such issues, a survey was conducted
in [58] to explore FP supply chain management. One of their main conclusions is that the
lack of reliable forecasting tools plays a major role in hindering the goal of achieving food
security. This is because unreliable conclusions regarding crop yields lead to unreliable FP
procurement plans, which often leads to the underestimation of production where excess FP
is not accounted for and is disposed of, hence food wastage. The limitations of forecasting
tools are largely due to the lack of data as well as the complicated and often non-linear
dependencies of real-life variables that are difficult to quantify and isolate for accurate
forecasting.
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1.2 Motivation

In Canada, the agricultural industry is one of the largest industry sectors with a realized
net income of $4.9 billion in 2019 as reported by Statistics Canada; this is a 10.4% increase
compared to 2018 [96]. In addition, the industry is continuously growing as noted by the
report of the Canadian Census of Agriculture in 2016 which indicated a tripling of the
average field crops acreage over the previous 50 years [95]. This raises the need to have
reliable, efficient, scalable, and generalizable forecasting models to minimize losses and
sustain food security.

Machine Learning (ML) models can help tackle this problem, as they excel in using
the available data to extract relationships with the output that are not explicitly mod-
elled. They use historical input data to extract useful features and patterns from them,
which they then use to forecast the required output. The input variables are presumed
to be independent, allowing the dependent variable to be predicted as an output. Within
ML, Deep Learning (DL) models are capable of capturing non-linear relationships among
variables allowing for more accurate forecasting capabilities.

For such models to reach their full potential, sufficient data must be used for training.
Data availability is a major limitation in ML, and especially for FP forecasting since agri-
cultural data collection tends to be localized. This can be addressed by leveraging remote
sensing data, specifically satellite imagery, that can cover large geographic areas. Satellite
images provide a global data source that ML models can train on to learn the patterns in a
crop’s life cycle, which is essential for forecasting its yields and prices. Moreover, the use of
remote sensing data, such as satellite images, minimizes the need for costly, hand-crafted,
localized, and often time-consuming data collection methods.

1.3 Scope

This work focuses on developing effective DL based models for forecasting yields and prices.
For this research, soybeans, strawberry and raspberry crops are investigated in the Mid-
western and Californian counties since they are the leading producers of mentioned crops,
and their data for yields, prices, and soil parameters are publicly available from online
sources.
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1.4 Objective and Deliverables

The main objective of this work is on developing complex and accurate computational
models to forecast both yields and prices of crops using satellite images. To reach this
main objective, the following tasks are performed:

1. Exploring existing literature to find the most suitable approach.

2. Identifying, collecting, and processing yields, prices, and satellite images data relevant
to the crops being investigated.

3. Designing, tuning, and implementing several DL models for forecasting yield and
price.

4. Evaluating models by comparing them to existing models proposed in literature.

5. Exploring the generalization and scalability of the built models.

6. Building a user friendly web application to automate the forecasting process for the
main users such as the FP procurers.

1.5 Thesis Organization

This thesis is divided into five chapters. The current chapter provides an overview of the
problems faced in the FP procurement process and the motivation behind tackling them.
It then outlines the scope as well as the objectives of this work. Chapter 2 provides the
background information and literature review necessary for the work. It describes FP
procurement, time series modelling, satellite images, the deep learning models, and the
literature review. Chapter 3 presents the proposed solution, including the datasets used,
preprocessing techniques applied, models proposed, evaluation metrics used, as well as the
process of choosing the most effective parameters. In Chapter 4, the conducted experiments
conducted are described and the results are presented and analyzed. Chapter 5 presents
the work done to design and implement a web application that forecasts similar crops at
different counties using the approaches investigated. Finally, Chapter 6 summarizes the
main findings obtained from the work and proposes potential improvements and future
work.
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Chapter 2

Background and Literature Review

This chapter explores the existing background and literature concerning the use of remote
sensing and DL tools in forecasting FP yield and price. Moreover, it presents conventional
approaches used in modelling different time series classes. The chapter also explores tech-
niques used for preprocessing satellite images, incremental learning, and Transfer Learning
(TL). In addition, it presents a description of different evaluation metrics used for time
series forecasting.

2.1 Deep Learning Tools

DL is a branch of ML that is broadly inspired by the neural structures of the brain. DL
models utilize a hierarchical structure of nodes that are interconnected, similar to brain
neurons, allowing them to process and pass data thus learning data representations. While
non-deep ML approaches are effective in many applications, they typically falter when the
data representation is complex and not optimized. They typically require raw data to
be engineered beforehand, which needs expertise in the applied domain, to optimize the
extraction of features; and that is often a time-consuming and expensive process. The
hierarchical structure of DL models allows them to transform raw data into their own
optimized representations, making them more adaptive to unstructured and raw data;
provided the dataset is large enough and the models are deep enough.

Research into DL techniques is a broad and ongoing field, but the main foundation of
the models are Artificial Neural Networks (ANN). ANNs are made up of nodes that form
a directed hierarchical structure that takes input data and outputs the target variable.
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2.1.1 Gaussian Process (GP)

The Gaussian Process (GP) is defined as a collection of random variables of a non-
parametric probability distribution over certain functions, such that each finite subset
of said functions follows a Gaussian distribution [83]. It was first introduced to solve re-
gression problems by C. Williams and C. Rasmussen in [107]. GP operates by taking a
prior distribution and updating it as it observes more data points, producing the posterior
distribution over functions. The linear GP model used is defined in Equation 2.1.

g(x) = f(x) + h(x)Tβ (2.1)

where x ∈ Rd, f(x) ∼ GP (0, k(x, x′)) is a GP that models the residuals of the linear model,
h(x) is the feature vector of the deep model that represents a fixed set of basis functions,
and β is an independent random variable with a Gaussian prior. The squared exponential
kernel is typically used for the kernel function k(x, x′) as described in [112], and is defined
in Equation 2.2.

kSE(x, x′) = σ2 exp

(
−‖x− x

′‖22
2r2

)
(2.2)

where ‖ · ‖2 is the L2 norm whilst σ and r are hyperparameters selected by performing a
grid search during training. Since real-life observations usually contain noise; a Gaussian
noise term is included in the covariance term as shown in Equation 2.3.

kSE(x, x′) = kSE(x, x′) + σ2
eδx,x′ (2.3)

where δx,x′ is the Kronecker delta, defined in Equation 2.4, and σ2
e is the variance of the

Gaussian noise [83].

δx,x′ =

{
0 for x 6= x′

1 for x ≤ x′
(2.4)

The GP is typically used to take into account spatio-temporal dependencies between
datapoints provided the needed information.

2.1.2 Long Short-Term Memory (LSTM)

While ANNs are suitable for a variety of applications, their effectiveness is limited when
dealing with sequence dependent data. Recurrent Neural Networks (RNN) are a type of
models characterized by their ability to retain an internal state and use it to process data,
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behaving like memory. It allows this class of ANNs to learn features that are dependent
on a sequence, typically a sequence in time or words, making it suitable for time series
modelling applications [94] as well as text [67, 62] and speech recognition [27].

Given an input xt at a current time t and a node hidden state ht−1 from the previous
iteration t−1, a recurrent node calculates the current hidden state ht as shown in Equation
2.5.

ht = σh(Whxxt +Whhht−1 + bh) (2.5)

where σh is an activation function, specifically a sigmoid function, which maps its input
into a value between 0 and 1, Whx is the matrix of weights between the input and hidden
state, Whh is the matrix of weights between the hidden layer and itself at an adjacent time
step, and bh is the bias parameter used to control the network offset to better fit the data
[51].

After the hidden state is obtained, it is used to calculate the output yt as presented in
Equation 2.6.

yt = σy(Wyhht + by) (2.6)

where σy is an activation function, Wyh is the matrix of weights between the output and
the hidden layer state, and by is the bias parameter used to offset the network to best fit
the data [51].

The weights and parameters of the network are updated using backpropagation across
the different time steps, this algorithm is termed Backpropagation Through Time (BPTT).
A great visualization of the unrolled structure of an RNN is presented in Figure 2.1, with
the recurrent learning across time steps occurring as information travels from left to right.

Figure 2.1: Illustration of an RNN unrolled over time steps [71]

An issue that arises with using backpropagation in general is that if the gradient is
small, the Chain Rule multiplication would compound the effect. This causes the gradient
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to shrink to the point of vanishing, stopping the network from learning any further. This
phenomenon is commonly referred to as the vanishing gradient problem, as is common
in many neural network architectures. A large gradient would also cause a compounding
effect, causing the gradient to explode and become unstable resulting in what is referred
to as the exploding gradient problem. It is also apparent with RNNs where each node has
deep recurrent iterations through time. A specific subclass of RNNs was made to combat
this issue, suitably named Long Short-Term Memory (LSTM). The LSTM network was
first introduced by S. Hochreiter and J. Schmidhuber in [31]. It is a type of RNNs that
allows for longer short-term memory storage, making it capable of capturing dependencies
over longer sequences. Figure 2.2 presents a comparison between the structure of RNNs
and LSTM.

Figure 2.2: Comparative diagram of (a) a basic RNN and (b) an LSTM [45]

Compared to RNNs, LSTM networks contain an additional cell memory termed ct,
which stores information, and three gates: the input gate i, the forget gate f , and the
output gate o. These gates control the flow of information within the LSTM cell. The
forget gate controls how much information is forgotten from the previous cell state ct−1,
and is often applied using a sigmoid function. It is mathematically represented in Equation
2.7.

ft = σf (Wfxxt +Wfhht−1 + bf ) (2.7)

where σf is the sigmoid activation function, Wfx is the matrix of weights between the
input and forget gate, Wf is the matrix of weights between the forget gate and its previous
hidden state, and bf is the bias parameter used to control the forget gate offset.

Then, the potential update vector for the cell state −→c t is calculated from the current
input and previous hidden state using Equation 2.8.

−→c t = tanh(Wcxxt +Wchht−1 + bc) (2.8)
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where tanh is the hyperbolic tangent activation function and bc is the bias parameter used
to control the offset of the update vector.

The input gate is then used to control how much of the update vector −→c t is used based
on the input vector. It is computed as presented in Equation 2.9.

it = σi(Wixxt +Wihht−1 + bi) (2.9)

where σi is the activation function, Wix is the matrix of weights between the input and
input gate, Wi is the matrix of weights between the input gate and its previous hidden
state, and bi is the bias parameter used to control the input gate offset.

The update vector −→c t, tuned by the input gate, is then combined with the previous
cell state ct−1, tuned by the forget gate, to produce the cell state ct as shown in Equation
2.10.

ct = ft ∗ ct−1 + it ∗ −→c t (2.10)

Finally, the output gate is used to control the current hidden state as in Equation 2.11.

ot = σo(Woxxt +Wohht−1 + bo) (2.11)

where σo is the activation function, Wox is the matrix of weights between the input and
output gate, Wo is the matrix of weights between the output gate and its previous hidden
state, and bo is the bias parameter used to control the output gate offset.

The current hidden state ht is then computed using Equation 2.12.

ht = ot ∗ (tanh ct) (2.12)

The output yt is lastly calculated using the current hidden state as in Equation 2.13.

yt = σy(Wyhht + by) (2.13)

where σy is an activation function, Wyh is the matrix of weights between the output
and the hidden layer state, and by is the bias parameter used to offset the output [45].

2.1.3 Convolutional Neural Networks (CNN)

Convolutional Neural Networks are a class of ANNs that specialize in extracting features
from images. They were first introduced by K. Fukushima in [24], who was inspired
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by the biological behavior of receptive fields. This class of models utilizes layers that
perform convolution on input data by extracting spatial dependencies between different
pixels. Moreover, CNNs are considered a regularized version of fully connected networks,
which are characterized by having each neuron in one layer connected to all neurons in
the next layer. This excessive web of connections makes fully connected networks prone
to losing their generalization of data by fixating on fitting perfectly to the training data, a
problem termed overfitting. CNNs tackle this issue by using filters that simplify the data
representation the deeper the network goes, forcing the network to discard information that
is too specific to the training data [26]. CNN applications span various fields, including
image classification [111, 65], time series analysis [89], and recommendation systems [21].
Figure 2.3 clearly illustrates the typical structure of a CNN; which is used for object
recognition in [79].

Figure 2.3: Schematic diagram of a CNN architecture [79]

CNNs, like most networks, consist of an input and output layer, as well as multiple
hidden layers. These hidden layers, as shown in Figure 2.3, are typically convolutional
layers, pooling layers, fully connected layers, and normalization layers. The layers specific
to CNNs are described as follows:

• Convolution: It is considered the building block of CNNs. This layer uses mathe-
matical convolution instead of general matrix multiplication used by other networks.
A matrix of values, referred to as a filter or kernel, is convoluted with the input data
to transform it according to its values. The filter is typically smaller in dimensions
than the input layer, thus it requires shifting after convolution with a region of the
image; this shifting is known as the stride. The typical dimensions of the input
images are (number of images x image length x image width x image depth), and
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after convolution the output of the layer is (number of images x feature map length x
feature map width x feature map depth x feature map channels) which is then passed
through a nonlinear activation function, usually a ReLu function [84]. These dimen-
sions vary depending on the dimensions of the input and the convolutional layer, as
for 1-dimensional convolution layers the filter strides through a single dimension.

• Pooling: This type of layers is used to further reduce the dimensions of the convo-
lution layers for regularization. They achieve that by taking a region of nodes in
the feature map and combining them into a single value. This loss of information
helps generalize the model and avoid overfitting. The combination is typically done
by choosing either the maximum value in the region, known as max pooling, or the
average value of the region, known as average pooling [84]. Furthermore, if the pool-
ing region is smaller than the feature map it is called local pooling, otherwise it is
called global pooling where the pooling region spans the entire feature map space
[50]. Their uses depend on the nature of the data and how much regularization is
needed in the model.

2.1.4 CNN-LSTM

LSTM networks excel at extracting time dependent features from data, but they fail in
detecting spatial relations. On the other hand, CNNs are proficient in extracting spatially
dependent features from data, but they fail in detecting temporal relations. A hybrid
network was modelled to obtain the capabilities of both classes of ANNs, while offsetting
their shortcomings, named CNN-LSTM. This class of models is specifically designed for
sequence prediction problems that involve spatial inputs. A CNN-LSTM typically starts
with convolution and pooling layers to capture spatial features and produce efficient vector
representations, which are then fed into the LSTM layers for extracting the temporal
features. CNN-LSTM models are successful in time series forecasting [52, 33], sentiment
analysis [105] and speech recognition [114].

2.1.5 Stacked Autoencoder (SAE)

Autoencoders are a class of neural networks that focuses on finding an optimal feature
representation. One of their early implementations was by Y. LeCun and F. Soulie Fogel-
man in [49] and by D. Ballard in [6]. The traditional use of autoencoders was in feature
learning and dimensionality reduction, as they are characterized by having both an encoder
and a decoder. The encoder is a block of layers that learns how to encode the input data
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into a more concise representation. It achieves this by gradually decreasing the number
of nodes as the network goes deeper, finally reaching the desired code vector. On the
other hand, decoders operate in reverse, taking the encoded feature space and decoding it
to replicate the original data to the best of its ability. This approach ensures the model
learns to interpret the most important features of the data by restricting it to represent
the training data in a limited feature space. An autoencoder that contains multiple hidden
layers stacked one after the other is called a Stacked Autoencoder (SAE). The application
of SAEs include medical imaging classification [100], remote sensing classification [115, 56],
and time series forecasting [5]. Figure 2.4 illustrates the structure described earlier.

Figure 2.4: Schematic diagram of the architecture of an autoencoder[97]

2.1.6 Variational Autoencoder (VAE)

Conventional autoencoders map the input data into a fixed feature vector that are discrete
in nature and might not be able to accurately describe the data. To tackle this, Variational
Autoencoders (VAE), first introduced by D. Kingma and M. Welling in [44], try to map
the input to a Gaussian distribution. They achieve this by using an encoder to try and
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approximate the posterior distribution p(z|x) defined in Equation 2.14, which is then used
by the decoder to try to regenerate the original data from the learned distribution.

p(z|x) =
p(x|z)p(z)

p(x)
(2.14)

where p(x|z) is the likelihood of observing x given z, p(z) is the prior probability distri-
bution, and p(x) is the evidence of data that was unobserved when computing the prior
distribution.

In order to learn the behavior of p(z|x), the distribution can be described solely through
its mean µ and standard deviation σ. These parameters are what is learned in the bottle-
neck code vector presented in Figure 2.4. It allows for the model to reconstruct the data
from continuous distributions, provided the assumption that the features follow a Gaussian
distribution. VAEs are used in remote sensing classification [92] and anomaly detection
[60].

2.1.7 Voting Regressors

Even though ML models are praised for their learning, many classes have a certain level
of randomness in their behavior. Specifically for ANNs, this can be attributed to the
stochastic nature of the algorithms used by the models to extract features. Despite its
advantage of reducing the amount of processing required, it makes the models susceptible
to converging to different solutions, often due to issues like overfitting. To reduce this
variance in results, multiple instances of the models can be trained then their result are
combined in a process called ensemble learning. Moreover, combining the effort of different
models helps in improving the forecasting capabilities of the models as each model would
extract different features, thus incorporating their efforts leads to a compounded enhance-
ment in performance. The individual models used in an ensemble are typically termed
the “weaker” models in relation to their more effective ensemble performance. Common
ensemble methods include voting, bagging, and boosting for various applications [10]; the
voting technique is deployed in this work to achieve better and more consistent results.

For classification problems, the voting method is simply choosing the majority voted
label of the weaker models as the final output. For regression, it is called a voting regressor
and is implemented by averaging the predicted results of the weaker models to compute
the final output.

12



2.1.8 Incremental Learning

When forecasting time series, it is common for new data to be available over time, necessi-
tating that the models keep up through periodic updates. This allows the models to stay
up to date with the trends of the modelled data for more accurate forecasting. There are
several approaches to update a model after training, depending on the frequency of data.
Feeding a continuous and ordered stream of data for the continuous learning of a model is
known as online learning, while a batch-based approach that requires less frequent learning
is called incremental learning [25]. Due to the noncontinuous frequency of the data used in
this work as well as memory limitations, incremental learning is investigated. Incremental
learning can be achieved by sequentially feeding new batches of data into the model at a
certain frequency, e.g. every 4 weeks. Figure 2.5 illustrates the approach, with the model
instances being fed with a new batch of data every t time interval, while the previous
batches are discarded.

Figure 2.5: Schematic diagram of the incremental learning approach
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A major drawback of this approach is that, given a new batch of data, over time the
model could potentially start overwriting weights learned from a previous batch which can
be crucial for forecasting. As neural networks have the freedom of prioritizing their own
parameters, the learning is not directed; this phenomenon is referred to as catastrophic for-
getting. Incremental learning is used for image classification [11, 78, 110, 53, 59], semantics
segmentation [15], and automated annotation in video and speech tagging [34, 8, 14].

2.1.9 Transfer Learning

To create a generalized framework for different crops, forecasting models trained on one
crop can be adapted to forecast related crops. This can be achieved by taking a pretrained
model, or part of it, that is trained on one task and fine-tuning it to work on another
related task; a technique termed Transfer Learning. TL approaches can be divided into 4
categories: First is the instances-based approach which chooses partial instances from the
source domain as additions to the training set in the target domain by appointing suit-
able weights to the chosen instances. Second is the mapping-based approach which maps
instances from two domains into a new feature space that enhances the similarity between
them; this ensures the new feature space has combined knowledge from the original do-
mains. Third is the network-based approach which partly reuses the network pretrained
with the source domain in the target domain in an effort to transfer useful learned knowl-
edge to it. Finally, the adversarial-based approach that uses adversarial technology, such
as Generative Adversarial Networks (GAN), to locate features that are transferable and
applicable for two domains [99]. For this thesis, the network-based approach is chosen for
its effectiveness with DL models as suggested in [99]. Figure 2.6 illustrates the approach
of network-based TL, with a section of the model pretrained in source domain A used in
target domain B for knowledge transfer.

TL has been abundantly used for image classification [93, 98]; that is aided by the fact
that ANNs do not necessarily assume the data is independent and identically distributed
(i.i.d.), which is an assumption made by the stochastic approaches [54]. Moreover, TL has
been used in various time series forecasting applications including flood prediction [43],
traffic forecasting [46], and energy consumption forecasting [48].

2.2 Literature Review

The three main ML applications are investigated in this work: the time series modelling
and forecasting, incremental learning, and transfer learning. Details of each of the three
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Figure 2.6: Schematic diagram of the network-based transfer learning approach

applications are covered in this section.

2.2.1 Time Series Modelling

A major class of data structures is time series, which is any sequence of observations xt that
are recorded at equally spaced time intervals over a period of time t [66]. Time series are
used for representing data in almost every field that contains data variation through time.
Two common conventional methods of modelling time series are Auto-Regressive Moving
Average (ARIMA) and Seasonal ARIMA (SARIMA), which are classes of models that use
past observations to model the time series to be able to forecast future observations. They
use statistical characteristics of a time series to learn its behavior, such characteristics
include the trend, seasonality, and stationarity. The trend of a time series describes how
the average of the time series behaves over time, whether the time series is increasing or
decreasing in the long-term. The seasonality describes the fixed periodic fluctuations in a
time series, typically occurring in a daily, weekly, monthly, or yearly cycle. The stationarity
describes whether the statistical properties, namely the mean and variance, of the time
series are constant or varying; this usually describes whether the time series is converging or
diverging [29]. These attributes of a time series help describe its nature, which in turn helps
in forecasting its behavior in the future. Applications of ARIMA include forecasting disease
outbreak trajectory [7], national inflation [68], and energy consumption [20]. Moreover,
time series can be divided into two subclasses: univariate and multivariate time series.
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Univariate Time Series

Univariate time series are characterized by containing single scalar observations. They
are the simplest form of time series, where each observation xt depends solely on a set of
previous observations xt−1, xt−2, · · · , xt−n where n is the number of samples it depends on.
ARIMA, SARIMA, and their component approaches are directly used for univariate time
series since their trend, seasonality, and stationarity are easily captured and modelled. An
exmaple of an ARMA model for a univariate time series is described in Equation 2.15.

ŷt = µ+ φ1yt−1 + ...+ φpyt−p − θ1et−1 − ...− θqet−q (2.15)

where ŷt is the forecasted value, µ is the mean of the series, φ is the autoregression
term with a maximum of p terms, θ is the error term with a maximum of q terms for a
specified nonseasonal order of differencing d [30].

Multivariate Time Series

Multivariate time series are characterized by having multiple time dependent variables,
meaning each variable has a dependency on other variables as well as itself. Since many
natural, social, and economic behaviors are affected by multiple variables, multivariate
time series provide a more realistic and accurate representation [30]. Multivariate time
series are more challenging to model compared to univariate time series since multivariate
dependencies are much more complex to model compared to describing an independent
univariate time series based on itself. Moreover, the parameters needed to describe their
relationships increase even further if the data contains nonlinear dependencies. This com-
plexity makes it difficult to determine the best approaches in handling multivariate time
series without experimental results. Conventional methods to tackle multivariate time
series include Transfer Function-Noise (TFN), Contemporaneous ARMA (CARMA), and
Vector Auto-Regression (VAR) [30, 29]. A single lag VAR(1) model can be defined as
shown in Equation 2.16, with each equation modelling an input vector using the univariate
autoregressive model.

ŷ1,t = µ1 + φ11, 1y1,t−1 + φ12, 1y2,t−1 + e1,t

ŷ2,t = µ2 + φ21, 1y1,t−1 + φ22, 1y2,t−1 + e2,t
(2.16)

where φii,l presents the influence of the lth lag of yi on itself, φij,l presents the influence
of the lth lag of yj on yi, and e1,t and e2,t model the white noise process that may be
correlated [36].
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2.2.2 Time Series Forecasting

For yield forecasting, extensive research is done within literature. First, a survey con-
ducted in [41] assessed the efficacy of different remotely sensed variables to forecast corn
and soybean yields, both pre-season and in-season, within the USA. The author concluded
that the Normalized Difference Vegetation Index (NVDI) and the land surface tempera-
ture have high correlation with the crop yields tested. The authors of [61] explored the
capabilities of forecasting yield in Algeria using remote sensing data. The scope of their
work was comparing machine learning approaches such as Random Forest and Multi-Layer
Perceptron (MLP) to more non-machine learning (non-ML) approaches. Their results re-
vealed that machine learning approaches consistently outperform Non-ML ones. Another
notable work using remote sensing for yield prediction is authored by J. You et al in [112].
They use satellite images to predict yearly soybean yields for some counties in Midwestern
states in the USA. The images utilized contain 7 bands for surface reflectance at different
wavelengths and 2 bands for temperature at daytime and nighttime. They proposed and
applied the dimensionality reduction approach described in Section 2.2.3, after which they
fed the computed histograms into their tested models. The evaluated models are LSTM,
CNN, LSTM with GP, and CNN with GP. The authors investigated the effect of adding
GP to the ANN models. Their results indicate that the CNN outperforms the LSTM in
predicting annual soybean yields. Moreover, they conclude that using GP helps further
improve the overall performance of the CNN and LSTM. This work is further extended
in [77], where the author investigated the addition of moisture data to the satellite image
bands in addition to surface reflectance and temperature to predict yearly corn yields.
The conversion to histograms is implemented in that work for tractability, and the models
implemented are ConvLSTM, Separable CNN-LSTM, Custom CNN-LSTM, 3D-CNN, and
CNN-LSTM-3D. The author concludes that ConvLSTM outperforms the other models in
predicting annual corn yields. The approach’s success is further cemented by the work in
[90], where the authors explored the application in southern Brazil for the prediction of
annual soybean yields. This work incorporated precipitation data acquired from satellite
images as well as weather stations, combining remote and local data sources. The models
they implemented are multivariate Ordinary Least Squares (OLS) linear regression, Ran-
dom Forest, and LSTM. Their results show that the LSTM model is the best performing
model in predicting annual soybean yields. From reviewing literature, the general senti-
ment is that ANNs, specifically LSTM, CNN, and their combinations, are well-suited for
yield forecasting, which is supported by a literature survey conducted in [103]. Neverthe-
less, a notable limitation in [112], [88], [91], [77], [40], and [90] is that the implemented
models are relatively simple and exploration of different classes of ANN is limited. In ad-
dition, they mostly focus on yearly yield prediction; this limits the scope of yield analysis
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that could be applied which is often needed on a monthly, weekly, or even daily basis.
Lastly, the literature extensively explores grain produce, while works on FP are limited.
This work aims to tackle that by investigating new models for daily FP yield forecasting.

For price forecasting, Y. Peng et al. designed and implemented a service for FP price
forecasting in [75] using historical prices. They compared several forecasting techniques
including Partial Least Square (PLS), ARIMA, ANN, and the Response Surface Method-
ology (RSM). Moreover, the crops investigated are bok choy, cabbage, cauliflower, and
watermelon. PLS and ANN are found to perform best with the lowest percentage errors
out of the tested models. The authors suggested the use of PLS for short-term forecast-
ing and ANN for long-term forecasting. A similar study is carried out in [82] where the
authors utilized rainfall, crop yield, minimum support price, maximum trade value, seed
cost, and cultivation cost as features for forecasting both price and profit. The models used
are Näıve Bayes algorithm for price forecasting and K-Nearest Neighbor (KNN) for profit
forecasting; promising results are found for both price and profit forecasting. It should be
noted that their experiment is set up as a classification problem rather than a regression
problem. More recent examinations of using DL for crop price forecasting are presented in
[63] and [64], where strawberry prices in California are predicted using weather data col-
lected from local stations. The models tested by the authors include ARIMA, XGBoost,
CNN, LSTM, CNN-LSTM, and Attention-based CNN-LSTM. Their results indicate that
DL models outperform the nondeep machine learning and time series analysis models and
that Attention-CNN-LSTM outperforms its simpler DL counterparts in forecasting straw-
berry price. When reviewing the literature, several limitations arise. In both [75] and [3],
the authors take into account only previous prices when forecasting price; assuming that
the prices are univariate which is not necessarily true as various variables can affect the
price. Moreover, the authors of [63] and [64] utilize localized data from stations to forecast
prices; which runs the risk of limiting data availability to only locations that have stations,
limiting the generalizability of the models to more global applications. This work aims to
overcome that by utilizing remote sensing data in the form of satellite images.

Autoencoders are also used in forecasting time series, with literature supporting its
efficacy. The authors of [113] tested a VAE model along with a simple RNN, LSTM,
Bidirectional LSTM (BiLSTM), and a Gated Recurrent Unit (GRU) to forecast the num-
ber of new and recovered COVID-19 cases. The study focused on daily recorded cases in
six countries which are China, Australia, Italy, Spain, USA, and France. Their conclu-
sion is that VAE outmatches the other tested models in forecasting new and recovering
COVID-19 cases. Another work in [42] investigates the effectiveness of VAE in forecasting
renewable energy. The authors test several variations of VAE architecture with a combi-
nation of other DL models which are: Bayesian ANN, Bayesian BiLSTM, VAE-Bayesian

18



RNN, VAE-Bayesian LSTM, VAE-Bayesian BiLSTM, VAE-BiLSTM, and VAE-LSTM.
Their results show that the VAE variants outperform the other models, which showcases
the proficiency of VAE models in forecasting renewable energy. As for SAE models, the
study conducted in [74] explores the ability of SAEs in using soil and weather parameters
to predict yield and protein content of winter wheat. The authors implemented linear
regression, nonlinear regression, ANN, and SAE, with the results suggesting that the best
prediction is achieved by using SAE with spatial sampling. On top of that, Hu et al. and
Preira et al. implemented SAE in [32] and [76] to forecast confirmed COVID-19 cases in
both China and Brazil, showcasing encouraging results. Moreover, the application of SAE
in forecasting wind speeds was explored in [39], where the authors proposed and tested a
hybrid LSTM-SAE model. The proposed model was compared to Support Vector Regres-
sion (SVR), ANN, RNN, and LSTM. The major limitation in the investigated literature is
the lack of work in using autoencoders in forecasting multivariate time series, specifically
crop yield and price, which provides a lucrative venue for exploration tackled in this work.

2.2.3 Satellite Images in Forecasting

Satellite images typically provide abundant amounts of data for learning, however with
that the challenge of processing such large amounts of data arises. ML models in general,
and DL models in particular, are usually limited by their large computational demand
which scales up when more data is used. Moreover, due to the remote and global nature
of satellite images, their information can be spatially scarce. The most direct method of
utilization is to feed those satellite images into the forecasting models to train on without
modification. However, this approach is computationally expensive and not tractable with
existing resources.

Therefore, methods of dimensionality reduction can help achieve tractability without
sacrificing retained information. In the field of yield forecasting using remote sensing, the
authors of [112] proposed a dimensionality reduction technique that was adapted by later
publications in the field. Their approach is to convert each image from a two dimensional
matrix into a single dimension histogram that counts the frequency of pixel values. This
reduction is done under the assumption of permutation invariance, which means that the
positions of the pixels within an image are assumed to carry little or no information relevant
to yield and price forecasting, thus they can be discarded without losing important features.
It is acknowledged that the forecasted yields can have some dependency on the positions of
the pixels, but for tractability they must be dropped. Figure 2.7 visualizes the reduction for
better clarification; given an image with values ranging from 0 to 0.5, the bins are divided
into equidistant value ranges and each bin holds the number of pixels that lie within its
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range. It should be noted that the values used in Figure 2.7 are only for clarification
purposes, the actual values used in this work are described in Chapter 3.

Figure 2.7: Illustration of converting an image into its histogram representation

2.2.4 Work in Incremental Learning

For incremental learning, the authors of [81] use incremental learning to train a Random
Vector Functional Link (RVFL) network, a class of ANN, to forecast short-term electric
load. They compared their proposed model to benchmark models like non-incremental
ANN and random forest, among others, and one of their conclusions is that incremental
learning is beneficial for short-term electric load forecasting. Moreover, a study of the
effectiveness of incremental learning in stock price forecasting is presented in [80]. Their
hybrid incremental RVFL is compared to similar benchmark non-incremental ANN, RVFL,
SVR, and other models, with the results indicating that incremental learning provides
significant improvement to the short-term stock price forecasting performance. In addition,
the authors of [53] compare the performance of several incremental learning approaches
on CNN networks used for two classification problems. Their results present successful
adaptation of incremental learning on both datasets investigated. Several applications of
incremental learning, such as in [11] and [78], modify the algorithms of machine learning
models to adapt to an incremental feed of inputs which is typically used to add new
classes to a model in a classification problem. Moreover, it is indicated in literature that
incremental learning was not explored much for crop yield and price forecasting, which
presents a lucrative opportunity for exploration.
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2.2.5 Transfer Learning

The effectiveness of transfer learning was explored by Anna Wang et al. in [104] for fore-
casting annual soybean yield in Argentina using TL from a model pretrained on forecasting
annual soybean yield in Brazil. Their experiment showcased promising results, and the au-
thors discussed the prospect of extending their application of TL to include other crops.
The authors of [86] explore using TL in forecasting cross-building energy consumption.
They test their model, named Hephaestus, on energy consumption times series of multiple
schools, applying TL for schools with small datasets. Their results conclude that using
TL features from the energy consumption of other schools enhances the energy consump-
tion forecasting of a single school compared to only training using the individual school’s
data. Further, TL is applied for image classification in the medical field, with one study
presented in [93] applying TL from large, publicly available pretrained models, such as Ci-
farNet, AlexNet, and GoogLeNet, to classify medical images. The authors’ implementation
fine-tunes CNN layers and uses off-the-shelf pretrained feature extractors that are fed into
fully connected layers for classification. They conclude that TL provides improvement in
classification, which indicates potential for learning across datasets. Another study in [98]
applied a similar TL methodology, concluding that, compared to a CNN trained without
any TL, the use of a pretrained and fine-tuned CNN achieves better results and is more
robust to the size of the training dataset. Moreover, the layer-wise fine-tuning of CNNs
provides a potent method to achieve the best performance in their application, depending
on how much data is available. The reviewed literature provides insight on applying TL
among similar types of time series beside presenting methods that could help in enhancing
forecasting capabilities even with limited data while decreasing the computational costs
of model training by utilizing existing models. Although works in the applications of TL
in image classification problems are abundant, not much literature exists for crop yield
forecasting and existing work in the field such as [104] focuses on predicting annual yields.
Thus, further research is needed for exploring the application of TL in crop yield forecasting
which this work aims to contribute.

2.3 Evaluation Metrics

An evaluation metric is crucial for determining the effectiveness of any model. For time
series, commonly used evaluation metrics as suggested in literature are Mean Absolute
Error (MAE), Root Mean-Squared Error (RMSE), as well as the R-Squared Coefficient
(R2) [112, 77, 90, 75].
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2.3.1 Mean Absolute Error (MAE)

The MAE is a basic measure of the error between pairs averaged across all observations.
The absolute difference between the true and predicted values is first calculated, then
the average is computed for all observations. Since MAE does not involve squaring the
difference, it is more robust to outliers compared to RMSE [108]. Mathematically, it is
defined as in Equation 2.17.

MAE =
1

n

n∑
i=1

|yi − ŷi| (2.17)

where n is the total number of observations, yi is the true value of observation i, and ŷi is
the predicted value at observation i [9].

2.3.2 Root Mean Squared Error (RMSE)

The RMSE is another widely used evaluation metric, it is a measure of the standard
deviation of the error. The difference between the true and predicted observations is first
calculated and then squared, which is then averaged across all observations and finalized by
computing its square-root. The squaring of the difference allows the metric to be sensitive
to large error, making it suitable when penalizing larger errors is required. Mathematically,
it is defined as in Equation 2.18.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (2.18)

where n is the total number of observations, yi is the true value of observation i, and ŷi is
the predicted value at observation i [16].

2.3.3 Coefficient of Determination (R2)

The R-Squared coefficient, also named the coefficient of determination, is another com-
monly used metric in regression. It describes the percentage of variance of the dependent
variable that is expressed by the independent variable. In other words, it is a ratio that
describes how much of the difference in one variable is explained by the difference in an-
other variable, reflecting how well the model replicates true values. As a ratio, its range is
typically between 0 and 1, however it can be negative if the predicted regression line of the
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model is worse than the mean of the dataset [47]. The closer the value is to 1, the better
the model is at predicting the target variable, with the optimal value 1 indicating that the
model replicates true values identically, while a value of 0 indicates that the model predicts
the mean. It is calculated as the sum of the difference between the true values and the
predicted values squared, divided by the sum of the difference between the true values and
the mean value squared, subtracted from 1 as in Equation 2.19. While it is very intuitive
to gauge the effectiveness of a model, its value increases as more predictors, or explanatory
variables, are added to the model, making it susceptible to flawed indication [22].

R2 = 1−
∑

(yi − ŷi)2∑
(yi − ȳ)2

(2.19)

where yi is the true value of observation i, ŷi is the predicted value at observation i, and
ȳ is the mean value of the observations [87].

2.3.4 Aggregated Measure (AGM)

Determining the effectiveness of a model in forecasting through multiple metrics can be
challenging; given the varied merits and drawbacks of each metric. That is why the authors
of [63, 64] proposed a new evaluation metric that attempts to combine the information
captured by the MAE, RMSE, and R2 described in Equations 2.17, 2.18, and 2.19. This
allows for more comprehensive gauging of the best performing models over multiple metrics.
Both the MAE and RMSE measure prediction errors and share the same units. Moreover,
both metrics are negatively oriented, meaning that lower metric values indicate a better
performance. Therefore, the average of both metrics is taken to integrate information
carried by both. For the R2 score, it is a unitless metric that is positively-oriented, which
means the higher the value, the better the performance. Because the R2 value range is
typically between 0 and 1, taking its complement using (1 − R2) provides a negatively-
oriented score, which is then multiplied by the average of the MAE and RMSE to produce
a measure better indicative of the performance of a model. Mathematically, the AGM is
defined as in Equation 2.20.

AGM =
RMSE +MAE

2
× (1−R2) (2.20)
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2.3.5 Average AGM (AAGM)

In addition to the AGM, the AAGM is used when assessing forecasting results that span
multiple varied instances per model, and one value is needed per model to summarize its
performance; in this work the instances are different forecasting years. It is the average of
the AGM values of a model across all instances [63] and is defined as in Equation 2.21.

AAGM =

n∑
i=1

AGM

n
(2.21)

where n is total number of years observed.

2.4 Chapter Summary

This chapter starts by describing, in detail, the background behind the deployed DL mod-
els. Then, it explores the nature of univariate and multivariate classes of time series, along
with the conventional methods used to model them. It proceeds to describe how satellite
images are typically preprocessed before being fed to the ML models by applying dimen-
sionality reduction to achieve tractability. This is followed by a detailed description of
ML techniques: voting regression, incremental learning, and transfer learning. In this, the
literature review of time series forecasting, incremental learning, and TL is presented in
detail along with the observed limitations this work aims to tackle. Finally, the evaluation
metrics used in the assessment of time series modelling are described, along with their
advantages and disadvantages.
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Chapter 3

Methodologies and Proposed
Solutions

To tackle the challenging task of forecasting crop yield and price, various elements need
to be dealt with. These elements include the deployed datasets and their preprocessing
as well as the proposed models along with their evaluation metrics and hyperparameter
tuning. The nature of the data utilized should be understood to better exploit it with
the models. This includes what the data reflects, the range of the measurements, as
well as any limitations that need to be taken into consideration before preprocessing.
To optimize the performance of the models, the data must be preprocessed as necessary
for precise feature extraction. For the scope of this work, preprocessing includes image
masking, normalization, and dimensionality reduction. Various models are proposed and
implemented for different experimentation purposes in this work. The complexity of the
models varies from simple DL models to compound ensembles that enhance the forecasting
performance, as described in Section 2.1. Choosing suitable metrics to determine the
effectiveness of these models is very important, since it provides insight to how well the
models perform and allows for comparative analysis among them. The metrics described in
Section 2.3 are utilized with respect to the datasets used. It is important to showcase the
method of choosing the models’ hyperparameters through tuning; to better understand the
models and improve reproducibility. This chapter aims to provide a detailed description
of those elements.
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3.1 Datasets

In this work, different datasets are used for both constructing and evaluating the models.
A detailed description of each of these datasets is presented in this section.

3.1.1 Midwestern USA Dataset

For a fair comparison with literature implementation in [112], the same datasets are used;
where similar crop type and locations are considered. Hence, the satellite images of the
soil surface reflectance, temperature, and moisture of Midwestern counties in the US are
downloaded then mapped to the crop yield of each county.

MODIS surface reflectance and temperature (Input)

The Moderate Resolution Imaging Spectroradiometer (MODIS) is a vital instrument that
records various types of measurements, including surface reflectance and temperature, and
is aboard Terra satellite that has been orbiting Earth since 1999 [72]. The surface spectral
reflectance is a measure of the percentage of energy that a surface reflects at a specified
wavelength; it is unitless since it is a ratio. It is helpful in determining the biochemical
composition of a surface, especially soil, which provides insight about its agricultural capa-
bilities [35]. The surface temperature is also measured by MODIS and recorded in Kelvin.
In addition, MODIS collects and records measurements for both surface reflectance and
temperature on daily basis. The data used for this work spans the years 2003 to 2015,
for the same 11 states in the USA considered in [112]: Arkansas, Illinois, Indiana, Iowa,
Kansas, Minnesota, Missouri, Nebraska, North Dakota, Ohio, and South Dakota. The
surface reflectance data is measured across 7 spectral bands, while the surface temperature
is recorded twice a day, once in daytime and once at night, producing 2 bands. Both the
surface reflectance and temperature are downloaded from the MODIS Terra Surface Re-
flectance and Surface Temperature official website [18]. Moreover, MODIS/Terra+Aqua
land cover images are provided, downloaded, and used in this work for masking during
preprocessing. A sample of the satellite images recording the surface reflectance and tem-
perature in 2014 of Douglas, Kansas is visualized in Figure 3.1, with the image dimensions
and value ranges presented.

26



Figure 3.1: Sample satellite images of soil surface reflectance (left) and temperature (right)
in Douglas, Kansas

USDA-FAS moisture levels (Input)

Satellite images of moisture data describing the levels of surface and subsurface moisture,
spanning 2 bands, are deployed. They are measured in millimeters and collected every 3
days globally from both the Soil Moisture and Ocean Salinity (SMOS) as well as the Soil
Moisture Active Passive (SMAP) satellites orbiting Earth since 2009 and 2015 respectively
[2, 70]. Furthermore, the dataset is collected and maintained by the US Department of
Agriculture - Foreign Agricultural Service (USDA-FAS) and obtained from [1]. The data
used for this work spans the years 2010 to 2015 similar to the considered range in [77], for
the same 11 states mentioned previously and considered in [112]. Figure 3.2 visualizes a
sample of the satellite images measuring the moisture levels in 2014 of Douglas, Kansas;
with the image dimensions and value ranges presented.

Annual soybean yield (Output)

Since the models are expected to forecast crop yield values, the ground truth target values
used are the annual average soybean yields recorded for each county in bushels per acre.
The data spans the years 2003 to 2015 and cover the 11 states described earlier. This
data is publicly available and is obtained from the US Department of Agriculture (USDA)
official website [69].
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Figure 3.2: Sample satellite images of soil moisture in Douglas, Kansas

3.1.2 California Dataset

The state of California was chosen as a case study since it is the largest producer of
strawberries in the USA due to its favorable climate conditions [57], it is also one of
the largest producers of raspberries in the USA [4]. Three counties within California are
considered: Santa Barbara, Ventura, and Monterey.

MODIS surface reflectance and temperature (Input)

Similar to the Midwestern datasets, the satellite images of surface reflectance and temper-
ature are collected for Santa Barbara, Ventura, and Monterey counties in California [18].
The data spans the years 2011 to 2019 and the land cover is also downloaded per year for
every county to be used in masking. Figure 3.3 visualizes a sample of the satellite images
measuring the soil surface reflectance as well as temperature in Santa Barbara, California.

USDA-FAS moisture levels (Input)

Satellite images of moisture levels are also obtained from [1] for Santa Barbara, Ventura,
and Monterey counties in California, spanning the years 2011 to 2019. Figure 3.4 visualizes
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Figure 3.3: Sample satellite images of soil surface reflectance (left) and temperature (right)
in Santa Barbara, California

a sample of the satellite images measuring soil moisture levels in Santa Barbara, California.
Note that the moisture readings are limited to county’s inland which explains why the
coastal areas and islands are not visualized like they are with the surface reflectance and
temperature in Figure 3.3.

Daily FP yield and price (Output)

In order to forecast FP yields and prices, the daily strawberry and raspberry yields and
prices are used as the ground truth target values. The yield is measured in pounds per
acre, while the price is measured in US Dollars. For the scope of this work, the data col-
lected spans the years 2011 to 2019 for Santa Barbara, Ventura, and Monterey counties in
California. Moreover, the data for both strawberries and raspberries is publicly available
and obtained from the California Strawberry Commission website [13]. Due to the avail-
ability of sufficient data for the three mentioned counties, they are specifically chosen for
implementing the forecasting models. Figure 3.5 presents the strawberry yield time series
in Santa Barbara, California for years 2011 to 2019.
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Figure 3.4: Sample satellite images of soil moisture in Santa Barbara, California

3.2 Data Preprocessing

To standardize the labelling of the satellite images for easy access, they are divided by the
Federal Information Processing Standards (FIPS) code of their corresponding counties,
with each image correlating to a specific county at a specific day. In addition, they require
multiple levels of preprocessing before being fed into the models for testing. The images are
first scaled and masked, then dimensionality reduction is applied before being concatenated
into the final dataset form suitable for ML.

3.2.1 Preprocessing and Masking the Satellite Images

As suggested by the official datasets providers in [18] and [1], the images must be multiplied
by a scaling factor as they, in their raw format, do not reflect their units described in Section
3.1.1. After the scaling, the images are passed through a land cover for masking, which
is an image similar in dimensions to the other images, but whose pixel values represent
the type of land corresponding to that pixel. Figure 3.6 visualizes the land cover of Santa
Barbara, California in 2011, with the legend showing different classified types of lands
described in [19], specifically label 12 denoting croplands.
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Figure 3.5: Strawberry yield time series in Santa Barbara, California

An image mask is used to selectively maintain desired pixels only, which helps filter
out unnecessary data and reduce computational costs. For this work, the models should
only be provided with cropland data, thus the mask is applied by setting the land cover
pixel values that correspond to cropland locations to a value of 1, while all other pixels
that denote non-cropland locations are set to a value of 0. The mask is then applied to the
images by multiplying them element by element, maintaining wanted pixel values as they
are multiplied by 1 and masking unwanted pixel values as they are multiplied by 0. This
ensures that the models train exclusively on pixel values that correspond to croplands and
reduces the number of pixels processed by disregarding irrelevant pixels. If pixels that hold
desired cropland locations are denoted by p, then the mask is applied as in Equation 3.1.

pi,j =

{
p for i, j ∈ m
0 for i, j /∈ m

(3.1)

where pi,j is the value of the image pixel at coordinates (i, j) and m symbolizes the set
of pixel coordinates labelled as cropland.
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Figure 3.6: Sample of land cover used for masking of Santa Barbara, California

3.2.2 Conversion to Histograms

As described in Section 2.2.3, dimensionality reduction must be applied to the satellite
images due to the spatial scarcity and to achieve tractability. This is done through the
conversion of the satellite images into 1-Dimensional frequency count histograms of the
values of their pixels under the assumption of permutation invariance. The conversion to
histograms is defined in Equation 3.2, for all 0 ≤ k < K where K is the highest possible
pixel value.

h(k) = card{(i, j) | pij = k} (3.2)

where k represents the value, or range of values, of the pixels for each frequency histogram
h while card is the cardinality, or set size, of pixels for a specified k [12]. As implemented
in [112] and suggested to be a reasonable spread of pixel value bins, each histogram is
divided into 32 bins that hold different pixel values ranges.

Afterwards, the histograms are scaled to produce density histograms that have values
bounded between 0 and 1 to standardize the value ranges hence optimize the feature
extraction. Since the Midwest datasets are of annual yield data, each data point represents
a specific county at a specific year. This means that the input must contain histograms for
forecasting a year’s worth of satellite images. For a fairer comparison with the experiment
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conducted in [112], 30 images are used for each year per record. Moreover, the experiment
uses 7 bands of surface reflectance, 2 bands of land surface temperature, and 2 bands of
moisture levels; thus, an additional dimension is required to accommodate all 11 bands.
The structure is visualized in Figure 3.7 for easier understanding, with the histograms
stacked to produce the dataset used as input for the models. Dimension b denotes the
number of bins per histogram, dimension h denotes the histograms stacked per sample,
and dimension d denotes the number of bands used per sample.

Figure 3.7: 3D histogram collection per sample for a given year at a given county in the
Midwest

For the experiments in California, the process is slightly modified since the forecasting is
done on a daily basis. Each sample contains images of the last 140 days while forecasting
for a given day, which is selected based on the findings in [73]. Moreover, most of the
experiments only use the moisture and land surface temperature bands for forecasting,
totaling 4 bands. The structure is visualized in Figure 3.8 for easier understanding, with
the histograms stacked to produce the 3D histogram collection per sample used as input
for the models.

The image preprocessing is implemented using the Geospatial Data Abstraction Library
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Figure 3.8: 3D histogram collection per sample for daily forecasting in California

(GDAL) in Python to import the images into a readable format that can be processed [106].
In addition, the tested models are implemented using Python’s Tensorflow Keras library
[17], which was chosen for its user-friendliness and scalability.

3.2.3 Forming the Final Data Structure

After the 3D histograms are formed, they are appended to the other inputs as well as the
mapped output corresponding to them. For the Midwest, the tuple of images year as well as
county central longitude and latitude (year, longitude, latitude) is then appended to each
input histogram along with the mapped output yield corresponding to that same date and
location. The year and coordinates are only used by the GP component to further enhance
the models’ forecasting performance. The histograms that are considered are those that
have available yields in the USDA website [69], Table 3.1 shows the number of these records
for each year as well as the total.

The entire process is visually summarized in Figure 3.9, with the 3D histograms con-
catenated to form the entire dataset used, along with the year, coordinates, and the output
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Table 3.1: Number of counties in the Midwest with available yields from 2003 to 2015

Year 2003 2004 2005 2006 2007 2008 2009

Counties 808 818 807 800 797 741 749

Year 2010 2011 2012 2013 2014 2015 Total

Counties 801 770 754 712 726 667 9950

yield.

Figure 3.9: Mapping 3D county histogram collection per year (Input) to the corresponding
county yield of same year (Output)

For California, since only a single state is considered, the coordinates would not carry
much information. Moreover, since the forecasting is on daily basis, the years do not carry
much information either. Thus, the GP is not utilized for this dataset since the years and
county coordinates are dropped out of the dataset. This process is better visualized in
Figure 3.10, with each 3D histogram appended with its corresponding yield or price value
as output.

The produced 3D histograms are directly fed into the CNN model since the convolution
is across 2 dimensions, but for the other models such as LSTM, CNN-LSTM, SAE, and VAE
the structure needs to be further reduced into 2D by flattening dimensions h and d into a
single dimension as presented in Equation 3.3, which are then fed into the aforementioned
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Figure 3.10: Mapping 3D histogram collection (Input) to the corresponding daily yield or
price (Output) in California

models. 
H1,1 H1,2 . . . H1,d

H2,1 H2,2 . . . H2,d

...
...

. . .
...

Hh,1 Hh,2 . . . Hh,d

→
[
H1 . . . Hh∗d

]
(3.3)

where each Hh,d represents a histogram with b bins and d bands.
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3.3 The Proposed Models

The background of the deployed models is given in Section 2.1. There models are adjusted
to fit the various forecasting tasks in this work. In this section, details of the deployed
models along with the newly proposed ensembles are provided.

3.3.1 LSTM

For Midwestern counties, the utilized LSTM model used is similar to the one described in
[112]. As illustrated in Figure 3.11, the model is made up of an LSTM layer comprised of
128 units that is fed to a fully connected dense layer of 256 nodes and a final single node
layer for regression.

Figure 3.11: LSTM architecture deployed in [112]

For California, the output of the LSTM layer containing 128 units is fed into a fully
connected dense layer of 128 nodes, followed by the single node output layer for regression
as shown in Figure 3.12.

3.3.2 GP

For the Midwestern counties, the GP is used with the tested models to further enhance
their prediction capabilities. It is fed the yields output of the deployed models along with
their corresponding years, latitude-longitude coordinates, as well as the feature vector of
the DL model. Based on those, the GP models the residuals of the forecasting model
to produce a more accurate prediction based on the spatiotemporal dependencies carried
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Figure 3.12: LSTM architecture for the California experiment

by the years and coordinates. Because the Midwest dataset is the only one with varying
spatiotemporal dependencies, the GP implementation is limited to it. In terms of notation,
the term “+GP” is appended to a model to indicate that the model feeds into a GP; for
example an LSTM with a GP is denoted by LSTM+GP.

3.3.3 CNN-LSTM

The CNN-LSTM models try to incorporate the capabilities of extracting spatial features of
CNNs and temporal features of LSTMs. It should be noted that the deployed models vary
slightly in architecture given the dataset and required output variable. For the Midwestern
counties, the proposed CNN-LSTM model is as illustrated in Figure 3.13. The data batch is
normalized, fed through 2 convolutional layers with a dropout layer of 0.2 for regularization,
the output of which is passed through another normalization layer then into an LSTM
layer with 128 units. Finally, the output is fed into 3 dense layers of sizes 512, 1024, and
1 respectively for regression. This architecture is chosen through phases of trial and error.

For the California dataset yield and price forecasting, the model architecture is as
described in Figure 3.14. The histograms are fed into a normalization layer, followed by 3
convolutional layers and a max pooling layer which feeds into an LSTM layer of 64 unit,
succeeded by 3 fully connected layers of sizes 128, 256, and 1 respectively for regression. It
should be noted that the max pooling layer is omitted for price forecasting, as that leads
to improved forecasting demonstrated through experimentation.
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Figure 3.13: CNN-LSTM architecture for yield forecasting in the Midwest

Figure 3.14: CNN-LSTM architecture for yield and price forecasting in California

3.3.4 CNN-LSTM Ensemble (CNN-LSTM Ens)

The proposed ensemble is of the CNN-LSTM models described in Section 3.3.3, with both
weaker models trained on the same data. The voting regressor is used to reduce the
variance of weaker models as well as improve their prediction by combining the different
trends extracted by the models through averaging. The block diagram of the proposed
ensemble is illustrated in Figure 3.15.

3.3.5 SAE

Autoencoders are employed for their ability to extract more global and discriminative
features due to the reduced dimensionality in their hidden layers. The proposed SAE is
a stacked LSTM autoencoder, which takes advantage of the deep LSTM capabilities for
both encoding and decoding. The model encodes the input data into a latent vector which
forces it to further optimize the vector representation of the data features. This helps the
model better extract trends in the data which improves its learning to forecast the target
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Figure 3.15: Block diagram of CNN-LSTM Ens

variable. Due to the time-dependent nature of LSTMs, the encoder state has to be passed
to the decoder to be used as its initial state. The encoder is usually detached from the
model after training and its learned latent vector is used as a feature vector for regression.
However, in this proposed version of the model, the step of detaching the encoder dismissed
and the decoder is directly fed into a dense layer for regression. Figure 3.16 visualizes the
architecture of the proposed model, where the LSTM encoders and decoders are fed into
the fully connected layer for regression.

Figure 3.16: SAE architecture for yield & price forecasting using satellite images

3.3.6 VAE

The proposed VAE model takes advantage of the deep convolutional layers for both encod-
ing and decoding the input data. The data is encoded into a latent vector that is sampled
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using a learned mean and variance distribution. After training, the encoder is detached
from the model and the latent vector is used as a feature vector for regression. Figure 3.17
visualizes the proposed model architecture, with the convolutional encoder and decoder
layers learn the latent vector that is then used for regression.

Figure 3.17: VAE architecture for yield & price forecasting using satellite images

3.3.7 SAE-CNN-LSTM Ensemble (SAE-CNN-LSTM Ens)

To further improve the overall performance, the outputs of both models described in Sec-
tions 3.3.5 and 3.3.6 are combined. The proposed voting regressor incorporates the outputs
of a CNN-LSTM and SAE, trained with the same data, by averaging them. The block
diagram of the voting regressor ensemble is illustrated in Figure 3.18.
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Figure 3.18: Block diagram of the proposed CNN-LSTM-SAE voting regressor model

3.4 Evaluation Metrics Units

The evaluation metrics described in Section 2.3 are deployed while varying their unit
depending on the required output. The MAE and RMSE scores are measured in bushels
per acre for the Midwest yield dataset, pounds per acre for the California yield dataset, and
US dollars for the California price dataset. As for the R2, it is unitless since it describes a
ratio, while the AGM and AAGM are measured in bushels per acre for the Midwest yield
dataset, pounds per acre for the California yield dataset, and US dollars for the California
price dataset as it depends on the units used in the obtained datasets.

3.5 Hyperparameter Tuning

A major challenge in using DL models is choosing the hyperparameters to best suit the
target task and data. One of the most crucial hyperparameters is the learning rate, this is
the step size that determines the increment of change the algorithm should use to update
the weights as it approaches a local or a global minimum. The challenge with tuning this
parameter is that if it is too large then the model is likely to get stuck in a local minimum
and if it is too small then the model takes much longer to converge to a minimum [109].
Thus, ensuring the learning rate is well tuned is crucial to keep the model generalized and
avoid underfitting or overfitting to the data. The process of determining the hyperpa-
rameters such as the learning rate, optimizer algorithm, model dimensions, and batch size
depended heavily on manual selection based on experimentation results.

Another key technique is the use of regularization, which comes in many forms in-
cluding using dropout and normalization layers as described in Section 3.3. Dropout layers
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randomly set weights in the input layer to zero, forcing the model to adapt to a scarcer rep-
resentation of the data thus generalizing it. Batch normalization layers scale the weights
of its input layer which stabilizes and accelerates the training process of DL networks.
Analysis conducted in [55] indicates that using batch normalization in DL networks shares
the same traits of regularization.

3.6 Chapter Summary

The details of the deployed datasets are highlighted at the start of this chapter including
the time period and geographic area they cover along with their sizes. These datasets
include:

• MODIS surface reflectance and land surface temperature datasets for both Midwest-
ern counties and California.

• USDA-FAS surface and subsurface moisture levels datasets for both Midwestern
counties and California.

• USDA annual soybean yield averages for Midwestern counties.

• California Strawberry Commission daily yields and prices for Santa Barbara, Ventura,
and Monterey counties in California

Afterwards, the data preprocessing procedure conducted on the satellite images is ex-
plained and the resulting dataset structure is illustrated. Next, the proposed forecasting
DL models are described along with their architecture, dimensions and layer sequences.
Finally, the units of the evaluation metrics are presented and a description of the different
hyperparameters tuning and regularization approaches is provided.
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Chapter 4

Experiments and Results Analysis

The preceding chapter covered the proposed solution for prediction and forecasting yield
and price along with the datasets, models, and evaluation metrics. This chapter presents
the experiments conducted based on the proposed solution, outlining their methodology,
results, and subsequent analysis. The experiments conducted are presented in this chapter
as follows:

The first set of experiments explores the prediction of annual soybean yields in the
USA Midwest using the proposed models compared to literature benchmark in [112] and
the effect of adding surface and subsurface moisture bands. The second set of experiments
explores the models’ performance in Santa Barbara, California for more frequent forecasting
of daily strawberry yields and prices with varying the forecast window. To further enhance
the performance and generalization, new models are proposed in the third and forth sets of
experiments for yield and price forecasting for a larger number of diverse counties such as
Ventura and Monterey. The fifth experiment set explores the use of incremental learning on
CNN-LSTM Ensemble for yield forecasting to adapt to more frequent updating provided
new data. To efficiently generalize the application of proposed models to other FPs with
minimal retraining, in the last set of experiments, the application of TL is explored for
forecasting raspberry yields using TL from the built strawberry models.

4.1 Annual Prediction in Multiple Counties

This set of experiments focuses on further improving the prediction performance of yearly
average yields of soybean in multiple counties in the US Midwest using the proposed
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models. Moreover, it investigates the effect of adding surface and subsurface moisture
levels as input parameters on the prediction capabilities of the proposed models.

4.1.1 Predicting Yield with Surface Reflectance and Tempera-
ture using data from 2003 to 2015

The aim of this experiment is to explore the performance of the proposed models compared
to the literature. To achieve that, the proposed CNN-LSTM+GP model is tested to predict
yearly soybean yields in Midwestern counties, against the LSTM, CNN, LSTM+GP, and
CNN+GP literature models proposed in [112]. The CNN model proposed in [112] is made
up of two pairs of 2D convolutional layers of size 128 and 256 respectively, followed by
three 2D convolutional layers of size 512 which are fed into a fully connected layer of 2048
nodes. The models are trained on the histograms ranging from year 2003 to 2010 to predict
the average soybean yields across 5 years, 2011 to 2015; the AGM per year and AAGM
are used as evaluation metrics. The results of the experiment are presented in Table 4.1,
they indicate that the CNN-LSTM+GP outperforms the other tested models with the least
yearly AGM as well as the overall AAGM. Moreover, the models utilizing a GP outperform
their counterparts without GP.

Table 4.1: AGM and AAGM results for models tested on years 2003 to 2015

Model
AGM AAGM

2011 2012 2013 2014 2015 2011-2015

LSTM 1.51 1.90 2.59 3.51 2.94 2.49

LSTM+GP 1.60 1.85 2.13 2.27 1.93 1.96

CNN 1.27 1.21 2.88 1.14 2.02 1.70

CNN+GP 1.14 0.93 2.50 0.95 2.30 1.56

CNN-LSTM+GP 0.48 0.60 0.65 0.57 1.70 0.80

The fact that the CNN-LSTM+GP outperforms its simpler counterparts can be ac-
credited to its ability to capture spatiotemporal feature dependencies by combining the
properties of both CNN and LSTM. Furthermore, the addition of the years and coordinates
data allows the GP to extract even more features, enhancing the models’ performance.
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4.1.2 Predicting Yield with Surface Reflectance, Temperature,
and Moisture using data from 2010 to 2015

The second experiment in this set explores the effect of considering the moisture input
parameter on the prediction performance. Since the moisture dataset starts from 2010, the
dataset range considered for this experiment is set for years 2010 to 2015, with the models
being trained on years 2010 and 2011 then tested using years 2012 to 2015. The models
are trained with surface reflectance and temperature bands with and without the moisture
bands for a more controlled and fair experiment. The results of testing the models without
the moisture bands are presented in Table 4.2, which further confirm the results found in
the first experiment, Section 4.1.1.

Table 4.2: Models’ performance based on the AGM and AAGM for years 2010 to 2015
without considering the moisture parameter

Model
AGM AAGM

2012 2013 2014 2015 2012-2015

LSTM 2.64 1.39 2.03 1.59 1.91

LSTM+GP 2.63 1.39 1.90 1.24 1.79

CNN 1.50 1.65 0.97 1.69 1.45

CNN+GP 1.37 1.73 0.91 1.54 1.39

CNN-LSTM 0.69 0.93 0.73 1.04 0.85

CNN-LSTM+GP 0.64 1.06 0.74 1.03 0.87

In addition, the same models are trained and tested with the moisture bands, with
the results showcased in Table 4.3. When compared to the results without using moisture
bands in Table 4.2, it is clear that the results with the moisture bands have a much lower
AGM per year and AAGM.

The results are better summarized in Figure 4.1, which further highlights the improve-
ment provided by using the moisture bands. In addition, it shows that the CNN-LSTM
architecture consistently outperforms the other tested models, followed by CNN and fi-
nally the LSTM model. Additionally, the GP almost always leads to an improvement in
prediction, except with for the CNN-LSTM in 2015 without moisture bands.

Finally, the percentage AGM improvement between the proposed CNN-LSTM+GP
model using moisture bands and the worst performing model, which is the LSTM model
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Table 4.3: Models’ performance based on the AGM and AAGM for years 2010 to 2015
after considering the moisture parameter

Model
AGM AAGM

2012 2013 2014 2015 2012-2015

LSTM 2.32 1.57 1.50 1.93 1.83

LSTM+GP 2.40 1.38 1.37 1.34 1.62

CNN 1.42 1.33 1.27 1.24 1.32

CNN+GP 1.28 1.40 1.09 1.31 1.27

CNN-LSTM 0.75 0.83 0.63 1.00 0.80

CNN-LSTM+GP 0.35 0.51 0.37 1.02 0.56

without using moisture bands, is calculated and presented in Table 4.4. The results show
that the CNN-LSTM+GP consistently outperforms the simple LSTM model by an average
of 71%.

Table 4.4: AGM and AAGM percentage improvement compared to worst performing model

Model
AGM AAGM

2012 2013 2014 2015 2012-2015

Simple LSTM Model 0.35 0.51 0.37 1.02 0.56

CNN-LSTM+GP Model 2.64 1.39 2.03 1.59 1.91

AGM Improvement 87% 63% 82% 36% 71%

Comparing with the results obtained in [112], Table 4.5 presents the percentage RMSE
improvement from year 2012 to 2015 between the results of the proposed CNN-LSTM+GP
model with moisture and the authors’ original models, using the same input data, apart
from moisture, and predicting for the same years. It is evident that the proposed model
outperforms the literature model in each of the predicted years, with an overall average
RMSE percentage improvement of 31%.

The improvement can be attributed to the inclusion of moisture data as well as the
use of CNN-LSTM compared to the CNN, which utilizes the feature extraction abilities
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Figure 4.1: AAGM of tested models with & without moisture

of CNN along with the time-dependent information retention of LSTM. Additionally, the
proposed CNN-LSTM model performs better than the CNN described in [112] with a much
smaller number of nodes, layers and parameters, thus the proposed model seems to capture
features in a more effective manner.

Table 4.5: RMSE improvement compared to literature model

Model
RMSE Average RMSE

2012 2013 2014 2015 2012-2015

Literature model in [112] 5.68 5.83 4.89 5.67 5.52

CNN-LSTM+GP Model 3.60 3.66 3.28 4.67 3.80

RMSE Improvement 37% 37% 33% 18% 31%
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4.2 Daily Forecasting in a Single County

For this experiment, the surface reflectance, temperature, and moisture satellite images
are used to train the models to forecast strawberry yield in Santa Barbara. The previous
experiment in Section 4.1 demonstrated how the proposed CNN-LSTM model outperforms
the simpler models, thus this experiment aims to test if that conclusion holds for the more
relevant case study: forecasting daily FP yields in California. More specifically, the exper-
iment focuses on investigating the effect of extending the forecasting window further into
the future after which the models, LSTM, CNN-LSTM, and CNN-LSTM Ens, are tested
for a fixed number of days ahead, 35 days ahead. As previously mentioned in Section 3.3.2,
the GP is not used in the remaining experiments since it relies on spatiotemporal variance
in the data in terms of annual change and geographical location and the experiments in
California are fixed to a single state.

4.2.1 Exploring Daily Strawberry Yield Forecasting Windows

This experiment explores how far into the future the models can forecast, which requires
modification of the data structure. During the preprocessing of the satellite images de-
scribed in Section 3.2, the ground truth output values corresponding to each sample are
varied in the number of days ahead. For this experiment, for any given day x, the previous
x − 140 until x days are used to to forecast y days into the future, with y values of 0, 7,
14, 21, 28, and 35 days ahead. The AGM results of the tested LSTM, CNN-LSTM, and
CNN-LSTM Ens models forecasting varying days ahead are presented in Figure 4.2, which
indicates that the AGM increases the further the forecasting is in the future. This trend
is as expected since longer forecasting horizons require newer data that is closer to them
in time. Additionally, the CNN-LSTM Ensemble is consistently the best performing when
forecasting across all tested days ahead; it has the lowest AGM compared to the LSTM
and CNN-LSTM models.

Taking the furthest forecasting window of 35 days ahead, Figure 4.3 visualizes the
forecasted yield values by the LSTM, CNN-LSTM, and CNN-LSTM Ens models versus the
true yield values for years 2018 and 2019, where SIM denotes satellite images. It is visually
clear that the CNN-LSTM Ensemble is the closest to forecasting the true yield values, even
though it is not able to forecast the steep trend peaks and the sharp fluctuations. This
is most likely due to the inconsistent fluctuation of the trend peaks evident in Figure 3.5,
which means that the models would not be able to capture peaks unique to the tested
years that do not correlate to the learned trends.
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Figure 4.2: Performance based on AGM of LSTM, CNN-LSTM, and CNN-LSTM Ens
models for forecasting yield in Santa Barbara for multiple days ahead

4.2.2 Exploring the Parameters’ Significance for Price Forecast-
ing

The work in Section 4.2.1 is further built upon to forecast strawberry prices. Since the
market price depends on several factors that are not captured by remote sensing data,
the farmer price is forecasted as it mainly relies on the yield; with higher yields typically
leading to lower prices. From this, it can be deduced that the yield and price share similar
influential factors that can be used for forecasting. It should be noted that while the price
time series itself could be used to forecast prices in the future, the work focuses on the
use of remote sensing data as they are more globally available for forecasting. The same
preprocessed satellite images used in Section 4.2.1 are used in this experiment, while the
models tested are LSTM and CNN-LSTM to forecast 35 days ahead. The MAE, RMSE,
R2, and AGM scores of the tested models for the test set of 2019 and the second half of
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Figure 4.3: Forecasted LSTM, CNN-LSTM, and CNN-LSTM Ens vs. true yield values

2018 are all presented in Table 4.6. It is worth noting that the CNN-LSTM Ensemble is
omitted for price forecasting as it does not produce promising results. From the results, it
is evident that the CNN-LSTM outperforms the LSTM in price forecasting as well by an
AGM improvement of 50%.

Table 4.6: Results for forecasting prices using LSTM and CNN-LSTM

Score LSTM CNN-LSTM

MAE 0.26 0.21

RMSE 0.34 0.26

R2 0.52 0.71

AGM 0.14 0.07

The forecasted time series of the results above are visualized in Figure 4.4, with the
common window of forecasting spanning 596 days from the end of 2019 counting backwards,
which roughly translates to the second half of 2018 and all 2019. The figure shows that the
CNN-LSTM model is better at capturing the price trends compared to the LSTM, even
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when missing some fluctuations. This limitation can be due to those fluctuations relying
on factors not represented by the used soil parameters, which hinders the models ability
to learn them.

Figure 4.4: Forecasted values of price using LSTM and CNN-LSTM models versus true
price values

4.3 Daily Yield Forecasting in Multiple Counties

To investigate the effect of location on forecasting daily yield, this set of experiments further
explores applying CNN-LSTM, SAE, VAE, and voting regressor models in two additional
counties which are compared to the same benchmark model in [112]. For this experiment,
the arsenal of tested models is expanded by introducing the SAE and VAE classes of
autoencoders for forecasting strawberry yield values. In addition, the case study is extended
to cover 2 more counties in California that are prominent in strawberry production, namely
Venture and Monterey, for more generalized experimentation. It it worth noting that the
surface reflectance bands were not used for training in this experiment and onward as it
was discovered they do not improve the performance significantly while being the largest
of the bands in size; which is most likely due to redundancy with the temperature bands.
The tested models in this experiment are the CNN model proposed in [112] which is used

52



as a benchmark as well as the proposed CNN-LSTM, SAE, VAE, and CNN-LSTM-SAE
Ensemble models for forecasting 35 days ahead. CNN-LSTM and SAE were chosen to be
ensembled by the voting regressor based on their similar performance. The MAE, RMSE,
R2, and AGM scores of the deployed models are presented in Table 4.7.

Table 4.7: Yield forecasting performance of CNN, VAE, CNN-LSTM, SAE, & CNN-LSTM-
SAE Ensemble models

Santa Barbara

Score CNN in [112] CNN-LSTM SAE VAE
CNN-LSTM-SAE

Ensemble

MAE 52.28 38.30 40.56 43.09 36.83

RMSE 72.55 56.69 55.07 62.53 52.90

R2 0.67 0.80 0.81 0.76 0.83

AGM 20.40 9.48 9.01 12.82 7.80

Ventura

Score CNN in [112] CNN-LSTM SAE VAE
CNN-LSTM-SAE

Ensemble

MAE 62.21 41.91 41.61 44.45 38.61

RMSE 81.42 59.79 59.78 62.76 55.00

R2 0.53 0.75 0.75 0.72 0.79

AGM 33.65 12.85 12.81 14.92 10.01

Monterey

Score CNN in [112] CNN-LSTM SAE VAE
CNN-LSTM-SAE

Ensemble

MAE 58.79 54.00 54.47 53.91 50.98

RMSE 82.63 79.30 78.12 84.84 75.25

R2 0.86 0.87 0.88 0.86 0.89

AGM 9.67 8.39 8.10 10.00 7.16

From Table 4.7, it is evident that the CNN-LSTM-SAE Ensemble is better in forecasting
yield in all three counties compared to its individual component models as well as the
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proposed VAE model and the CNN benchmark from literature. This outcome matches
expectations as the combination of the efforts of CNN-LSTM and SAE is expected to
produce enhanced performance with reduced variance and better forecasting. CNN-LSTMs
are praised for their ability to extract spatiotemporal dependencies, while SAEs are known
for their ability to optimize their feature extraction through constrained feature space;
combining their results would minimize the effect of their limitations. In addition, the
CNN-LSTM and SAE perform on par with each other across all three counties, which
could be an indication of the constraints of feature extraction limited by the information
carried in the data. The proposed VAE model was expected to perform better, but since
it does not utilize LSTM cells then temporal dependencies are most likely not captured.
Further, the results are among across all three counties, which indicates that there are
regional similarities among them.

The improvement percentage achieved by the tested models is better visualized in
Table 4.8. It is clear from the table that the CNN-LSTM-SAE Ensemble has the greatest
performance improvement compared to the CNN model proposed in literature especially in
Ventura with the highest AGM improvement percentage compared to other tested counties.

Table 4.8: CNN-LSTM-SAE Ensemble yield forecasting AGM percentage improvement to
the state-of-the-art models across three counties

Counties

Yield forecasting improvement % based on
AGM achieved by CNN-LSTM-SAE Ensemble

CNN in [112] CNN-LSTM SAE VAE

Santa Barbara 62% 18% 13% 39%

Ventura 70% 22% 22% 33%

Monterey 26% 15% 12% 28%

The results showcased in Table 4.8 are better summarized in Figure 4.5, the largest
improvement being compared to the model proposed in [112], which is constrained by
lacking the ability to extract temporal dependencies that are crucial in forecasting time
series.
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Figure 4.5: AGM percentage improvement in yield forecasting of the CNN-LSTM-SAE
Ensemble to the CNN benchmark model, VAE, and its two component models: SAE and
CNN-LSTM

In terms of computational performance, both the CNN-LSTM and SAE models took
around 1 second per epoch and trained for 20 epochs while the VAE model took around 4
seconds per epoch and trained for 20 epochs including both the autoencoder and regression
training. In addition, the CNN model proposed in [112] took around 10 seconds per epoch
and trained for 20 epochs. The fact that the proposed models have lower computational
costs compared to the literature CNN benchmark and yet outperform it indicates that
increasing computational complexity does not always produce better results.

4.4 Daily Price Forecasting in Multiple Counties

A similar approach to the previous experiment is followed to investigate the capabilities
of the proposed models in forecasting daily strawberry prices in the three counties. The
models are compared to the literature model proposed in [112]. Section 4.3 experiment
approach is utilized to explore the expanded number of tested models in forecasting straw-
berry prices in the three aforementioned counties; Santa Barbara, Ventura, and Monterey.
It should be noted that the farmers’ price is used in this experiment since it has a higher
correlation to soil parameters compared to the market price which is influenced by external
factors such as supply, demand, and socioeconomic factors that are not captured by remote
sensing data. The tested models are the literature CNN model proposed in [112] as well as
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the proposed CNN-LSTM, SAE, VAE, and CNN-LSTM-SAE Ensemble forecasting models
for 35 days ahead. The MAE, RMSE, R2, as well as AGM scores of the deployed models
are displayed in Table 4.9.

Table 4.9: Price forecasting performance of CNN, VAE, CNN-LSTM, SAE and CNN-
LSTM-SAE Ensemble

Santa Barbara

Score CNN in [112] CNN-LSTM SAE VAE
CNN-LSTM-SAE

Ensemble

MAE 0.32 0.26 0.25 0.29 0.24

RMSE 0.43 0.32 0.32 0.37 0.30

R2 0.23 0.58 0.58 0.42 0.64

AGM 0.29 0.12 0.12 0.19 0.10

Ventura

Score CNN in [112] CNN-LSTM SAE VAE
CNN-LSTM-SAE

Ensemble

MAE 0.27 0.24 0.24 0.27 0.23

RMSE 0.39 0.35 0.33 0.37 0.33

R2 0.60 0.68 0.72 0.66 0.72

AGM 0.13 0.09 0.08 0.11 0.08

Monterey

Score CNN in [112] CNN-LSTM SAE VAE
CNN-LSTM-SAE

Ensemble

MAE 0.20 0.17 0.14 0.17 0.15

RMSE 0.27 0.24 0.23 0.27 0.23

R2 0.32 0.49 0.52 0.35 0.54

AGM 0.16 0.10 0.09 0.14 0.09

Similar to the yield forecasting, it is clear from Table 4.9 that the voting ensemble
outperforms both its individual component models, the CNN benchmark model, as well as
the VAE when forecasting price in all three counties. Moreover, it should be noted that the
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SAE performs on par with the CNN-LSTM, if not better. This could be credited to the
feature extraction obtained through dimensionality reduction using the encoder-decoder
LSTM setup.

The improvement percentage achieved by the tested models can be better visualized in
Table 4.10. From the table, it is evident that the CNN-LSTM-SAE Ensemble is, on average,
the best in price forecasting, with the SAE performing equally as good for forecasting price
in both Ventura and Monterey. This illustrates that the performance of the models is
dependent on the location’s historical soil parameters and price trends.

Table 4.10: CNN-LSTM-SAE Ensemble price forecasting AGM percentage improvement
to the state-of-the-art models across three counties

Counties

Price forecasting improvement % based on
AGM achieved by CNN-LSTM-SAE Ensemble

CNN in [112] CNN-LSTM SAE VAE

Santa Barbara 66% 17% 17% 47%

Ventura 38% 11% 0% 27%

Monterey 44% 10% 0% 36%

The results presented in Table 4.10 are visualized for clarity in Figure 4.6, with the
largest improvement being compared to the model proposed in [112] that relies mostly on
convolutional techniques for spatial feature extraction.
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Figure 4.6: AGM percentage improvement in forecasting price of the CNN-LSTM-SAE
Ensemble compared to the CNN benchmark model, VAE, and its two component models:
SAE and CNN-LSTM

4.5 Incremental Learning for Yield Forecasting

To ensure the forecasting models remain up to date as new data is collected, incremental
learning is investigated in this experiment. The experiment explores the effect of incre-
mentally feeding the models with annual data on forecasting performance in forecasting
daily strawberry yields. The experiment process followed is as described in Figure 2.5,
where the model is incrementally trained with new batches of data. This approach, yet
similar to batch learning in application, differs in the assumption that each batch is time
dependent on the previous one, hence input sequence is important as the batches are not
available at once. Moreover, it differs in its purpose which is the offline update of trained
models using new information. The CNN-LSTM Ensemble is utilized in this experiment to
forecast daily strawberry yield values, and its performance is evaluated as the model trains
on newer years. For the experiment setup, the dataset used ranges from 2011 to 2019 and
only the temperature and moisture bands are used, with last year of the dataset used for
testing while the preceding 7 years are incrementally added to evaluate the incremental
learning performance. Figure 4.7 shows the AGM scores of the CNN-LSTM Ensemble
model as it trains incrementally on years’ 2011 to 2018 data while always being tested on
2019 data. It is evident that the AGM remarkably improves over time, indicating that the
model successfully updates its learning based on new years’ data while retaining the vital
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information it learns from previous years.

Figure 4.7: AGM forecasting scores of CNN-LSTM Ens model in 2019 when trained using
the incremented yearly data of 7 years from mid 2011 to 2018

The results of the forecasted yield for 2019 of the CNN-LSTM Ensemble model as well
as its two individual CNN-LSTM components are presented in Figure 4.8. The results
reiterate that the CNN-LSTM Ensemble model outperforms its individual components in
forecasting daily yields with incremental learning as well, which supports the effectiveness
of voting regressors.
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Figure 4.8: Forecasted yield values by CNN-LSTM Ens model and its two CNN-LSTM
components compared to true yield values in 2019

4.6 Transfer Learning for Yield Forecasting

To generalize the capabilities of the models, and to reduce their training costs, TL is applied
to the models. TL can help transfer feature extraction of the models from forecasting one
FP to forecasting other similar FPs. This experiment explores the effect of using TL in
forecasting daily raspberry yields using knowledge extracted from strawberry forecasting
models. The data used for the experiment has the temperature and moisture bands and
the historical raspberry yield in Santa Barbara County. To test the effectiveness of TL,
the models tested have the CNN-LSTM architecture described in Section 3.3.3 and include
the model pretrained on strawberry yield, the pretrained model with TL applied, and a
new model trained from scratch on raspberry yield without TL. For this experiment to
be effective, the crops must be similar in nature for sufficient knowledge from one to be
effective on the other. Thus, a similarity investigation is presented in Figure 4.9, which
indicates that both crops share a common annual seasonality with the yield fluctuating at
similar cycles. The key difference is the magnitude of the yield; with strawberry yield being
higher than raspberry yield, however this difference in scale would not hinder the TL. In
addition, since the experimentation county for both tested FPs is the same, Santa Barbara,
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then the temperature and moisture data is identical, adding to the potential effectiveness
of using TL.

Figure 4.9: Comparison between strawberry and raspberry yields from 2011 to 2019

Table 4.11 presents the computational time, MAE, RMSE, R2, and AGM of the three
tested models. The first model is pretrained on strawberry yield data without any mod-
ification, the second model takes the weights of the convolution layers of the pretrained
model and fine-tunes the remaining LSTM and fully connected layers using raspberry data,
and the third model is trained on raspberry yield with randomly initialized weights. The
found results show that the unmodified pretrained CNN-LSTM is incapable of forecasting
raspberry yield using only knowledge of strawberry yield. Moreover, the TL CNN-LSTM
is the best performing model compared to the other two, with an AGM score lower by
almost 28% and a shorter computational time by 49% compared to the raspberry CNN-
LSTM. The reduction in computational time is due to the reduced number of parameters
that need to be learned compared to the full trained raspberry CNN-LSTM. Moreover, the
results indicate that the spatial feature extraction learned from strawberry yield provides
improved forecasting performance even when compared to learning purely using raspberry
data.
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Table 4.11: Evaluation metrics scores of CNN-LSTM using TL compared to non-TL ap-
proaches

Score
Pretrained TL Raspberry

CNN-LSTM CNN-LSTM CNN-LSTM

Time (sec) 0 36 71

MAE 98.22 21.26 23.50

RMSE 146.20 28.74 32.06

R2 -3.88 0.812 0.766

AGM 595.99 4.71 6.51

The actual forecasted yield values for all three tested models are depicted in Figure
4.10 which indicate that the pretrained model forecasted values in subfigure (a) follow a
trend much different than raspberry yields, a trend closer to strawberry yields. This is
expected since it is trained solely using strawberry yields. Subfigure (b) presents the TL
model’s forecasted yields while subfigure (c) shows the model trained on raspberry yields
without TL. Both models are able to follow the raspberry data trend with slight variation.
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Figure 4.10: The true raspberry yield values versus the yields forecasted by (a) model
pretrained on strawberry yield, (b) TL model, and (c) model trained on raspberry yield
without TL

4.7 Chapter Summary

This chapter provides details of the conducted experiments, along with their results and
results entail.

The first set of experiments described in this chapter focuses on the USA Midwest, it
further explores the use of deep learning models in predicting annual soybean yields and
compares the performance of the proposed models with literature. Moreover, the effect
of adding moisture bands is investigated with the deployed models. It is found that the
proposed CNN-LSTM outperforms the literature model by an average RMSE percentage

63



improvement of 31% and the addition of the satellite images of surface and subsurface
moisture levels improves the prediction performance.

The second experiment investigates the generalizability of the approach by applying it
to Santa Barbara, California to forecast daily strawberry yield and price. The experiment
explored the effect of varying the forecasting window on the models’ performance and it was
found that the deployed models consistently lose forecasting effectiveness the further they
forecast in the future. In addition, the CNN-LSTM Ensemble is found to outperform each
of its components as well as the LSTM. The experiments also investigate the performance
of the models in price forecasting, and concluded that the CNN-LSTM outperforms the
LSTM.

The third set of experiments investigates the approach with new proposed models and
across different counties. The added models were SAE and VAE along with a voting
regressor, while the new counties explored were Ventura and Monterey. The results indicate
that the CNN-LSTM-SAE Ensemble outperforms the other deployed models, including the
literature model by up to 70% AGM improvement for yield forecasting and 66% for price
forecasting.

The fourth experiment is exploring the use of incremental learning with CNN-LSTM
Ensemble for yield forecasting to update it upon arrival of new data. The results show that
over time, the forecasting AGM consistently drops as new data is introduced, indicating
that the CNN-LSTM Ensemble does not lose forecasting performance when incrementally
training on new data. The last experiment explores the application of TL to generalize the
approach. Raspberry yields are forecasted using a model pretrained on strawberry yield,
a pretrained model with TL applied, and a new model trained on raspberry yield without
TL. The results show that the use of TL provides the best performance with a reduction
in computation time.
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Chapter 5

Web Application

The previous chapter presented the conducted experiments including their results and
analysis. This chapter showcases the design and implementation of the web application
that combines the experiments to create an interface and application for forecasting yield
and price in a given county for a given FP type requested by the user.

5.1 Design and Implementation

The design of the application is divided into three distinct operation cases as presented
in Figure 5.1. The first case utilizes pretrained models directly for forecasting, while the
second and third cases modify those models through TL to be applicable for similar FPs.
For all cases, the common required inputs are the forecast date range, output type whether
it is yield or price, forecast horizon which can be 1 day, 1 week, 2 weeks, 3 weeks, 4 weeks,
or 5 weeks ahead, county, and FP type. It should be noted that each horizon corresponds
to a pretrained model trained on that horizon. The options exist to give the user flexibility
in how far they choose to forecast at the cost of reduced accuracy. In addition, the county
variable determines the satellite images input data, while the FP type variable determines
the output data. Moreover, the output would be presented as a single value if the requested
forecast is for a single day and a graph is provided if the requested forecast is for a range
of days.

The first case is when the user requires forecasting for a FP type in a county for which
pretrained models are stored in the system, so only the aforementioned common inputs
are required. The second case is when the user requests forecasting for a new FP type,
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that does not have a stored pretrained model, in one of the previously studied counties
with satellite data predownloaded and stored. In this case, the user is requested to input
an additional file containing the output data for yield or price which will be used for TL.
The third case is used when the user requests forecasts for a FP type in a new county
where pretrained models are unavailable but the FP yield or price, output, as well as the
county soil conditions, input, are similar to other FPs and counties for which pretrained
models are available. In this case, TL can be applied as well and the user is requested
to provide the FP yield and price output data for TL as well as the FIPS code of the
specified county which is needed to download the satellite images. It is key to note that
this approach only applies forecasting for input and output data that are deemed similar,
which is determined by applying the similarity check proposed in [38]. If the similarity
check proves the two FPs to be dissimilar, based on input and output, the application
does not proceed with forecasting; building a separate model trained entirely on the newly
provided data is suggested.

Figure 5.1: Web application design flowchart

The web application is implemented using Python language and Flask library [28] for
back-end programming and HyperText Markup Language (HTML) for front-end program-
ming of the interface.

5.2 Testing

After the application is designed and implemented, several test cases are applied to cover
and present most of the application’s functionality. For all cases, the current day is assumed
to be 1st January 2021 and forecasting ahead of that.
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Test Case 1: Forecasting price with available county & FP

For the first test case, the scenario tested for price forecasting as shown in Figure 5.2.
The county chosen is Santa Barbara and the requested forecast is for strawberry yields.
Moreover, the requested output forecast is set to a single day with the horizon set to use
a 1 day ahead forecasting model.

Figure 5.2: Application screenshot showing the user input for test case 1

The resulting forecasted price is given to the user as depicted in the output screenshot
in Figure 5.2 is shown in Figure 5.3 as a single forecasted value output.

Figure 5.3: Screenshot showing the application output for test case 1

Test Case 2: Forecasting yield with available county & FP

A test case scenario for yield forecasting is also implemented with the input parameters
shown in Figure 5.4. In this case, the user requests a forecast for 1 week ahead of the
assumed current day using the 1 week ahead horizon model.
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Figure 5.4: Application screenshot showing the user input for test case 2

The output of the application is presented in Figure 5.5 in graph format.

Figure 5.5: Screenshot showing the application output for test case 2
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Test Case 3: Forecasting one day yield with available county & similar FP

For testing the second operation case, Case 2 in Figure 5.1, the requested forecast is
for Santa Barbara County which has available data stored, but the FP type is of raspberry
which does not have a stored pretrained model. Since the data of raspberry and strawberry
FPs is verified to be similar, the application applies TL using the raspberry data uploaded
by the user and the pretrained strawberry model. The parameters set for the scenario as
well as the uploaded raspberry yield file are presented in Figure 5.6.

Figure 5.6: Application screenshot showing the user input for test case 3

Figure 5.7 illustrates the output forecast based on the input parameters shown in Figure
5.6.

Figure 5.7: Screenshot showing the application output for test case 3

Test Case 4: Forecasting range of yields with available county & similar FP

A similar test scenario is applied for forecasting a range of days specified in Figure 5.8
along with other input parameters.
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Figure 5.8: Application screenshot showing the user input for test case 4

Figure 5.9 presents the requested forecasts in a graph format based on the input pa-
rameters shown in Figure 5.8.

Figure 5.9: Screenshot showing the application output for test case 4
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Test Case 5: Forecasting price for similar FP in similar county

The last operation case is tested by requesting forecasts for strawberries in Ventura
county that has neither its satellite images nor pretrained models available in storage.
Thus, the user is required to upload the FP output data file as well as the FIPS code of
the requested county which is ‘06111’ for Ventura. The parameters chosen for this scenario
and the uploaded Ventura data file are shown in Figure 5.10.

Figure 5.10: Application screenshot showing the user input for test case 5

The output of the input parameters in Figure 5.10 is depicted in Figure 5.11 graph.
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Figure 5.11: Screenshot showing the application output for test case 5

Test Case 6: Forecasting yield for similar FP in similar county

Another test scenario is also implemented for yield forecasting with the input param-
eters displayed in Figure 5.12. The user requests forecasting for 5 weeks ahead of the
assumed current day using the 5 weeks ahead horizon model.
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Figure 5.12: Application screenshot showing the user input for test case 6

Figure 5.13 illustrates the output forecasts in graph format based on the input param-
eters chosen in Figure 5.12.

Figure 5.13: Screenshot showing the application output for test case 6
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5.3 Chapter Summary

This chapter presents and describes the web application designed and implemented for
forecasting FP yield and price. Test cases are applied to each of the three proposed
functionalities and the results indicate the web application operates as expected.
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Chapter 6

Conclusions and Future Work

The main objective of this thesis is to explore and address the challenges faced in FP
yield and price forecasting using satellite images. The work investigates the limitations
in literature such as limited generalizability and more frequent forecasting, and proposes
solutions. The proposed solution includes several novel forecasting model architectures
and ensemble techniques for FP yields and prices. The efficacy of the proposed models is
explored in various experimental setups using simple and comprehensive evaluation metrics.
Moreover, dimensionality reduction techniques are adapted by literature when processing
satellite images.

The work presents several conducted experiments and their results. The first experi-
ment compares the proposed models to literature to gauge their effectiveness. It applies
the models to the same Midwestern counties applied in literature to predict annual soybean
yield and investigates the effect of moisture data on prediction performance. It is observed
that the proposed CNN-LSTM outperforms the model in literature by an average RMSE
percentage improvement of 31%. In addition, adding satellite images of surface and subsur-
face moisture levels improves the prediction. The second experiment takes the framework
of the approach and applies it to forecasting strawberry yield and price in Santa Barbara,
California. Specifically, this experiment investigates the effect of varying the forecasting
window on the forecasting performance and concludes a consistent decrease in accuracy as
the window shifts further into the future. In terms of models’ comparison, the CNN-LSTM
Ensemble is found to outperform the other deployed models in yield forecasting, while the
CNN-LSTM outperforms the LSTM in forecasting price. Afterwards, the third experiment
expands the scope of the work by including autoencoders and additional counties in Califor-
nia. The results show that the CNN-LSTM-SAE Ensemble is the best at forecasting yield
and price compared to other deployed models, including the model described in literature
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by up to 70% for yield and 66% for price. Furthermore, the work explores an incremental
learning approach to examine the adaptability of the deployed model to updates upon the
arrival of new data. The results indicate that the deployed CNN-LSTM Ensemble fore-
casting performance does not degrade due to vanishing gradient as it trains incrementally
on new data. Moreover, the thesis investigates the application of TL to help generalize
the pretrained models to forecast similar FPs yields and prices. The experimental results
conclude that using TL provides the best performance with nearly 28% improvement in
AGM along with 49% reduction in computation time compared to a non-TL approach.

Finally, a forecasting web application for FP yields and prices is designed and imple-
mented with a friendly user interface. The application utilizes models and approaches
obtained from the experiments to increase its scope.

Along with the noted achievements of this work, some limitations should be acknowl-
edged and tackled as future work. For the experiments that involve comparison with
literature, a wider variety of existing models and approaches could be compared to the
proposed models to authenticate their performance and novelty. On top of that, addi-
tional evaluation metrics could be used for cross-dataset comparison to better study model
performance applied to different datasets; namely the Mean Absolute Scaled Error (MASE)
as suggested by [37, 23]. Moreover, the availability of FP data is a major limiting factor
in determining the scope of the experiments, thus expanding the scope of the datasets as
well as the models would help verify and improve the obtained results. Finally, investigat-
ing the performance on new FPs and counties is vital to further gauge and enhance the
capabilities of the models and application.
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