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A B S T R A C T

Air–sea gas fluxes are commonly estimated using wind-based parametrizations of the gas transfer velocity.
However, neglecting gas exchange forcing mechanisms – other than wind speed – may lead to large
uncertainties in the flux estimates and the carbon budgets, in particular, in heterogeneous environments such
as marginal seas and coastal areas. In this study we investigated the impact of including relevant processes to
the air–sea CO2 flux parametrization for the Baltic Sea. We used six parametrizations of the gas transfer velocity
to evaluate the effect of precipitation, water-side convection, and surfactants on the net CO2 flux at regional
and sub-regional scale. The differences both in the mean CO2 fluxes and the integrated net fluxes were small
between the different cases. However, the implications on the seasonal variability were shown to be significant.
The inter-annual and spatial variability were also found to be associated with the forcing mechanisms evaluated
in the study. In addition to wind, water-side convection was the most relevant parameter controlling the air–sea
gas exchange at seasonal and inter-annual scales. The effect of precipitation and surfactants seemed negligible
in terms of the inter-annual variability. The effect of water-side convection and surfactants resulted in a
reduction of the downward fluxes, while precipitation was the only parameter that resulted in an enhancement
of the net uptake in the Baltic Sea.
1. Introduction

The exchange of CO2 between the ocean and the atmosphere is
an essential part of the global carbon cycle. During the last decades,
great efforts have been made to understand and quantify the air–sea
CO2 exchange as it may represent an improvement to our knowledge
about current and future climate. The global ocean is, on average, a
net sink of anthropogenic CO2 (Le Quéré et al., 2017; Friedlingstein
et al., 2019; Woolf et al., 2019). However, accounting for the temporal
and spatial variability of the air–sea gas exchange remains to be a chal-
lenge (Shutler et al., 2019). This is particularly true for heterogeneous
environments such as coastal and marginal seas (Borges et al., 2005;
Legge et al., 2020).

Marginal seas are highly active and dynamical regions in biogeo-
chemical terms. These regions represent around 7% of the total ocean
surface and less than 0.5% of the ocean volume (Gattuso et al., 1998;
Chen et al., 2003). Nevertheless, their contribution per surface area to
the global carbon system is disproportionately large when compared to
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the open ocean (Cai et al., 2006; Lee et al., 2011; Laruelle et al., 2010).
The high heterogeneity and complexity of the coastal regions, as well
as the limited data availability, makes it difficult to constrain regional
carbon budgets. In order to address such limitations, studies focusing
on the comprehension of local and regional processes modulating the
air–sea gas exchange are necessary. From a global perspective, marginal
seas at temperate (30◦−60◦) and high (60◦−90◦) latitudes are described
as net sinks of atmospheric carbon (Borges et al., 2005; Laruelle et al.,
2010; Roobaert et al., 2019).

The Baltic Sea is a marginal sea in Northern Europe and stretches
from 54◦N to 66◦N. For several decades, the Baltic Sea has been the
subject of successful and interdisciplinary research (e.g., Meier et al.,
2014). It is considered as one of the most extensively studied marginal
seas in the world (Thomas et al., 2010). The spatio-temporal variability
of carbon system elements in the Baltic Sea has been addressed in
several studies (e.g., Thomas and Schneider, 1999; Rutgersson et al.,
2008; Omstedt et al., 2009; Rutgersson et al., 2009; Wesslander et al.,
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2010; Schneider and Müller, 2018). In the central Baltic Sea, the largest
region of the Baltic Sea, a strong spring bloom usually around the
beginning of April leads to nitrate depletion already in May, accom-
panied by a strong drop in the CO2 partial pressure (pCO2) from
values close to equilibrium with the atmosphere to well below 200
𝜇atm. This is followed by a phase of relatively stable pCO2, with
pper water production mainly fuelled by organic matter mineraliza-
ion. Later in summer, periods of enhanced solar radiation under calm
onditions trigger a second bloom period dominated by nitrogen-fixing
yanobacteria (Schneider and Müller, 2018). In particular, the latter
an strongly vary in intensity between different years (Schneider et al.,
014), so that the lowest annual pCO2 values can be observed either at
he end of the spring or late summer bloom. Mixed layer deepening
nd mixing with deeper water masses enriched in inorganic carbon
y mineralization lead to high pCO2 values of up to 600 𝜇atm in
all, slowly decaying over winter due to air–sea exchange, reaching
ear atmospheric equilibrium conditions again before the onset of
he next production period. Even though the seasonal variability of
ceanic pCO2 in the region is – to great extent – well understood, large
ncertainties are still associated to the air–sea CO2 flux estimates.

Several approaches have been used to quantify air–sea CO2 fluxes
in the Baltic Sea, yet no consensus has been reached from these results.
Following a mass balance approach, Thomas et al. (2010) concluded
that the Baltic Sea is a net sink of CO2 at a rate of −2.28 TgC yr−1,
while Kuliński and Pempkowiak (2011) estimated a total net CO2
emission of 1.05 TgC yr−1 to the atmosphere. Results from a fully
coupled physical-biogeochemical model (Omstedt et al., 2009) showed
that before the industrialization era the Baltic Sea was a net source of
CO2 to the atmosphere, while present-day Baltic Sea has become both
a sink and a source of CO2 due to an increased seasonal variability
of the CO2 partial pressure in seawater. Using the model of Omstedt
et al. (2009), Norman et al. (2013b) found the Baltic Sea to be a net
sink of −0.20 mol m−2 yr−1 – on average – using data from 1960 to
2009. In contrast, Parard et al. (2017) presented climatological maps
of air–sea CO2 fluxes over the Baltic Sea using estimates of pCO2 in
seawater derived from satellite images. Their results suggest that the
Baltic Sea is a small net source of CO2 (1.2 mmol m−2 d−1), with
stronger contributions from the Southern and Central Basins compared
to the northern regions.

The exchange of CO2 across the air–sea interface is controlled by the
difference between the oceanic and atmospheric concentration of CO2
(𝛥𝐶), and by the efficiency of the transfer processes often expressed
in terms of the gas transfer velocity (𝑘). Wind-based parametrizations
of the gas transfer velocity which are commonly used for open ocean
conditions (e.g. Wanninkhof and McGillis, 1999; Weiss et al., 2007;
Wanninkhof, 2014) are not always adequate for coastal environments.
In the Baltic Sea, concentrations of CO2 in the seawater (𝐶𝑤) present
a large spatial and seasonal variability caused by physical forcings
and biogeochemical processes at local and regional scales (Wesslander
et al., 2010; Parard et al., 2014). These physical and biochemical
mechanisms also play a key role on modulating the efficiency of the gas
transfer across the interface. Therefore, resolving the variability of the
sea surface CO2 concentration, and including the relevant mechanisms
in the gas transfer velocity parametrizations is essential to accurately
describe the air–sea fluxes and their contribution to the regional carbon
budgets.

Water-side convection has been shown to be an important factor
affecting the diurnal and seasonal cycles of the air–sea CO2 fluxes
in the Baltic Sea due to enhanced turbulence at the sea surface and
increased vertical transport caused by the thermal convection (Rutgers-
son and Smedman, 2010; Norman et al., 2013b). Biologically-derived
surfactants can cause a reduction on air–sea CO2 gas exchange through
turbulence suppression at the sea surface. The effect of surfactants
has been shown to be relevant both in coastal regions (Pereira et al.,
2016) and open ocean (Pereira et al., 2018). Meanwhile, precipitation
2

is recognized to increase the carbon sink both at regional and global
scales by altering the physical and chemical characteristics of the ocean
surface (Ashton et al., 2016). In the Baltic Sea, other processes not
addressed in this study, such as upwelling events (Norman et al.,
2013a), sea state, and ice coverage (Löffler et al., 2012) might be
relevant and not often accounted for in the current flux estimates.

In this study we investigated the impact of including relevant pa-
rameters such as wind, precipitation, water-side convection and sur-
factants on the gas transfer velocity parametrization for air–sea CO2
flux (𝐹𝐶𝑂2) calculations in the Baltic Sea. Using a sensitivity analysis
of the gas transfer velocity and the corresponding air–sea CO2 fluxes,
we aim to highlight the importance of different forcing mechanisms on
the regional budgets and to address the temporal and spatial variability
of the fluxes in the Baltic Sea. To perform this sensitivity analysis, we
used the FluxEngine software (Shutler et al., 2016; Holding et al., 2019)
as a tool to calculate the air–sea CO2 fluxes and net integrated CO2
fluxes at a sub-regional and regional scales. We are aware of the large
uncertainties associated to the fluxes, and therefore, we do not intend
to present accurate estimations of the air–sea CO2 fluxes in the Baltic
Sea, but rather investigate the net impact of the forcing mechanisms.
The study is applicable and relevant for other coastal areas and inland
seas.

2. Theory

2.1. Air–sea gas exchange

The air–sea gas exchange of slightly soluble gases – such as CO2
– can be defined as a function of the gas transfer velocity and the
concentration difference between the top and the bottom of the aque-
ous mass boundary layer—the layer occupying the upper 10-200 μm
of the ocean where molecular diffusion controls the vertical transport.
Assuming that the concentration in the water surface is in chemical
equilibrium with the bulk air above it, it is possible to express the flux
as,

𝐹 = 𝑘(𝐶𝑤 − 𝛼𝐶𝑎), (1)

where 𝐹 (g m−2 s−1) is the flux across the interface; by convention, the
flux is positive (upward flux) when the transport occurs from the ocean
to the atmosphere. Negative values of the flux (downward flux) refer
to transport from the atmosphere to the ocean. The transfer velocity,
𝑘 (m s−1), represents the efficiency of the transport associated to the
turbulent processes near the surface. The concentration difference is
given by the concentrations of the gas in the seawater (𝐶𝑤, g m−3) and
in the air (𝐶𝑎, g m−3), and 𝛼 is the dimensionless Ostwald solubility
coefficient.

Different expressions of the bulk model exist for air–sea gas flux
calculations as a function of the gas concentration (i.e. Eq. (1)), partial
pressure, or fugacity. The rapid model approach (see Woolf et al., 2016)
is a representation of the bulk model that takes into account vertical
temperature gradients in the oceanic boundary layer, and is expressed
as,

𝐹 = 𝑘(𝛼𝑤𝑓𝑤 − 𝛼𝑠𝑓𝑎), (2)

where the concentration of CO2 is given by the product of the CO2 sol-
ubility (𝛼, g m−3 𝜇atm−1) and its fugacity (𝑓 , 𝜇atm−1). The subscripts
indicate the values in the bulk seawater (𝑤), in the air (𝑎), and in the
air–sea interface (𝑠).

The use of bulk methods for flux calculations (i.e. Eqs. (1) and (2))
entail large uncertainties to the estimates at regional and global scales.
The main sources of the uncertainties are usually associated with the
sparseness of data and with the intrinsic uncertainties of the gas transfer
velocity parametrizations (Woolf et al., 2019). In order to constrain
the flux estimates, data accounting for the variability of physical,
biological, and chemical processes that control the distribution of CO2,
as well as improved understanding of the mechanisms involved in

air–sea gas exchange are necessary.
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2.2. Gas transfer velocity

The gas transfer velocity represents the efficiency of the transfer
processes across the air–sea interface. The efficiency of the exchange
is inversely proportional to the total resistance exerted at the interface.
For slightly soluble gases (like CO2), the resistance to the flux occurs
almost entirely in the water phase. Therefore, turbulent processes in
the oceanic boundary layer are of particular relevance for the air–sea
CO2 exchange. A general expression of the transfer velocity, 𝑘, can be
written as,

𝑘 = 𝑎𝑆𝑐−𝑛𝑓 (𝑄,𝐿, 𝜈), (3)

where 𝑎 is a proportionality constant often derived empirically and
𝑓 (𝑄,𝐿, 𝜈) is a function that describes the characteristics of the aqueous
boundary layer in terms of a velocity scale (𝑄), a length scale (𝐿)
and the kinematic viscosity of the water (𝜈). The Schmidt number
(𝑆𝑐 = 𝜈∕𝐷) is the ratio between the kinematic viscosity of the water and
the diffusion coefficient, and 𝑛 is the Schmidt number exponent (e.g.
Esters et al., 2017). The Schmidt number is characteristic of each
individual gas, therefore, it is useful when comparing transfer velocities
of different gases; additionally, 𝑆𝑐 is temperature – and to a lesser
extent – salinity-dependent, thus, essential when comparing 𝑘 values
under different conditions. A common practice is to use normalized
values of the gas transfer velocity (𝑘660) such that,

𝑘660 = 𝑘(660∕𝑆𝑐)−1∕2, (4)

where 𝑆𝑐 = 660 corresponds to the Schmidt number of CO2 at 20◦C
for seawater (S = 35h), and 𝑆𝑐 represents the value at the in-situ
temperature and salinity conditions of any given gas.

Wind is the largest source of kinetic energy to the upper ocean.
It can be associated – directly or indirectly – with most of the tur-
bulent processes that control the air–sea gas exchange. Additionally,
wind speed is a widely available parameter and most transfer velocity
parametrizations are, therefore, expressed as a function of the wind
speed (e.g. Wanninkhof and McGillis, 1999; Nightingale et al., 2000;
Weiss et al., 2007; Wanninkhof, 2014). Some of these wind-based
parametrizations have shown consistent estimates of air–sea fluxes
at global scales, for example, those fitted to be in agreement with
the transfer velocities determined from the global oceanic uptake of
14C (e.g. Wanninkhof, 2014). However, using such parametrizations
for flux calculations at regional scales might lead to large uncertain-
ties (Woolf et al., 2019). Hence, other physical processes should be
taken into consideration when calculating the air–sea gas exchange. Sea
state, bubbles, surfactants, ice, and water-side convection are processes
that might be relevant at regional scales in coastal environments. The
relevance of these processes as forcing mechanisms can only be assessed
based on local and regional studies.

3. Methodology

3.1. Study area

The Baltic Sea is a brackish semi-enclosed basin connected solely
to the North Sea through the Danish Straits. The carbon system in the
Baltic Sea is highly dynamical as most of its key elements present strong
seasonal and latitudinal variability. In addition to the complex biogeo-
chemical system, physical features play a key role on the distribution
of nutrients and carbon in the region. Vertical and horizontal salinity
gradients are caused by the limited water exchange with the open
ocean in the Southwest and the large freshwater inflow in the Northern
regions where river runoff (15,000 m3 s−1, Bergström and Carlsson
(1994)) represents an important source of nutrients and carbon. Light
availability and stratification have a constraining effect on biological
processes.

The heterogeneity of the biogeochemical, hydrographical, and phys-
ical characteristics along the Baltic Sea makes it difficult to assess
3

Fig. 1. Map of the Baltic Sea. In (a) the colours indicate the defined sub-regions of
the Baltic Sea used in this study: Gulf of Bothnia (GB) in blue, Gulf of Finland (GF)
in orange, Central Basin (CB) in pink, and Southern Basin (SB) in green. In (b) areas
with depths smaller than 20 m are shown in light blue (coastal regions) and the rest
in dark blue (open sea regions).

the air–sea interaction processes in the region as a whole. Parard
et al. (2016) suggested to divide the Baltic Sea into four sub-regions
(Fig. 1a) according to bathymetric and geographical features: The Gulf
of Bothnia (GB) in the northern-most region; Gulf of Finland (GF) to
the East; Central Basin (CB); and Southern Basin (SB). Additionally, we
defined the coastal regions as the areas with depths smaller than 20
m (Schernewski and Wielgat, 2004), the rest was considered as open
sea (Fig. 1b).

3.2. Input data

We used three years of data (2009–2011) from different sources
for the air–sea CO2 exchange and budget calculations. The period was
chosen based on data availability, particularly, simultaneous surface
pCO2 data and high resolution wind speed over the entire Baltic Sea.
An overview of each dataset is presented in this section.

Monthly atmospheric dry mole fractions of CO2 (𝑥𝑎, ppm) were
calculated according to Rutgersson et al. (2009) using a simplified
expression that considers the global trend, the natural seasonal cycle,
and the anthropogenic contributions of CO2,

𝑥𝑎 = 𝑥𝑡𝑟𝑒𝑛𝑑 + 𝑥𝑎𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑔𝑒𝑛𝑖𝑐 + 𝑥𝑛𝑎𝑡𝑢𝑟𝑎𝑙 . (5)

The global trend represents the background concentration derived from
measurements in the North Sea during 1993–2005,

𝑥𝑡𝑟𝑒𝑛𝑑 = 1.824𝑎 + 0.005𝑡 − 3278.2, (6)

where 𝑎 is time in years and 𝑡 is the day number. The latitudinal
distribution of the atmospheric CO2 was accounted for within the
𝑥𝑎𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑔𝑒𝑛𝑖𝑐 and 𝑥𝑛𝑎𝑡𝑢𝑟𝑎𝑙 terms as suggested by Norman et al. (2013b),

𝑥𝑎𝑛𝑡ℎ𝑟𝑜𝑝𝑜𝑔𝑒𝑛𝑖𝑐 = −0.79𝑙 + 53, (7)

with 𝑙 representing the latitude and,

𝑥𝑛𝑎𝑡𝑢𝑟𝑎𝑙 = 𝐴𝑎𝑠𝑖𝑛(2𝜋∕365.25(𝑡 − 𝜃𝑎)) + 𝐴𝑠𝑠𝑖𝑛(4𝜋∕365.25(𝑡 − 𝜃𝑠)), (8)

where 𝐴𝑎 = 0.096𝑙+1.5 and 𝐴𝑠 = −0.033𝑙+1.5 are the annual and semi-
annual harmonics, respectively, and 𝜃𝑎 = 1.6𝑙+1600 and 𝜃𝑠 = −0.8𝑙+48
correspond to the phases.

We used existing maps of pCO2 (in 𝜇atm) in the seawater derived
from remote sensing data as described in Parard et al. (2016, 2017).
Sub-skin sea surface temperatures (SST) associated to the pCO2 values
were also obtained from Parard et al. (2016, 2017). The maps were
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generated using self-organizing map classifications along with class-
specific linear regressions (SOMLO methodology) to estimate monthly
values of pCO2 for the Baltic Sea. A detailed description of the SOMLO
methodology can be found in Sasse et al. (2013) and Parard et al.
(2015).

Reanalysis wind speed (𝑈10, m s−1) data from the New European
Wind Atlas (NEWA) was used. NEWA is a free, web-based application
developed, owned and operated by the NEWA consortium (https://
map.neweuropeanwindatlas.eu/); they use data from ECMWF Reanaly-
sis 5th Generation (ERA5) for the wind forcing (Hersbach et al., 2020),
and OSTIA (The Operational Sea Surface Temperature and Sea Ice
Analysis) products for sea surface temperature and ice (Donlon et al.,
2012). The wind data had a 30-min temporal resolution and 3 x 3 km
spatial resolution. The second and third moments of the wind speed
were calculated using the original 30-min data. The wind speed and
its statistical moments were averaged to monthly values and used for
transfer velocity calculations. Skin temperature, 𝑇𝑠𝑘𝑖𝑛 (in K), was also
etrieved from NEWA with a 30-min temporal resolution and 3 x 3
m spatial grid. The foundation temperature, 𝑇𝑓𝑛𝑑 (i.e. sub-surface
emperature), required in the rapid model approach (see Section 2.1),
as derived from 𝑇𝑓𝑛𝑑 = 𝑇𝑠𝑘𝑖𝑛 + 𝛥𝑇 considering a cool skin difference
f 𝛥𝑇 = 0.17 K (Donlon et al., 2002).

We used monthly atmospheric pressure at the sea surface (𝑃 , mbar)
rom NCEP Reanalysis, and precipitation rates (𝑅𝑛, mm d−1) from
MAP precipitation data, both datasets provided by the
OAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their website at
ttps://www.esrl.noaa.gov/psd/ (Xie and Arkin, 1997). Monthly data
f sea surface salinity (in PSU), mixed layer depth (in m), and fraction
f sea ice coverage were taken from the Baltic Sea physical reanal-
sis product provided by CMEMS (Copernicus Marine Environment
onitoring System) (Von Schuckmann et al., 2016) available from

heir website at http://marine.copernicus.eu/services-portfolio/access-
o-products/. Daily data of salinity and mixed layer depth from the
ame source was used for the buoyancy flux and convective velocity
cale (𝑤) calculations (see Section 3.3).

Datasets were averaged from its original temporal resolution to
onthly values. The spatial grid was defined to cover the area between
2◦ −66◦N and 10◦ −32◦E with a spatial resolution of 1/24◦ in latitude
nd longitude (equivalent to a 4 x 4 km grid at the equator). Variables
ere interpolated – when necessary – using a bilinear interpolation
ethod to match the specified spatial grid.

.3. Air–sea flux calculations

FluxEngine is an open source software for air–sea gas flux calcula-
ions available via http://github.com/oceanflux-ghg/FluxEngine. Flux-
ngine was developed with the aim of providing a standardized toolbox
or robust flux calculation that allows the incorporation of a variety
f data sources (i.e. Earth observation, model, and in situ data). The
oolbox also provides flexibility in terms of available methodologies
nd transfer velocity parametrizations. A detailed description of the
luxEngine toolbox can be found in Shutler et al. (2016) and Holding
t al. (2019).

In this study, we used the FluxEngine toolbox to calculate air–sea
O2 fluxes for six different scenarios using the rapid model approach
Eq. (2)). Concentrations of CO2 (g m−3) in the atmosphere and in
eawater were calculated from the input data (i.e. from atmospheric
O2 dry mole fractions and pCO2 in seawater, respectively). We used
he same input fields (Section 3.2) for each of the six different scenarios,
ut different parametrizations of the gas transfer velocity were used in
ach case. A summary of the gas transfer velocity equations is shown in
able 1. A detailed description of each parametrization follows in the
ext (for the corresponding references see Table 1).

The base-case scenario considers the wind-based parametrization of
he transfer velocity suggested by Nightingale et al. (2000) (hereafter
4

able 1
ummary of the gas transfer velocity parametrizations used in this study.
Name Equations References

N00a 𝑘𝑢 (Eq. (9)) Nightingale et al.
(2000)

(a) N00+conv 𝑘 = 𝑘𝑢 + 𝑘𝑐 ;
𝑘𝑐 = 3022𝑤 − 20

Rutgersson and
Smedman (2010)

(b) N00+rain 𝑘 = 𝑘𝑢 + (1 − 𝑒𝑥𝑝−𝛼𝛽 )𝑘𝑟;
𝑘𝑟 = 63.02𝐾𝐸𝐹 0.6242

𝑟

Harrison et al. (2012),
Ashton et al. (2016)

(c) N00+surf 𝑘 = 𝑘𝑢𝑅;
𝑅 = 1 − (0.0046𝑇𝑠𝑘𝑖𝑛)2.5673

Pereira et al. (2018)

(d) N00+all 𝑘 = (𝑘𝑢 + 𝑘𝑐 + 𝑘𝑟)𝑅 –

(e) RS10 𝑘 = 𝑘′𝑢 + 𝑘𝑐 ;
𝑘′𝑢 = 0.24𝑈 2

10;
𝑘𝑐 = 3022𝑤 − 20

Rutgersson and
Smedman (2010),
Norman et al. (2013a)

aBase-case scenario.

referred to as N00) obtained from dual tracer measurements in the
North Sea,

𝑘𝑢 = (0.222𝑈2
10 + 0.333𝑈10)

√

600∕𝑆𝑐, (9)

In addition to the base-case scenario, we used four different
parametrizations that include additive terms to the N00 gas transfer
velocity. The additive terms were: (a) water-side convection, in such
way that 𝑘 = 𝑘𝑢+𝑘𝑐 , where 𝑘𝑐 = 3022𝑤−20 is the transfer velocity term
associated to ocean convection, and 𝑤 = (𝐵𝑧𝑚𝑙)1∕3 is the convective
velocity scale where 𝐵 is the buoyancy flux defined according to Jeffery
et al. (2007) and 𝑧𝑚𝑙 is the mixed-layer depth; (b) a non-linear term
accounting for the effect of precipitation in such way that 𝑘 = 𝑘𝑢 + (1−
𝑒𝑥𝑝−𝛼𝛽 )𝑘𝑟, with 𝛼 = 0.3677, 𝛽 = 𝐾𝐸𝐹𝑟∕𝐾𝐸𝐹𝑤 where 𝐾𝐸𝐹𝑟 = 0.0112𝑅𝑛
and 𝐾𝐸𝐹𝑤 = 𝜌𝑎𝑢3∗ represent the rain- and wind-induced kinetic energy
flux, respectively, 𝑅𝑛 is the precipitation rate, 𝜌𝑎 is the density of air,
𝑢∗ is the friction velocity, and the rain-induced gas transfer velocity is
given by 𝑘𝑟 = 63.02𝑅𝐸𝐹 0.6242

𝑟 ; (c) biological surfactant suppression term
given by 𝑅 = 1−(0.0046𝑇𝑠𝑘𝑖𝑛)2.5673 as a function of the skin temperature
(𝑇𝑠𝑘𝑖𝑛), such that 𝑘 = 𝑘𝑢𝑅; and d) a case including all the parameters
from (a) to (c), i.e., water-side convection, precipitation, and surfactant
suppression. Finally, we included a last case with 𝑘 = 𝑘′𝑢 + 𝑘𝑐 where
𝑘′𝑢 = 0.24𝑈2

10 was obtained as the fit of transfer velocity data calculated
in the Baltic Sea from eddy covariance fluxes, and 𝑘𝑐 is the same as in
case (a).

Net integrated fluxes over the Baltic Sea and the individual sub-
regions (GB, GF, CB, and SB) were calculated from the monthly mean
fluxes at each grid cell. The net fluxes were integrated over each
specific region, therefore, information about the area of the pixel, the
ice coverage, and the land/sea proportion were required. The area of
each grid cell was calculated based on the original spatial resolution of
the grid (1/24◦) in latitude and longitude assuming an ellipsoidal Earth.
Ice coverage was taken into account following a linear relationship
from 10% to 90%, where the net flux of each grid cell was reduced by
the corresponding ice-cover value (Takahashi et al., 2009). Ice coverage
below 10% was considered to have a negligible effect on the flux, while
values above 90% were set to the maximum value of 90% to account for
leads, polynyas, etc. The land mask specifying the proportion of land
in each grid cell, as well as the sea masks defining each region (i.e. the
entire Baltic Sea or the individual sub-regions), were obtained from a
high-resolution (∼1 nm) topography of the Baltic Sea (Seifert et al.,
2001). The integrated net flux tool used for the calculations is part of
the FluxEngine and a detailed description can be found in Shutler et al.
(2016).

4. Results

4.1. General conditions in the baltic sea

The wind speed showed a seasonal behaviour with high values

during winter and milder conditions during summer (Fig. 2a). This

https://map.neweuropeanwindatlas.eu/
https://map.neweuropeanwindatlas.eu/
https://map.neweuropeanwindatlas.eu/
https://www.esrl.noaa.gov/psd/
http://marine.copernicus.eu/services-portfolio/access-to-products/
http://marine.copernicus.eu/services-portfolio/access-to-products/
http://marine.copernicus.eu/services-portfolio/access-to-products/
http://github.com/oceanflux-ghg/FluxEngine
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seasonality was observed during the three years analysed in the study.
Nevertheless, differences in the monthly means among the years were
relevant for the net air–sea CO2 fluxes. Lower monthly wind speeds

ere observed from January to September in 2010 compared to the
ther two years; 2009 showed the highest monthly means during the
ummer months, and 2011 presented some high monthly means during
he winter months.

The ocean skin temperature (Fig. 2b) presented a clear seasonal
ariability with low values during winter and high temperatures during
ummer. Positive air–sea temperature gradients (Fig. 2c) from August
o February indicate cooling of the surface. On the contrary, from
arch to July, the negative gradient suggests a warming of the sea

urface. Following the temperature gradients, the oceanic mixed layer
epth showed higher values during the winter months when larger
eat losses occurred. Shallow mixed layer depths were observed during
he summer (Fig. 2d). Slightly larger monthly precipitation rates were
bserved during the summer months (Fig. 2e).

The CO2 concentration gradients (Fig. 2g) were – to a great extent –
odulated by changes in the seawater CO2 concentrations throughout

he year, while atmospheric concentrations showed smaller seasonal
ariability (Fig. 2f). The seasonal variability of the sea surface wa-
er concentrations in the Baltic Sea is associated to biological activ-
ty (Thomas and Schneider, 1999; Schneider et al., 2003), with high
onsumption rates of CO2 during spring and summer leading to the
bserved negative values of 𝛥𝐶. From September to March, positive
alues of 𝛥𝐶 were observed due to increased seawater CO2 concentra-
ions. High values of CO2 concentration in the upper ocean are usually
ssociated with a decrease in the productivity during the winter months
nd to the transport of CO2-enriched water masses to the surface due
o deep layer mixing. The annual cycle of 𝛥𝐶 presented a similar
ehaviour during 2009 and 2010. During 2011, stronger gradients
ccurred at the beginning of the year, but lower positive values at the
nd of the year compared to 2009 and 2010.

.2. Gas transfer velocity

The annual cycle of the gas transfer velocities (Fig. 3) was – to
reat extent – modulated by the behaviour of the wind. Higher values
f the gas transfer velocity (here expressed as 𝑘660) were observed
uring winter and associated to higher wind speeds. The lowest 𝑘660

values observed during spring can be linked to the lowest wind speeds
(see Fig. 2a). However, the impact of the different driving mechanisms
(i.e. water-side convection, precipitation, and surfactants) also affected
the seasonality of the gas transfer velocity. Convective processes were
particularly relevant during winter when the cooling of the surface in-
duced vertical convective mixing. Cases including convective processes
(N00+conv, N00+all, and RS10) showed higher transfer velocity val-
ues, thus, promoting an increase of the upward flux during the winter
months. The highest values of the gas transfer velocity were observed
in December reaching up to 30.6 cm h−1 for the three cases including
convection. Surfactants had an effect mostly during the summer, when
surface water temperatures were high (see Fig. 2b). The effect of
precipitation was barely perceivable throughout the year (i.e. the blue
line from N00+rain is over the black line from N00 in Fig. 3).

For comparative purposes, the results of the six gas transfer velocity
formulations used in this study were also compared to some commonly-
used wind-based parametrizations (𝑘𝑢). The wind-based parametriza-
tions, including the base-case from Nightingale et al. (2000) (N00), and
parametrizations by Ho et al. (2006), McGillis et al. (2001), and Wan-
ninkhof (2014) are represented by the shaded area in Fig. 3 (see
Appendix B for details about the wind-based formulations).

The behaviour of the gas transfer velocity in the different sub-
regions of the Baltic Sea showed a significant spatial variability (Fig. 4).
The results of the gas transfer velocity in each sub-region were com-
pared to the average transfer velocity in the Baltic Sea (grey dashed
5

Fig. 2. Monthly means of (a) wind speed, (b) surface skin temperature, (c) air–sea
temperature gradient, (d) mixed layer depth, (e) mean precipitation rate, (f) CO2
concentrations in the atmosphere (solid lines) and in the seawater (dashed lines), and
(g) CO2 concentration gradient (𝛥𝐶). The lines represent the different years: 2009 (light
blue), 2010 (dark blue), and 2011 (yellow).

line and shaded area in Fig. 4) to assess the relative impact of taking
into account the different driving mechanisms in each region.

In the Gulf of Bothnia, large values of the gas transfer velocity
occurred throughout the year in comparison to the mean values of
the Baltic Sea. This was particularly noticeable during winter when
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Fig. 3. Monthly means of the gas transfer velocity (𝑘660) in the Baltic Sea using six
different parametrizations as described in Table 1. The grey dashed line represents the
mean gas transfer velocity from a set of commonly-used wind-based parametrizations
(see Table B.5), the shaded area is the standard deviation, and the dotted lines are the
minimum and maximum values.

the highest values of 𝑘660 (up to 32.3 cm h−1) were observed for the
cases when convective processes were included. During summer, in the
Gulf of Bothnia all the parametrizations showed higher values than
the mean, including the base-case scenario. In the Gulf of Finland,
the cases including convective processes were close to the Baltic Sea
average values during this period. The rest of the cases fell below the
average with the minimum values corresponding to the case includ-
ing surfactants. Due to its surface extent, the Central Basin was the
major contributor to the overall behaviour of the Baltic Sea. For this
region, the largest values of 𝑘660 were observed during winter for cases
including convection, while the rest of the cases remained fairly low
throughout the year. Finally, the transfer velocity in the Southern Basin
presented a similar pattern than in the Gulf of Finland, with noticeable
low values for the N00, N00+rain and N00+surf cases.

4.3. Air–sea co2 fluxes

Air–sea CO2 fluxes were calculated using six different transfer ve-
locity parametrizations (Table 1) over a three-year period from 2009
to 2011. The average annual cycle of the six different flux estimates
(Fig. 5a) showed that the Baltic Sea was a source of atmospheric
CO2 (positive flux) during the winter months (October to February)
and a sink (negative flux) during the summer (April to August). This
behaviour is consistent with the patterns observed in the sea sur-
face concentrations (Fig. 2f), and with the derived CO2 concentration
gradients, 𝛥𝐶 (Fig. 2g).

The differences in the calculated CO2 fluxes using the different
parametrizations were largest during the winter months mostly due to
convective processes enhancing the upward transport (Figs. 5b). During
summer, convection and surfactants seemed to act as competing mech-
anisms controlling the flux. Convective processes slightly enhanced the
downward flux, while surfactants tended to suppress it. Precipitation
seemed to have little effect on the air–sea fluxes year-round.

At sub-regional scale, the effect of including additional parameters
in the flux calculation (i.e. using N00+all) was particularly relevant
during the winter months. The air–sea CO2 fluxes in the four sub-
regions of the Baltic Sea were larger from October to February when
the N00+all formulation was used, in comparison to the fluxes obtained
using solely the wind-based transfer velocity N00 (Fig. 6). On average,
an increase in the flux of 22% was observed in the Gulf Bothnia, 17% in
the Gulf of Finland, 22% in the Central Basin, and 36% in the Southern
Basin. Using N00+all parametrization had a negligible effect on the
air–sea CO fluxes during the summer.
6

2

Fig. 4. Annual cycle of gas transfer velocity (𝑘660) using six different parametrizations
(Table 1) in the four sub-regions of the Baltic Sea. The grey dashed line represents the
mean gas transfer velocity of the entire Baltic Sea, and the shaded area is the standard
deviation.

4.4. Net integrated co2 fluxes

The annual net integrated fluxes in the Baltic Sea ranged between
0.0 and −0.88 TgC y−1 among the different cases, suggesting that – on
average – the Baltic Sea was a net sink of CO2 during the study period
(grey bars in Fig. 7a). Including water-side convection on the air–sea
CO2 calculations resulted in a decrease of 72% in the net uptake in
comparison to the base-case, i.e. from −0.85 TgC y−1 corresponding
to the N00 case to −0.24 TgC y−1 when N00+conv was used. In a
similar way, using N00+all and RS10 resulted in a decrease of the
net CO2 flux mostly due to impact of convection (75% and 100%,
respectively). For these cases, the decrease in the uptake was caused
by the large upward fluxes during the winter months. Surfactants
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Fig. 5. Average annual cycle of (a) air–sea CO2 fluxes calculated using the six gas
transfer velocity parametrizations described in Table 1, (b) air–sea CO2 flux from each
gas transfer velocity parametrization relative to the base-case scenario (𝛥𝐹 = 𝐹𝑥−𝐹𝑁00).

caused a reduction of 7% in the annual net flux. Precipitation, on the
contrary, was the only parameter which resulted in an overall increase
(4%) of the downward fluxes. Therefore, larger negative net CO2 flux
was observed when N00+rain was used, reaching the value of −0.88
TgC y−1. The differences in the net flux for each case relative to the
base-case scenario are shown in Fig. 7a and Table A.2.

In terms of the inter-annual variability, we observed larger net CO2
uptake during 2009 than in 2010 and 2011 (Fig. 7b). Higher wind
speeds during the summer of 2009 (Fig. 2a) caused larger downward
fluxes, hence, a larger CO2 uptake. For the base-case scenario, the three
years presented negative net CO2 fluxes. However, positive net fluxes
were observed during 2010 for the cases where water-side convection
was taken into account. Larger air–sea temperature gradients during
winter (Fig. 2c) and lower wind speeds (Fig. 2a) suggest a strong impact
of the convective processes during 2010. Moderate negative net fluxes
were observed during 2011 for all cases, despite the large 𝛥𝐶 and
high wind speeds (Fig. 2a, g). The effect of including precipitation
and surfactants into the gas transfer velocity parametrizations, seemed
to be less significant for the inter-annual variability than convective
processes.

The average net CO2 fluxes indicated that the four sub-regions of the
Baltic Sea tended to be net sinks of CO2 (Fig. 8a). However, the effect
of the precipitation, surfactants, and water-side convection on the net
CO2 fluxes showed a spatial distribution associated with the individual
characteristics of each sub-region. The largest fluxes, as well as the
largest differences relative to the base case scenario, were observed
in the Central Basin—the largest basin. The Gulf of Finland showed
the smallest fluxes. Water-side convection was the parameter having
the greatest effect on the fluxes in all sub-regions, except for the Gulf
of Finland where negligible differences were observed when using the
different gas transfer velocity parametrizations (Fig. 8b). The net flux
differences between each case and the base-case scenario are shown in
7

s

Fig. 6. Annual cycle of air–sea CO2 fluxes in the four sub-regions of the Baltic Sea using
wo different transfer velocity parametrizations. The black line represents the fluxes
sing the wind-based parametrization (N00); the green line represents the fluxes using
he parametrization including wind, precipitation, surfactants and water-side convection
N00+all).

ig. 8b, while a summary of the relative difference (%) of the net flux
an be found in Table A.3.

The air–sea CO2 flux estimations showed that the fluxes in the
oastal regions (Fig. 1b), here defined as regions with depths smaller
han 20 m, were larger than in the open sea (Fig. 9a). The largest fluxes
ere observed when precipitation (N00+rain) was taken into account,
oth in the coast and the open sea. In terms of the seasonal cycle (not
hown), the air–sea CO2 exchange in the coast was lower than in the
pen sea during the winter. In summer the opposite was true, with
arger fluxes in the coastal region than in the open sea.

From the net fluxes in Fig. 9b, it is clear that the main contribution
o the total budget was associated to the open sea due to its larger
urface extent. This is true for the base-case scenario (N00) and cases
hen convective processes were not taken into account. For the cases
here convection was considered, a significant reduction of the open

ea contribution was observed (e.g. 81% reduction when N00+conv is
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Fig. 7. (a) Average net flux of CO2 in the Baltic Sea (grey bars, primary axes), and net
CO2 flux difference for each case relative to the base-case scenario (black bars, second
axes) calculated as 𝛥𝐹𝑛𝑒𝑡 = 𝐹𝑛𝑒𝑡𝑥 − 𝐹𝑛𝑒𝑡𝑁00. Results from 2009, 2010 and 2011 were
included in the average. The numbers represent the percentage of relative difference
of the net flux (𝛥𝐹𝑛𝑒𝑡∕𝐹𝑛𝑒𝑡𝑁00 x 100). (b) Annual net flux in the Baltic Sea during
2009, 2010, and 2011. For (a) and (b) the fluxes were calculated using each of the
gas transfer velocity parametrizations described in Table 1.

Fig. 8. (a) Net flux of CO2 in the four sub-regions of the Baltic Sea: Gulf of Bothnia
GB), Gulf of Finland (GF), Central Basin (CB), and Southern Basin (SB). (b) Net CO2
lux difference for each case relative to the base-case scenario (N00). The colours
epresent each of the six transfer velocity parametrizations described in Table 1.

sed). Even though convective processes also had an effect in coastal re-
ions (e.g. 38% with N00+conv), the impact was considerably smaller
han that in open sea. Surfactants resulted in a 6% and 7% suppression
n coastal regions and open sea, respectively. Whereas precipitation
epresented an enhancement of 3% in coastal regions and 4% in open
ea. Table A.4 summarizes the relative difference of net fluxes in the
oastal zone and open sea for the different formulations.
8

v

Fig. 9. Coastal and open sea (a) air–sea CO2 fluxes and (b) net integrated air–
ea CO2 fluxes. The fluxes were calculated using each of the gas transfer velocity
arametrizations described in Table 1.

. Discussion

In this study, we evaluated the effect of including parametrizations
f some relevant processes on air–sea CO2 exchange for the Baltic Sea
nd its sub-regions. The results showed that the spatial and temporal
ariability in the air–sea CO2 flux was partly caused by forcing mech-
nisms other than wind speed. With the results presented here, we
ighlight the importance of including relevant parameters on the gas
ransfer velocity parametrization and provide a better understanding of
he temporal and spatial variability of CO2 fluxes in the region. In the
altic Sea, the average wind speed in the fall–winter period is higher
han in spring–summer; surfactant concentrations are particularly high
uring the summer cyanobacterial bloom period under warmer sea
urface temperature conditions; water-side convection is particularly
elevant during winter when sea surface heat losses drive strong ver-
ical mixing; and changes in the amount and type of precipitation
hroughout the year have different effects on the air–sea CO2 fluxes.
ccounting for such variability is essential to constrain the local and
egional CO2 flux estimates through adequate gas transfer velocity
arameterizations. The issue about whether the Baltic Sea is a sink or
source of CO2 is still a matter of debate and is beyond the scope of

his study.
The seasonal variability was affected by convective processes, pre-

ipitation, and surfactants at regional and sub-regional scales (Figs. 5
nd 6). Based on the results of the integrated net fluxes, we showed that
he inter-annual variability was also affected by the forcing mechanisms
valuated here, particularly by water-side convection (Fig. 7b). The
et CO2 fluxes using the six formulations showed the sensitivity of
he budget calculations in the region (Fig. 7a). Even though the total
ontributions were rather small (less than 1 TgC y−1) – and we do not
ntend to establish absolute numbers for the net flux – the choice of the
ransfer velocity formulation was shown to have a strong effect on the
otal budget, in some cases even changing the average behaviour of the
egion from being a sink to become a source of CO2.

Convective processes were found to be important both at regional
nd sub-regional scales. Inter-annual (Fig. 7b) and spatial (Fig. 8)

ariabilities were mostly affected by convection rather than by other
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processes. The importance of water-side convection in the Baltic Sea
has been highlighted in previous studies (Rutgersson and Smedman,
2010; Rutgersson et al., 2011). Norman et al. (2013b) found a maxi-
mum impact of 20% when including water-side convection on the gas
transfer velocity parametrization. In this study, the impact of water-
side convection on the air–sea fluxes was reflected as an increase of
the upward fluxes during winter. We found that convection can have a
relative impact of up to 28% in the monthly fluxes during winter time
(see Fig. 5). Such impact represents a reduction of 72% to the average
uptake of the Baltic Sea relative to the base-case scenario, and between
10% and 90% in the different sub-regions being the Gulf of Bothnia
the most affected region Appendix A. Open sea areas were also highly
affected by convective processes (Fig. 9 and Table A.4).

The effect of surfactants was perceived by the low values of 𝑘660
from June to November which resulted in the restriction of the (down-
ward) fluxes during the summer months and – to a lesser extent – in
the (upward) fluxes towards the end of the year (Fig. 5). The overall
effect of surfactants was noticeable as a reduction of the downward
fluxes during summer in the entire Baltic Sea (7%) and in the different
sub-regions (ranging between 4% and 19%). Pereira et al. (2018) found
a reduction of 0.3–6.5% in the gas transfer velocity in three coastal
locations based on the % suppression-SST relationship (corresponding
to the parametrization used in this study), and 2%–24% in the Atlantic
Ocean compared to values of 2%–32% from measurements.

Precipitation was the only parameter that resulted in an enhance-
ment of the downward fluxes in the Baltic Sea, this contribution rep-
resented an increase of 4% in the net uptake relative to the base case.
Using the same gas transfer velocity formulation, Ashton et al. (2016)
found that – at a global scale – the effect of rain can lead to an increase
of the ocean uptake of 6%. Changes in the net air–sea CO2 flux due to
precipitation at regional scale were estimated, in the same study, to be
between 2.4% and 15%, in all cases increasing the ocean sink.

Four key aspects must be considered when addressing the results of
this research: (1) the suitability of the gas transfer velocity parametriza-
tions for the Baltic Sea conditions, (2) the monthly resolution of the
input data and air–sea flux calculations, (3) the suitability of the pCO2
input data, and (4) the uncertainties associated to the flux calculations.
These aspects – briefly discussed in the following paragraphs – also
hindered the possibility of addressing the absolute numbers of the
air–sea CO2 budgets.

As discussed in the previous paragraphs, the results found in this
study are in good agreement with other studies using the same
parametrizations (Norman et al., 2013b; Pereira et al., 2018; Ashton
et al., 2016). However, most of the parametrizations used in this study
where not developed for marginal seas, and they are rarely based
on datasets including a good representation of the coastal regions.
The exception is the parametrization developed by Rutgersson and
Smedman (2010) (i.e. RS10), where the terms including the forcing of
the wind and the effect of water-side convection were both derived
from data obtained at a coastal station in the Baltic Sea. For the
cases including precipitation and surfactant suppression, the limitations
of using parametrizations that might poorly represent the Baltic Sea
conditions must be considered. On the one hand, we assumed that
the precipitation data only characterizes rainfall, while other types of
precipitation – such as snow, ice, and sleet – are most certainly relevant
for the Baltic Sea. On the other hand, surfactant suppression might be
relevant in areas of the Baltic Sea with high input of organic matter
from land, as well as during summer, when strong cyanobacterial
blooms occur in the region. Sea surface temperature appears to be a
robust proxy for surfactant activity (Pereira et al., 2018), however, it
does not fully account for the spatio-temporal variability of surfactant
control on air–sea gas exchange. The N00+surf parametrization is
solely temperature dependent, and does not include other non-linear ef-
fects associated to biological processes. Therefore, it might not account
for the total effect and variability of surfactants in the Baltic Sea.
9

The monthly resolution of the input data and the derived flux
estimates entails an additional limitation. Particularly in coastal areas,
where the high variability of the physical and biogeochemical processes
might not be fully represented by the monthly averages. However,
the air–sea CO2 fluxes in the open sea are also constrained by these
limitations. Using monthly averages of precipitation rate, for example,
has significant drawbacks that must be taken into account (see Ashton
et al., 2016). Such limitations come from the impossibility to capture
intense episodic or extreme events. The overall effect of these events
on the air–sea CO2 fluxes at global and regional scales is still an area
of investigation. In Parard et al. (2016), the effect of using monthly
input data to account for biological activity in the pCO2 estimations is
discussed.

A recent study by Watson et al. (2020), pointed out the importance
of using adequate surface CO2 concentration data for accurate air–sea
CO2 flux calculations. According to the study, the sea surface in-situ
pCO2 data must be corrected for temperature gradients between the
surface and the measurement depth, and for the effect of the cool ocean
surface skin before calculating the air–sea CO2 flux. In this study, the
effect of the cool skin temperature, discussed by Watson et al. (2020),
is accounted for following Donlon et al. (2002) (See Section 3.2).
However, the correction of the in-situ observations taken at a few
metres depth, and used for the generation the pCO2 fields entails a
much complicated issue not addressed here.

Finally, the sensitivity analysis presented here is not dependent
on the sources or the accuracy of the input variables. The analysis
of absolute fluxes, however, would require an in-depth uncertainty
analysis. The uncertainties associated to the air–sea CO2 flux come from
the uncertainties of each individual term involved in the flux calcula-
tion (i.e. uncertainties associated to the input data and uncertainties
associated to the gas transfer velocity parametrizations). Such analysis
is beyond the scope of this study.

6. Conclusions

In this study, we present – with a sensitivity analysis – the impact
of water-side convection, precipitation, and surfactants on air–sea gas
exchange in the Baltic Sea. We showed that the inter-annual and spatial
variability of the fluxes was not solely modulated by the wind speed,
but also by these processes. The gas transfer velocity formulations used
in this study were selected based on the library functions within the
FluxEngine toolbox and the available input data. We do not consider
these – or any other formulations – to be more or less adequate for
air–sea flux calculations in the Baltic Sea. Moreover, the aim of this
study is not to present accurate quantification of the fluxes but to
show the importance of accounting for relevant processes in the air–
sea gas exchange calculations in marginal seas. We are aware that other
processes not considered in this study may also be relevant (wave-field,
ice edges, etc.), and we therefore encourage further investigation of the
relevant processes on air–sea gas exchange. The Baltic Sea provides
a unique test field for such investigations with its large biogeochem-
ical gradients, different wave characteristics and limited-fetch areas,
large concentrations of land-derived organic material, and partial ice
coverage.
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Table A.2
Relative difference between the air–sea CO2 net flux in the Baltic Sea from the different
gas transfer velocity parametrizations including water-side convection, precipitation,
and surfactant suppression, and the base-case scenario (N00).

Referencea N00+conv N00+rain N00+surf N00+all RS10

−0.85 −72% +4% −7% −75% −100%

aNet CO2 fluxes (TgC y−1) using N00 formulation.

Table A.3
Same as Table A.2, in this case including data corresponding to the Baltic Sea
sub-regions.

Name G. of Bothnia G. of Finland Central Basin South. Basin

Referencea −0.21 −0.09 −0.39 −0.17
N00+conv −91% −10% −81% −56%
N00+rain +5% +2% +2% +2%
N00+surf −19% +2% −4% −4%
N00+all −105% −6% −80% −57%
RS10 −126% −24% −111% −74%

aNet CO2 fluxes (TgC y−1) using N00 formulation.

Table A.4
Same as Table A.2, in this case including data corresponding to the
coastal and open sea regions.

Name Coastal zone Open sea

Referencea −0.18 −0.67
N00+conv −38% −81%
N00+rain +3% +4%
N00+surf −6% −7%
N00+all −41% −84%
RS10 −58% −110%

aNet CO2 fluxes (TgC y−1) using N00 formulation.

able B.5
ummary of equations and references of wind-based transfer velocity (𝑘𝑢)
arametrizations.
Name Description References

N00 𝑘𝑢 from Eq. (9) Nightingale et al. (2000)
H06 𝑘𝑢 = 0.266𝑈 2

10 Ho et al. (2006)
McG01 𝑘𝑢 = 3.3 + 0.026𝑈 3

10 McGillis et al. (2001)
W14 𝑘𝑢 = 0.251𝑈 2

10 Wanninkhof (2014)

Appendix A. Relative impact of the driving mechanisms on air–sea
fluxes

The relative difference between the net integrated fluxes from the
different gas transfer velocity parametrizations (Table 1) and the base-
case scenario (N00) is shown in Table A.2 . Note that the relative
differences calculated for the air–sea CO2 flux and for the net integrated
fluxes are virtually the same. Therefore, only the those corresponding
to the net integrated CO2 fluxes are presented here.

Table A.3 summarizes the relative difference of net fluxes for the
Baltic Sea sub-regions relative to the base-case scenario. Similarly,
Table A.4 shows the relative difference for the net integrated CO2 fluxes
in the coastal zone and the open sea.

Appendix B. Wind-based parametrizations

Wind-based gas transfer velocity (𝑘𝑢) parametrizations were used
or comparative purposes. A summary of the equations used in this
tudy and the corresponding references is presented in Table B.5. The
nnual cycle of 𝑘 is shown in Fig. B.10.
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Fig. B.10. Wind-based gas transfer velocity parametrizations.
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