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Abstract

The need for operating reserve from energy storage, demand reduction (DR) etc. is expected

to increase significantly in future low-carbon Great Britain (GB) power system with high

penetration of non-synchronous renewable generation. One way to provide the reserve is to

use power electronic compensators (PECs) for point-of-load voltage control (PVC) to exploit

the voltage dependence of loads.

This thesis focuses on the quantification of DR capability from PVC in the domestic sector

using high-resolution stochastic demand models and generic distribution networks in GB.

The effectiveness of utilising PVC in contributing to frequency regulation is analysed and

demonstrated through time domain simulations. The techno-economic feasibility of such

technology is evaluated considering the investment cost of the PEC deployment as well as

the economic and environmental benefits of using PVC. The payback period varies between

0.3 to 6.7 years for different future scenarios considering a range of converter price. It is

demonstrated that PVC could effectively complement battery energy storage system towards

enhanced frequency response provision in future GB power system.

For practical application of PVC for flexible demand and voltage regulation in future distri-

bution networks/microgrids, it is important to investigate the overall small signal stability of

the system. In this thesis, the linearised state space model of a distribution network/isolated

microgrid with converter-interfaced distributed generators (CDGs) working in grid following

mode along with loads with PVC is developed. The stability performance is revealed through

both modal analysis and time domain simulations. It is shown that multiple loads with PVC

for voltage regulation in distribution networks are not likely to threaten the small signal

stability of the system. In the case of a microgrid, the introduction of PVC is shown to have

marginal impact on the low frequency modes associated with the droop control of the CDGs.

However, there is a trade-off when choosing the droop gain of the loads with PVC. Lower

droop gains could ensure better frequency regulation in face of intermittent renewables but at

the expense of a lower stability margin for an oscillation mode at a frequency slightly higher

than 20Hz.
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Notation

Symbols
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Δτ(n) Time-step corresponding to node n (h)

π(n) Probability of reaching node n

cls Load shed penalty (£/MWh)

cst
g Startup cost of generating units g (£)

cnl
g No-load cost of generating units g (£/h)

cm
g Marginal cost of generating units g (£/MWh)
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Chapter 1

Introduction

1.1 Motivation

Climate change due to greenhouse gas emissions has become a major concern in human

society. As reported by the Intergovernmental Panel on Climate Change (IPCC) [2], human

activities are estimated to have caused about 1.0◦ of global warming above pre-industrial

levels. This number is expected to reach 1.5◦ between year 2030 and 2052 if the current rate

of increase continues.

According to the UK’s Clean Growth Strategy, the fifth carbon budget (2028–2032) targets a

57% average reduction in greenhouse gas emissions compared to the baseline of 1990 [3].

To achieve this goal, it would require integration of large amounts of intermittent renewable

energy sources (e.g. wind and solar power) on the electricity supply side and significant level

of electrification in transportation and heating sectors on the consumption side. As a result,

the level of distributed generators (DGs) penetration in distribution networks (especially roof-

top photovoltaic (PV)) and the number of electric vehicles (EVs) have gained a remarkable

increase. As reported by Department for Business, Energy & Industrial Strategy, overall

UK solar PV capacity has stood at 13,356 MW across 1,025,044 installations by the end of

December 2019 [4]. More than 72,700 electric cars have been sold during 2019, increased

by over 20% compared to the figure of 2018 [5].

Both high penetration of the renewables and growing numbers of EVs could bring in many

challenges in the stable operation of the power grid such as balancing the supply and demand,

over or under voltage problems etc. due to the intermittencies and uncertainties. Besides,

renewable energy sources (RESs) would also lead to a drastic decrease in system inertia as



2 Introduction

they are interfaced through non-synchronous power electronic compensators (PECs).

To deal with those challenges, PECs such as Electric Springs (ESs) [6], soft open points [7],

mid feeder compensation [8] which can provide active and reactive power control as well

as voltage regulation have been proposed and seem quite promising in future distribution

network operation. ESs are newly invented electronics equipment that can be connected in

series with a single load or a cluster of customers, presenting a new approach for demand

side response (DSR) through point-of-load voltage control (PVC). Applications of ESs, such

as smoothing fluctuations [9], providing voltage and frequency support [10–21], reducing

energy storage [22] as well as improving power quality [20, 21, 23–26] have been widely

proposed and demonstrated in previous literature.

However, present studies are mostly ‘proof of concept’ using simple impedance-type load

models and ignores the diurnal and seasonal loading variations. Thereby, the capabilities and

value of PVC still require further investigation for practical application. On the other hand,

unexpected stability issues could arise with an increasing penetration of PECs interfaced

applications. The small signal stability of multiple loads equipped with PVC in a distribution

network/isolated microgrid should be systematically evaluated before they can be fully put

into practice.

1.2 Background and Literature Review

This section presents summary of several research topics associated with the study of this

thesis, including state of the art in DSR, PVC via PECs and possible instabilities induced by

PVC through PECs in distribution networks/isolated microgrids.

1.2.1 Demand Side Response

Demand side response (DSR) is about intelligent use of energy, including all kinds of

intentional modifications to the electricity consumption patterns from the timing, level of

instantaneous demand to the total electricity consumption [27]. Office of Gas and Electricity

Markets (Ofgem) foresees aggregated DSR from domestic sector to be capable of providing

significant level of flexibility to the system in future [28]. Depending on the attribute of the

control signal, DSR can be broadly distinguished into: (a) price signal based and (b) physical

signal based.
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Price Signal Based

Price signal based DSR, including time-of-use pricing (ToUP), critical peak pricing (CPP)

and real-time pricing (RTP) etc., is commonly associated with energy arbitrage or peak

shaving. The fundamental idea of ToUP is to let demand follow the diurnal and seasonal

variations of electricity provision cost. Typical structure of a ToUP compromises a peak rate,

an off-peak rate and possibly a shoulder-peak rate for predefined periods of time [29, 30].

The price signal would be sent to the customers and the change in demand can be realised

manually (decided by the customer) or automatically as pre-programmed. CPP is also a tiered

rate scheme but designed for critical periods for power system, such as extreme weather

conditions or low availability of reserves. Customers would be informed of the high price in

advance when the system meets certain criteria triggering the CPP [31, 32].

Compared to ToUP and CPP, RTP scheme updates the price information in a very short

notice, say hourly or less, which reflects the variations in the cost of electricity production

over time in a more effective and accurate way [33]. The popularity of smart meters in

recent years makes it possible for RTP implementation. In an example of RTP program led

by Midcontinent ISO (MISO), customers are directly charged according to the day-ahead

market price [34].

A more comprehensive summary of price based DSR schemes is given in Table 1.1 [1], many

of which have already been implemented or trialled. It is to be noted that implementation of

these price based schemes relies on infrastructure like smart metering. Although all house-

holds will be offered a smart meter by 2020 according to the Smart Metering Implementation

Programme (SMIP) [35], the smart meter roll-out is still an important constraint for domestic

DSR engagement, as pointed out by [36]. The capability of DSR provision also depends on

the usage patterns of appliances and this is expected to be much higher in the future with

increasing electrification in transportation [37] and heating sectors [38] as well as prevalence

of smart appliances [39].

Physical Signal Based

Physical signal based DSR is usually related with contributing to grid operation enhancement

such as voltage problem mitigation, congestion management and emergency control. DSR

approaches like interruptible loads [40] and direct load control (DLC) [41] can fall into this

category, in which cases the utilities pay for the right to control the demand consumption
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Table 1.1 Categories of Price based DSR schemes [1]

Price based schemes Description

Static time-of-use (sToUP)
Prices vary by time-of-use between fixed price levels

and over fixed periods. May also vary by season

Critical Peak Pricing (CPP)

Prices increase by a known amount during specified

system operating or market conditions. This applies

during a narrowly defined period and is usually applied

only during a limited number of days in the year

Time-of-use critical peak pricing

(ToU-CPP)
Critical peak pricing overlaid onto time-of-use pricing

Variable Peak Pricing (VPP)

Similar to time-of-use, but the peak period price

varies daily based on system and/or market conditions

rather than being fixed

Dynamic time-of-use (dToUP)
Prices vary between fixed price levels, but the timing

of different prices is not fixed

Real-time-pricing (RTP),

including DA-RTP (day ahead

real time pricing) and RT-RTP

(real time real time pricing)

Price can differ on a daily basis and change each hour

of the day (or more frequently) based on system or

market conditions. DA-RTP provides the 24 hour price

schedule a day in advance; RT-RTP notifies the price in

real time. If the response is automated, RTP can create

short term responses for system balancing

directly when necessary.

In [42], a method for real time voltage regulation under emergencies and renewable fluctua-

tions was proposed, which was realised by a combination control of tap changer condition and

load curtailment. Through a two-step multi-objective optimisation, aggregated heat pumps

(HPs) were managed as dispatchable grid-side resource with constraints for customer comfort

to achieve control required to maintain voltage stability [43]. Besides, DSR programmes

have also been demonstrated effective in congestion management on both transmission [44]

and distribution levels [45].

Management of demand consumption includes direct on/off control, duty cycle control

for thermostatic loads (e.g. fridges, air-conditioners etc.) and utilisation of the voltage

dependence of loads. A distributed random controller was developed in [46] for thermostatic

control of domestic refrigerators in response to sudden plant outages. Stochasticity helps

in desynchronisation of each refrigerator while keeping overall power consumption under

control. Using this Dynamic Demand (DD) concept, the value of enabling refrigerators’

participation in primary frequency regulation was quantified [47]. However, DSR through

thermostatic loads could be insufficient as they only account for a limited share of the total
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load.

Another way to harness demand flexibility is to utilise the voltage dependence of loads for

peak demand reduction by decreasing the operating voltage of the distribution feeders, well-

known as the Conservation Voltage Reduction (CVR) [48]. Electricity North West Limited

in Great Britain has conducted field trials to manage the load power consumption through

transformer tap changer control at the substation with appropriate line drop compensation

(LDC) [49]. CVR with LDC or to be more straightforward, voltage control at substations

(VCS) can result in considerable energy savings without adverse effect on the consumers’

side. The Smart Transformer [50] which can provide frequency response by shaping the load

consumption accurately through an online load sensitivity identification-based control as

well as frequency support in an isolated microgrid via a voltage-based frequency controller

within the voltage regulator of generators [51] can both be classified as VCS.

However, during high loading conditions, the depth of allowable voltage reduction could be

limited due to large voltage drop across the feeders so that the voltages at the far end can

be maintained within the stipulated limits. Shunt reactive compensation would have limited

effect on flattening the voltage profile in low-voltage (LV) feeders. Besides, parallel feeders

with different loading (i.e. voltage drop) could seriously limit the overall capability of VCS.

This issue can be eased by PECs injecting a controllable series voltage between feeder

segments (mid-feeder compensation, MFC) [8, 52] or even between feeder and each load

connected (PVC). A comparison between CVR with LDC/VCS, MFC and PVC under high

loading condition for demand reduction is shown in Fig. 1.1. For illustration purpose, uniform

loading (which corresponds to each arrow), equal distance of separation between the loads

and a linear voltage profile across the feeder are assumed. The substation voltage is assumed

to be maintained at the maximum stipulated voltage (Vmax).

It is obvious that the extent of voltage reduction using VCS is limited compared to that of

PVC, as denoted by the shaded area in Fig. 1.1. A detailed quantified comparison is given

later in Chapter 2. Compared to VCS, MFC could also allow more flexibility but not as much

as PVC in which case the voltage dependence of all the loads could be ‘fully’ exploited [53].

1.2.2 Point-of-load Voltage Control

PVC can be realised through PECs say the Electric Spring (ES) [6] connected in series

between the feeder and the load with a limited rating. Based on the hardware topology and
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PVC

Cluster of domestic 
customers (CDC)

CVR with LDC MFC

Vmin

Vmax

Distance from substation

Vmin

Vmax

Distance from substation

High loading High loading
Voltage Voltage

Nominal voltage profile across CDC (feeder) Reduced voltage profile across CDC

CVR with LDC MFC

Vmin

Vmax

Distance from substation

High loading
Voltage

PVC

Fig. 1.1 Comparison between conservation voltage reduction (CVR) with line drop compen-

sation (LDC), mid-feeder compensation (MFC) and point-of-load voltage control (PVC)

control objective, PVC through ESs can be categorised into 1) PVC with reactive power

compensation only, referred to as PVC-Q; and 2) PVC with back to back configuration which

can provide both active and reactive power compensation, referred to as PVC-B2B.

PVC-Q

The concept of ES was firstly proposed and demonstrated through a hardware prototype in

[6]. Initially, non-critical loads, i.e. loads that can operate under certain degree of voltage

variations, were equipped with ESs to support the voltage of critical loads, i.e. loads require

well-regulated mains voltages, in the presence of intermittent renewables. As shown in

Fig. 1.2 (a), the PEC is a single voltage source converter with a capacitor on the DC-side

and is set to inject a voltage in quadrature with the load current, which means, it can provide

reactive power compensation only. With reactive power provided by the ESs, the power

consumption of the non-critical loads would also be altered as their voltages would be varied

due to the injected voltages by ESs, which could compensate the active power fluctuations

of renewable sources [18, 54]. Following the same philosophy, ESs could also contribute to
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Fig. 1.2 (a) PVC with reactive power compensation only (PVC-Q) (b) PVC with back-to-back

configuration (PVC-B2B)

reduction in energy storage required [22]. In [19], ESs are utilised to contribute to voltage or

frequency regulation in a microgrid using droop control.

It was shown in [10] that multiple distributed controlled ESs could achieve better voltage

regulation with relatively less power capacity, compared with the case of a single STATic

COMpensator (STATCOM). A general comparative analysis of ESs and STATCOM can be

also found in [17]. Similar to generator governor control, the operation of multiple ESs in a

distribution network could also be coordinated through droop control scheme [55].

By regulating the input feeder-side voltage, the ES allows output load-side voltage to fluctuate

dynamically. This type of ‘input-feedback and input-voltage control’ makes PVC-Q differing

from existing approaches for PVC such as the dynamic voltage restorer (DVR) [56]. DVR

also decouples the load from the feeder. However, DVR adopts an ‘output-feedback and

output-voltage control’ strategy and is applied to critical customers with the intention for

sub-cycle regulation of the customer’s voltage. The study presented in Chapter 5 is based on

PVC with this type of configuration.

Theoretically, the injected voltage could be in any arbitrary angle with respect to the load

current if the capacitor on the DC-side is replaced by a battery/energy storage. This enables
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ESs to provide both active and reactive power compensation, as analysed and demonstrated

by [16, 57]. The effectiveness of loads equipped with such ESs in mitigating voltage and

frequency fluctuations in a microgrid was shown in [9]. [14] proposes ES aggregators which

consist of a large number of ES-embedded loads in sub-transmission networks to provide

transmission network level compensation.

Besides, the battery/energy storage on the DC-side allows the ESs to realise other functions

such as phase imbalance mitigation [23], neutral current mitigation [26], harmonic suppres-

sion [25] and power factor correction [20, 21, 24]. It has been shown in [23] that the load

currents can be redistributed through a three-phase ES. A genetic algorithm (GA) based

controller was adopted to generate three optimal independent SPWM switching pulses. A

novel δ control is proposed in [20] to achieve active/reactive power/power factor compen-

sation while maintaining the feeder-side voltage regulated. In [24], it has been proved that

with energy storage embedded ESs, the power quality can be improved through line current

regulation.

PVC-B2B

Independent control of active and reactive power compensation can be also achieved with

a back-to-back configuration, as shown in Fig. 1.2 (b) [58]. This series-parallel converter

arrangement is similar to a Unified Power Quality Conditioner (UPQC) [59] to some extent.

The series converter is set to control the magnitude (Vc) and angle (θc) of the injected

voltage while the shunt converter maintains DC-link voltage (Vdc) and thereby, exchanges

the active power processed by the series converter (Pc) with the supply feeder. As a result,

the total active power consumed by the load together with this ES would be equal to the load

consumption itself (Pl ) neglecting the filter and converter losses. To reduce the total required

apparent rating, the shunt converter can be operated at unity power factor.

This PVC-B2B topology is adopted for flexible demand in the rest chapters besides Chapter

5. Unlike the Power Perfector [60], a commercial equipment designed for energy savings

and power quality improvement for the customers, demand reduction (DR) achieved from

PVC-B2B is more utilised for DSR provision from the utility perspective.

In general, the PEC rating required to provide flexible demand could be double as the demand

reduction from PVC using this back-to-back configuration. This is similar to the case when

using battery storage to provide equivalent flexibility, in which case a DC-DC and DC-AC

setup would be adopted. So it would generally be more cost-effective using PVC-B2B for
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flexible demand as battery itself requires extra cost. However, it should be noted that the

duration of this service from PVC could be limited as reducing the voltages for thermostatic

controlled loads (say refrigerators, freezers etc.) would result in longer operation periods.

Although this newly developed technology seems promising in future power system with

high penetration level of renewables, literature listed earlier in this section are mostly ‘proof

of concept’ and only considered impedance-type load which is an ideal and over-simplified

representation of the real world. References [11, 61, 62] tried to compare the capabilities of

PVC with different hardware configuration in voltage and frequency regulation. However,

system level analysis is yet to be reported and one important factor in capability evaluation,

i.e. the power-voltage sensitivity was not taken into account. In [12], different types of loads

were used without considering the time-varying incidence of various loads throughout a

day. A methodology for estimating the hourly variation of available reserve with PVC was

reported in [63] using load disaggregation at the bulk supply point but without considering

the distribution network explicitly.

Chapter 2 fills in these gaps by using a high-resolution domestic demand and power-voltage

dependence profile along with generic and benchmark network models to provide available

reserve from PVC over a given time horizon (e.g. 24 hours) so that the network operators

can schedule the conventional operating reserve accordingly. Chapter 3 further scales up the

estimation to Great Britain national level and evaluates the benefits against the cost.

1.2.3 System Stability with Point-of-load Voltage Control for Voltage
Regulation

Previously, stability problem at MV/LV level did not draw much attention due to its relatively

simple configuration and the lack of the possibility to exert a side effect in a wide range.

However, with an increasing penetration of PECs interfaced applications, unexpected stability

issues can arise due to interaction among control loops of such PECs as well as with the

power grid, just as the case of microgrids and transmission network. An example of stability

analysis in collection grids of remote offshore DC connected wind farms at the medium

voltage level (33 kV) shows that the parameters of the voltage source controller can have

significant influence on medium frequency oscillation modes [64]. Hence, there is a concern

that large penetration of PEC interfaced PVC, often in close electric proximity, could affect

the small signal stability of the distribution networks.
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Besides, the research focus for feeder-side voltage control has mainly been on various

distributed control approaches (e.g. agent-based [65], consensus control [66] and more

traditional volt-var techniques [67]) with less attention to stability analysis which motivates

the work presented in this thesis.

A dynamic model of PVC-Q was developed in [68] to be incorporated in large-scale power

system simulation studies. Based on the work done in [68], a linearised state space model

was built up to investigate the impact of controller parameters on stability performance

[69]. However, the frequency domain model was not based on vector control and hence not

compatible with the standard stability model for other elements such as DG inverters etc.

Besides, the effect of change in distribution network parameters on the overall stability was

not reported in [69] either. To identify the root cause of the stability issue, modal analysis

through a linearised state space model of a distribution network with vector controlled PVC-Q

is presented in Chapter 5.

There are unique challenges in developing vector control of PVC-Q due to two important

factors: 1) it has a series configuration and 2) only reactive power exchange is allowed. These

two factors impose a quadrature constraint between the load current, filter capacitor current

and the inverter current due to which it is not appropriate to align the d–axis with the point of

coupling voltage (which is commonly done for shunt converters). This concern is addressed

in Section 5.1.1.

1.2.4 System Stability with Point-of-load Voltage Control for Flexible
Demand

It is well known that low frequency oscillations are inherent in isolated/islanded microgrids

(IMGs) comprising of converter-interfaced distributed generators (CDGs) in grid-forming

mode and passive [70–74] and active loads [75]. Unlike passive or active loads, PVC regu-

lates the voltage and/or frequency at its point of connection typically using droop control.

Thus, the low frequency oscillations in IMGs are expected to be affected with the presence

of loads with PVC.

The benefits of ESs in IMGs have been demonstrated in [9, 76, 77]. However, in these papers,

the synchronous (diesel) generators are mainly responsible for the voltage and frequency

regulation in the IMG allowing the renewable energy resources to operate at their maximum

power point. In Chapter 6, the loads with PVC-B2B are considered in an IMG with only
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CDGs such as wind, solar PV and battery energy storage etc. Stability of such system has

been investigated in [78] with voltage and frequency droop control on both CDGs and loads

with PVC-B2B. However, the converters were simply represented as controllable voltage

sources with first order lag, ignoring the dynamics of the control loops and the DC link.

Such a simplified model of PVC-B2B cannot fully capture its impact on the low frequency

dynamics of an IMG as demonstrated later in Chapter 6.

It is to be noted that the stability analysis in Chapter 5 & 6 utilises averaged models and

does not consider unbalance situations. The harmonic frequency coupling between DC and

AC side caused by switching behaviour in transient process is neglected as in such case, a

different modelling approach say the harmonic state space (HSS) [79, 80] would be required.

1.3 Outline and Contributions

Following the introduction, distributed point-of-load voltage control (PVC) can be achieved

through Electric Springs (ESs) and thereby present a new approach for demand side response

(DSR). This thesis tries to further push this promising technology into practical application

by answering the following questions:

1) In practical, how much demand reduction (DR)/operating reserve can be achieved from

PVC for different time of the day and how is the techno-economic feasibility of this technol-

ogy in future Great Britain (GB) power system?

2) How the overall small signal stability would be affected if multiple loads with PVC are im-

plemented in a distribution network or an isolated microgrid (IMG) with converter-interfaced

distributed generators (CDGs) in grid forming mode?

To address the above questions, the thesis is organised as below:

Chapter 2 quantifies the DR capability from PVC-B2B in domestic sector upon different

time of the day using a high-resolution stochastic demand model and the aggregate power-

voltage sensitivity of individual customers. This is compared against a conventional approach

i.e. voltage control at substations (VCS). The rating of the voltage compensators required for

PVC is evaluated to weigh the benefits against the required investment. First, the results are

shown on a generic low-voltage network with random distribution of clusters of domestic

customers at various buses and random length of feeder segments to draw general conclusions.
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Then, the CIGRE benchmark medium- and low-voltage networks are used to substantiate the

findings.

Chapter 3 investigates the techno-economic feasibility of PVC in future GB power system.

The approach introduced in Chapter 2 is extended here to estimate DR provision from

PVC-B2B in the urban domestic sector across GB. The DR is utilised to provide enhanced

frequency response (EFR), which requires the response to be delivered within one second, for

the value assessment. The economic and environmental benefits of using PVC are quantified

in terms of savings in system operating cost, reduction in wind curtailment and CO2 emis-

sion using a stochastic unit commitment (SUC) model with constraints for secure post-fault

frequency evolution. Two future energy scenarios in the backdrop of 2030 with smart and

non-smart control of electric vehicles (EVs) and heat pumps (HPs), under different levels of

penetration of battery energy storage system (BESS) are considered to assess the value of

PVC, as well as the associated payback period for the investment in deploying the power

electronic compensators (PECs).

Chapter 4 utilises the fast DR provided from PVC-B2B to contribute to both primary fre-

quency control and rate of change of frequency regulation. The equivalent virtual inertia

and load damping effects from PVC are firstly derived. Then, the available virtual inertia

from PVC for different time of the day in terms of inertia constants is presented based on the

CIGRE benchmark microgrid. Finally, time domain simulation verifies and demonstrates the

capability of PVC in frequency regulation.

Chapter 5 presents small signal stability analysis of distribution networks with PVC-Q.

Vector control of a PVC-Q is reported to ensure compatibility with the standard stability

models of other components such as the CDGs. A linearised state space model of the distri-

bution network with multiple PVC-Qs is developed which is extendible to include CDGs,

energy storage, active loads etc. The impact of distance of a PVC-Q from the substation,

proximity between adjacent PVC-Qs and the R/X ratio of the network on the small signal

stability of the system is analysed and compared against the case with equivalent DG inverters.

Chapter 6 investigates the low frequency (< 30 Hz) oscillations in IMGs with PVC-B2B

alongside CDGs fuelled by renewable energy resources (e.g. wind, solar) with battery energy

storage. In an IMG with normal loads (active or passive), such oscillations are typically

associated with the droop control of the CDGs operating in grid forming mode. This chapter

shows that loads with PVC-B2B have marginal influence on these low frequency oscillations
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but introduce a new oscillatory mode at a slightly higher frequency (>20 Hz). First, the

linearised state-space model of an IMG is extended to include the dynamics of a PVC-B2B.

Impact of such loads on low frequency oscillations in IMGs is then demonstrated through

modal analysis and time domain simulation.

Chapter 7 summarises the contributions of the thesis and presents an outline of future

research opportunities.
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4662-4672, 2019.
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Chapter 2

Flexible Demand from Point-of-load
Voltage Control

As discussed in Section 1.2, flexibility in demand can be realised through voltage control

at the points of connection of individual loads e.g. supply point of a cluster of domestic

customers (CDC). Compared to voltage control at substations (VCS), this offers more flexi-

bility for demand reduction (and increase, if required) through voltage especially, under high

loading conditions as shown in Fig. 1.1.

For PVC, a CDC in close electric proximity (e.g. residential units in a building, houses

along a street) could be decoupled from the low voltage (LV) feeder using a power electronic

compensator (PEC). A CDC approach is adopted as a trade-off between exploiting the load

diversity with not much sacrifice on granularity. The configuration and size (i.e. number of

customers) of each CDC would vary depending on the connection arrangement in a particular

feeder. However, the electric proximity should be such that the voltage drop within a CDC is

negligible (e.g. less than 1%) compared to that along the LV feeder. As the PEC is connected

in series between the feeder and a CDC, it can be rated at only a fraction (typically 5-10%)

of the diversified peak demand (DPD) of the CDC. Also, the diversity in demand within each

CDC limits the required rating of the PEC.

Previous work on quantification of voltage driven DR capability with VCS employed aggre-

gate load models at the medium voltage (MV) level which includes the influence of medium-

and low-voltage (MV/LV) network components [49]. These models are not suitable for

analysis of DR with PVC as the power-voltage dependence of a CDC in a LV network is

typically lower than that of the aggregated models [81].
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In this chapter, a quantitative comparison between the DR capabilities of PVC against VCS

for different time of the day is reported. Moreover, the rated capacity (and hence, the physical

size and capital investment) of the voltage compensators to be deployed is evaluated to weigh

the benefits against the cost. The scope of this chapter is limited to domestic sector only as

the necessary high time-resolution demand models for industrial and commercial customers

is not readily available.

2.1 Demand Reduction

The aggregate power-voltage dependence of the i th CDC at a given time instant t can be

expressed in exponential form [82] as:

Pli (t) = P∗
li (t)Vli (t)

npi (t), Qli (t) = Q∗
li (t)Vli (t)

nqi (t) (2.1)

where, P∗
li (t)/Q

∗
li (t) is the nominal active/reactive power consumption at 1.0 p.u. voltage

and npi (t)/nqi (t) is the aggregate active/reactive power-voltage sensitivity at time t .

As in (2.1), all the terms in the equations henceforth are time-varying unless otherwise

specified. However, to avoid the equations overflowing due to lack of space, the time varying

quantities such as P∗
li (t), npi (t) would be simply denoted as P∗

li , npi .

In a radial distribution feeder, the voltage at i th bus (CDC) could be expressed in terms of

the adjacent bus voltage as (2.2) [83]. A detailed derivation is given in Appendix A.

V 2
pi =

[(
P ′

liRi + Q ′
liXi – 0.5V 2

pi -1

)2
–
(
R2

i + X 2
i

)(
P ′

li
2 + Q ′

li
2
)]1

2

–
(
P ′

liRi + Q ′
liXi – 0.5V 2

pi -1

)
(2.2)

where

P ′
li = Pi +

Nc∑
j=i+1

(
Pj + PLLj

)
,Q ′

li = Qi +
Nc∑

j=i+1

(
Qj + QLLj

)
(2.3)

where, P ′
li/Q

′
li sum of the active/reactive power loads at bus i and beyond till the end of

the feeder plus sum of the active/reactive power losses (PLLj /QLLj ) in all feeder segments

beyond bus i . Ri/Xi is the resistance/reactance of the feeder segment between bus i and
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i – 1 and Nc is the number of CDC. With a specified substation voltage Vp0 the rest of the

bus (i.e. CDC) voltages could be worked out for a particular loading condition.

The total active power demand reduction (DRPVC ) possible by reducing the voltage of all

the CDC to the minimum stipulated limit Vmin is given by:

DRPVC =
Nc∑
i=1

P∗
li

[
V

npi
pi – V

npi
min

]
– ΔPLL –

Nc∑
i=1

PLCi (2.4)

where, Nc is the total number of CDC in the system, ΔPLL represents the change in network

power loss as a result of reducing each CDC’s voltage to Vmin and PLCi is the total losses

(conduction and switching) incurred in the PEC at CDC i . Typically, network power loss

would be less (i.e. ΔPLL is negative ) with reduced CDC voltage (and hence, power) except

when all or most of the power-voltage sensitivities of CDCs are less than 1. The loss in the

PEC would depend on the power processed by it (see Section 2.2) and its rated capacity.

Everything except Vmin in (2.4) varies according to the time of the day. For the studies

reported subsequently, Vmin is assumed to be 0.95 p.u. [84] to keep the reduced voltages

within acceptable limits which is what the utilities are obliged to ensure. It is to be noted that

critical (or sensitive) customers requiring tighter voltage tolerance would not be part of PVC.

Such critical customers are generally present in the industrial/commercial sector which is

not within the scope of the current study.

For DR through VCS, the total possible active power demand reduction (DRVCS ) is calcu-

lated by:

DRVCS =
Nc∑
i=1

P∗
li

[
V

npi
pi – V

′npi
pi

]
– ΔPLL (2.5)

where, V
′npi
pi is the reduced feeder-side voltage after VCS, ΔPLL is the change in network

power loss as a result of reduced (to V ′
pi ) supply voltage to each CDC.

The DR capabilities of PVC and VCS are compared in terms of an index, ΔDR defined in

(2.6).

ΔDR(%) =
DRVCS – DRPVC

DRPVC
× 100% (2.6)

In order to obtain a closed form analytical expression for ΔDR, the following simplifying

assumptions are made. Note that this is just to give an initial view of the issue and all these
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simplified assumptions will be removed for a fuller analysis later in Section 2.3 and 2.4.

Removing these assumptions would make the derivation of the analytical expression much

more complicated without altering the general conclusions.

• A radial distribution network with Nc uniformly spaced constant current (CI) loads

having unity power factor.

• Purely resistive feeder with a total resistance of RT (p.u.).

• The total loading PT at nominal voltage is uniformly distributed resulting in a current

flow I = PT /Nc through each CI load.

• PEC losses neglected.

With the substation voltage held at Vs , the voltages of the first three loads are given as:

Vp1 = Vs – NcI
RT
Nc

= Vs –
PTRT

Nc
(2.7)

Vp2 = Vp1 – (Nc – 1)I
RT
Nc

= Vs –
PTRT

Nc
(
2Nc – 1

Nc
) (2.8)

Vp3 = Vp2 – (Nc – 2)I
RT
Nc

= Vs –
PTRT

Nc
(
3Nc – 3

Nc
) (2.9)

Following this trend, the voltage at i th load can be expressed as (2.10).

Vpi = Vs –
PTRT

N 2
c

i [Nc – 0.5i + 0.5] (2.10)

DR through PVC can then be expressed (2.11).

DRPVC =
Nc∑
i=1

PT
Nc

[
Vpi – Vmin

]

= PT (Vs – Vmin) –
P2

TRT
6N 2

c
(2Nc + 1)(Nc + 1)

(2.11)

It is to be noted that there would be no change in network power losses as all the loads are

assumed to be constant current type.

For determining DR through VCS, the minimum possible voltage at the substation V ′
s is

obtained such that the voltage at the far end of the feeder is at the minimum limit. The
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voltages at each node are then recalculated using (2.10) with V ′
s . DR through VCS is given

as (2.12).

DRVCS =
Nc∑
i=1

PT
Nc

[
Vpi – V ′

pi

]

= PT (Vs – Vmin) –
P2

TRT
2Nc

(Nc + 1)

(2.12)

Without loss of generality, Nc is assumed to be 20, Vs maintained at the upper limit 1.05

p.u., and the lower limit Vmin to be 0.95 p.u. The total feeder resistance RT is calculated

considering violation of the low voltage limit (at the far end of the feeder) beyond a certain

amount of overloading (say, 1.2 p.u. loading).

With the above-mentioned assumptions, the variation of ΔDR with respect to loading is

shown in Fig. 2.1 (a). It should be noted that a negative value of ΔDR denotes DR capability

of VCS is less than that of PVC according to (2.6). The advantage of PVC over VCS

increases with the loading level. The losses incurred within the PEC have been included

numerically as mentioned in Section 2.2. PVC provides less DR than VCS at very low

loading as the power losses incurred in the PECs become dominant. The traces with Nc = 5

and 50 confirm that the impact of varying load density is limited.
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Fig. 2.1 Variation of ΔDR and DR capability with loading level

The absolute values of DR through VCS and PVC are shown in Fig. 2.1 (b). For a given

load type, the DR capability depends of the demand (i.e. loading) itself and is expected to

increase (decrease) at higher (lower) loading. However, at higher loading there is less room

for voltage (i.e. demand) reduction due to larger voltage drop across the feeder. Due to these
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opposing trends, the DR capability peaks at a certain loading which is lower for VCS than

PVC. This is due to the fact that the room for voltage reduction using VCS becomes lesser

than that using PVC with increase in loading level.

The DR capability using PVC under reverse power flow due to photovoltaic (PV) generation

is shown in Fig. 2.1 (b). During reverse power flow, the substation voltage is generally

maintained at the minimum limit (0.95 p.u.) to avoid over voltage problem at the far end. It

is difficult to continuously adjust the substation voltage with varying PV output which leaves

no room for DR through VCS.

With PV generation, the range of loading level is limited to 0.4-0.9 p.u. considering the

typical variations (shown in Figs 2.6 & 2.13) during the daylight hours. The DR capability

of PVC is lower in presence of PV generation across different loading levels. This is due

to the fact that the substation voltage is generally set at the lower limit 0.95 p.u. to prevent

over-voltage at the far end of the feeder which leaves less room for voltage (i.e. demand)

reduction compared to the case without PV penetration.

Although the analysis presented above assumes purely resistive feeder and constant current

loads only, it provides a theoretical basis for the ΔDR figures obtained later in Sections 2.3

& 2.4 using realistic network parameters and high-resolution domestic demand models.

2.2 Power Electronic Compensator

A PEC with back-to-back configuration [57], referred to as PVC-B2B in Section 1.2.2, is used

to inject a controllable series voltage between the CDC and the LV feeder. The configuration

is reshown in Fig. 2.2 (a).

For PVC, the magnitude of the injected voltage Vc can be controlled according to the demand

reduction (or increase) requirement and the phase angle φ is set to be either in or out (to

increase demand, if required) of phase with the feeder-side (Vp) or CDC (Vl ) voltage (as

shown in the phasor diagrams in Fig. 2.2 (b) and (c)) to exercise maximum change in CDC

voltage with minimum apparent power rating. As a result, the PEC exchanges both active

and reactive power.

For demand reduction, the injected voltage would be in phase with Vp resulting in the series

converter absorbing active power and the shunt converter injecting this power back into the
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Fig. 2.2 Power electronic compensator (PEC) for point-of-load voltage control (PVC)

feeder. Neglecting the converter losses, the total demand reduction would be equal to the

reduction in power consumption of the CDC [61]. Under normal condition, the PEC injects

zero voltage (Vc = 0) which makes the feeder-side and CDC voltages the same (Vp = Vl )

neglecting the small voltage drop across the series element of the converter interface filter

(not shown explicitly in the figure).

The apparent power processed by the PEC at i th CDC can be expressed as:

Sci = Vci Ili
(
1 + pf ′i

)
(2.13)

=
(
V ′

pi – Vmin

)√
P∗

li
2V

2(npi – 1)
min + Q∗

li
2V

2(nqi – 1)
min

(
1 + pf ′i

)

where, V ′
pi , pf ′i are the modified feeder-side voltage (recalculated from power flow) and

power factor, respectively as a result of reduction in voltage of the i th CDC to Vmin. Apart

from the series voltage (Vci ) inserted by the PEC and the CDC current Ili (which is the same

as PEC current), the term
(
1 + pf ′i

)
accounts for the fact that the shunt converter operates at



22 Flexible Demand from Point-of-load Voltage Control

unity power factor while balancing the active power exchanged by the series converter. For

the following studies, the conduction loss is considered to be 3.75% of the power processed

by the PEC while the switching loss is 0.25% of its rated capacity [85]. To avoid additional

power loss, the PEC would be bypassed when DR is not exercised. Typically, V ′
pi would

be slightly larger than Vpi due to decreased feeder voltage drop following CDC voltage

(and hence power) reduction unless power of all or most of the CDCs are less responsive to

voltage variations.

For a given power consumption Sli =
√

P2
li + Q2

li by a CDC, the apparent power processed

by the PEC (Sci ) is larger when the power-voltage exponents npi/nqi are smaller. Fortu-

nately, there is a correlation between the actual power consumption of a CDC and the values

of the power-voltage exponents with both becoming low/high around similar time of the

day (say during evening hours and late nights of summer). Hence, the power processed by

the PEC is always limited. The rating of the PEC to be installed at each CDC would be

dictated by the maximum possible Sci over the 24-hour period and across different seasons

(winter/summer) and days (weekdays/weekends).

The total demand reduction possible through PVC at a given time and the rated capacity of

the PEC depends on the aggregate demand and power-voltage dependence of each CDC and

the voltage across a CDC, all of which vary depending on the time of the day. The voltage

also depends on the location of a particular CDC on the feeder. In the subsequent chapters, a

high resolution domestic demand model is used to quantify the demand reduction with PVC

and the PEC rating required. This is first done with a random distribution of CDC mimicking

a generic LV feeder (Section 2.3) and then with the CIGRE benchmark MV/LV network

(Section 2.4).

2.3 Generic Low Voltage Feeder

The DR capability of PVC depends on the feeder configuration and the loading profile. In

this section, the DR of PVC is compared against that of VCS using a generic LV feeder

with random separation between adjacent CDCs and random distribution of loads among the

CDCs. A stochastic demand model for domestic customers in Great Britain is considered.
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2.3.1 Domestic Demand Model

The 24-hour demand profile for each domestic customer is generated using a domestic

demand model developed by the Centre for Renewable Energy Systems Technology (CREST)

[86]. The model provides household level electricity consumption with one minute resolution

by allocating the usage of 35 typical household appliances according to daily activity and

active occupancy pattern for a given number of residents, day of the week and month of the

year. It is to be mentioned that electric vehicles and heat pumps are not included here and

embedded generation (e.g. roof-top photovoltaic) are not considered in this study. A set of

24-hour total demand profiles for each appliance (Pd ) and individual domestic customers

(Ph ) are obtained by running the demand model repeatedly. Combining these demand

profiles with the ZIP load model coefficients (Zp , Ip , Pp) of the 35 appliances [87] (listed

in Table 2.1 on the next page), the aggregate active power-voltage sensitivity (nph ) for each

domestic customer is calculated by (2.14). This can be obtained by using Taylor Expansion

and neglecting high order terms given that operating voltages would be around 1.0 p.u.

nph ≈

35∑
i=1

Pdi (2 × Zpi + 1 × Ipi + 0 × Ppi )

35∑
i=1

Pdi (Zpi + Ipi + Ppi )
(2.14)

The incidence of appliances within a household over a typical winter and summer weekday

is shown in Fig. 2.3. The thick blue trace is the total active power consumption of all

appliances within the household. It can be seen that with storage heater, the maximum

demand consumption can be up to about 12 kW during winter late night. Compared with

Fig. 2.6, the aggregation effect of a CDC can be also observed.

Fig. 2.3 Incidence of appliances within a household over a typical (a) winter weekday; (b)

summer weekday
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Table 2.1 ZIP Load Model Coefficients

Appliance Type Zp Ip Pp Zq Iq Pq pf

Chest freezer 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92

Fridge freezer 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92

Refrigerator 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92

Upright freezer 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92

Answer machine 0 0 1 3.63 -9.88 7.25 -0.99

Cassette / CD Player 0 0 1 3.63 -9.88 7.25 -0.99

Clock 0 0 1 3.63 -9.88 7.25 -0.99

Cordless telephone 0 0 1 3.63 -9.88 7.25 -0.99

Hi-Fi 0 0 1 0.45 -1.44 1.99 0.97

Iron 1 0 0 0 0 1 1

Vacuum 1.18 -0.38 0.2 4.1 -5.87 2.77 0.97

Fax 0 0 1 3.63 -9.88 7.25 -0.99

Personal computer 0 0 1 0.45 -1.44 1.99 0.97

Printer 0 0 1 0 0 1 1

TV1 0 0 1 0.45 -1.44 1.99 0.997

TV2 0.16 -0.15 0.99 0.45 -1.44 1.99 0.97

TV3 0 0 1 0 0 1 0.997

VCR / DCD 0 0 1 3.63 -9.88 7.25 -0.99

TV Receiver box 0 0 1 3.63 -9.88 7.25 -0.99

Hob 1 0 0 0 0 1 1

Oven 1 0 0 0 0 1 1

Microwave 1.39 -1.96 1.57 50.07 -93.55 44.48 0.95

Kettle 1 0 0 0 0 1 1

Small cooking (group) 1 0 0 0 0 1 1

Dish washer 1 0 0 0 0 0 1

Tumble dryer 0.96 0.05 -0.01 0 0 1 1

Washing machine 0.1 0.1 0.8 1.54 -1.43 0.89 0.995

Washer dryer 0.1 0.1 0.8 1.54 -1.43 0.89 -0.91

DESWH 1 0 0 0 0 1 1

E-INST 1 0 0 0 0 1 1

Electric shower 1 0 0 0 0 1 1

Storage heaters 1 0 0 0 0 1 1

Other electric space heating 1 0 0 0 0 1 1

Lighting GIS 0.47 0.63 -0.1 1.48 -1.29 0.81 0.995

Lighting CFL -0.01 0.96 0.05 -0.1 0.73 0.37 -0.91
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Then the aggregate active power-voltage sensitivity at the i th CDC, which is used to determine

the DR capability, is obtained by (2.15) in which Nh is the number of domestic customers

within a CDC.

npi ≈

Nh∑
k=1

Phk × nphk

Nh∑
k=1

Phk

(2.15)

To validate the approximation of power voltage sensitivities aggregation, a numerical compar-

ison of the power consumption of 50 customers at Vmin is given in Fig. 2.4. The blue trace

represents the actual power consumption calculated by the summation of each appliance

while the red trace is the approximation using (2.14) and (2.15). The marginal difference

between the two traces confirms the effectiveness of the approximation.
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Fig. 2.4 Numerical comparison of the power consumption of 50 customers at Vmin

2.3.2 Demand Reduction Capability

To compare the DR capability of PVC and VCS, a generic radial LV feeder with random

distribution of loads among CDC and random length of feeder sections is considered to

obtain a general range of possible ΔDR under various network configurations. A fixed length

(Zf ) and typical line parameters [88] of the LV feeder are considered while the number of

CDC is varied between 5 and 20 [88]. The loading of each CDC and the length of each

feeder segment (between adjacent CDCs) are varied randomly between ±50% of their values

corresponding to an uniform distribution. The total DPD of the feeder is also varied between

±50% of the nominal value. These are summarised in Table 2.2.
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Table 2.2 Parameter Range for Demand Reduction Calculation

Parameter Range

Total diversified peak demand (PT ) 0.5 - 1.5 p.u.

Number of CDC (Nc) 5 - 20

Loading of each CDC 0.5PT /Nc - 1.5PT /Nc

Length of feeder segments 0.5Zf /Nc , 1.5Zf /Nc
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Fig. 2.5 Calculation of demand reduction capability
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The DR capability is calculated by looping through the variation in the above parameters

as shown in Fig. 2.5. Starting from the outer loop, Loop 1, 2 and 3 varies the total DPD

of the entire feeder, the number of CDC and distribution of loading between them, respec-

tively. This encompasses a wide range of LV feeder configurations including a dense urban

or a spare rural network. The upstream MV network is represented by its Thevenin equivalent.

The results shown in Figs. 2.6 to 2.9 correspond to typical winter and summer weekdays. A

fixed total DPD (1.0 p.u.) and number of CDCs are considered to filter out the trends. Each

figure consists of three traces representing the upper boundary (UB, 95 percentile), median

value (50 percentile) and lower boundary (LB, 5 percentile) of the results considering the

variations.
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Fig. 2.6 Aggregate active power consumption and active power-voltage exponent at CDCs

for winter and summer weekdays

Fig. 2.6 shows the 24-hour variation of active power consumption (Pl ) and active power-

voltage exponent (np) aggregated at the CDC level. The three traces show the variability in

Pl , np between different CDCs. The UB of P is nearly 3 times the LB which corresponds

to the range set in Table 2.2. The DPD across the day is larger for winter weekdays than

summer with a prominent effect of electric heating (higher Pl and np) during the winter

nights. According to a survey conducted by UK Department for Business, Energy and
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Industrial Strategy [89], 8% of the domestic customers use electric heating including 3%

storage, 4% non-storage and 1% portable heaters. Similar percentages are reflected if the

CREST model is run sufficiency large number of times.

The time variation of voltage across the CDCs, shown in Fig. 2.7, is consistent with the

loading of CDC in Fig. 2.6. The three traces in CDC voltage profiles represent the variability

due to different electric proximity to the substation. The MV/LV transformer secondary tap

position is maintained at 1.05 p.u. to avoid under-voltage at the far end of the feeder.
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Fig. 2.7 Voltage across CDCs for winter and summer weekdays

Fig. 2.8 shows the DR capability of PVC and ΔDR for typical winter and summer weekdays.

As mentioned before, a negative value of ΔDR denotes DR capability of VCS is less than

that of PVC according to (2.6). During the winter weekdays, DR capability of PVC varies

between 2% to 7% of the DPD across the 24-hour period. The DR capability of VCS is 40%

to 55% less during most part (around 22:00-17:00 hours) of the day. During peak demand

hours (around 17:00 - 22:00), the DR capability of VCS is much less with ΔDR touching

-100% in some cases. This denotes that VCS totally loses its DR capability as the voltage at

the far end of the feeder is below the lowest stipulated limit. Without electric heating, the DR

capability of PVC would be less during the winter nights but the comparison against VCS

(ΔDR) would still be similar.

For summer weekdays, the maximum capability of PVC is around 6% while the minimum

can be as low as around 0.5% due to the very light loading during the late night and early

hours of the day. The capability of VCS for other time of the day is still around 40% to 55%
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Fig. 2.8 Demand reduction (DR) capability of PVC and comparison with that of VCS (ΔDR)

for winter and summer weekdays

less except some instances during the late evening peak where DR with VCS could be up to

about 80% less.

2.3.3 Power Electronic Compensator Power

Improved DR capability of PVC comes at the expense of requirement of PECs at each CDC.

Fig. 2.9 shows the variations in the total apparent power processed by the PECs to achieve

the DR shown in Fig. 2.6. This is expressed as a percentage of the diversified peak apparent

power demand of the feeder. Overall, about 2-12% of the power is processed by the PECs

although the power through a particular PEC would depend on the loading level and active

power-voltage exponent. It is interesting to note that during winter night hours, PVC offers

higher DR capability with less power through PEC. This is due to relatively less loading (i.e.

higher CDC voltages) and higher power-voltage exponent as discussed earlier in Section 2.2.

The data points close to the upper bound (UB) trace correspond to the CDCs located close to

the MV/LV transformer while those near the lower bound (LB) trace are CDCs at the far end

of the feeder. The rating of each PEC is decided based on their individual maximum power

processed over a range of winter and summer days as clarified further in Section 2.4.
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Fig. 2.9 Total apparent power processed by the power electronic compensators (PECs) for

winter and summer weekdays

2.3.4 Sensitivity Analysis

The impact of varying loading and different number of CDCs connected to the feeder is

considered here.

Loading Condition

The total DPD of the feeder is varied between ±50% of the nominal value to capture the

impact of loading on DR capability of PVC.

Fig. 2.10 shows the results for peak (17:00-22:00) and off-peak (22:00-17:00) demand hours

for winter weekdays. Although the DR capability of PVC reduces with higher loading, its

effectiveness over VCS (ΔDR) actually increases. In fact, VCS would totally lose its DR

capability for most part of the peak hours when the loading is high.

The sum of the maximum power processed by individual PECs connected at various CDCs

are shown in Fig. 2.10 for peak and off-peak demand hours separately. The PEC power is

less for higher loading due to the reasons mentioned above.

Number of CDC

The number of CDCs served by the LV feeder is varied between 5 to 20 keeping the total

DPD fixed at 1.0 p.u. For a fixed loading, the voltage drop across the feeder is expected to be

less for higher number of CDCs resulting in reduced difference between the DR capability

of PVC and VCS. This trend could be observed in Fig. 2.11. For 15 or 20 CDCs, in some
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Fig. 2.11 Impact of number of CDCs on demand reduction (DR) capability

instances (as shown by the outliers) VCS offers similar (or even higher) DR capability as

PVC during the off-peak demand hours. However, the impact of varying the number of
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CDCs numbers is not as significant as changing the loading level which is consistent with

the analysis provided in Section 2.1.

2.4 CIGRE Benchmark MV/LV Network

2.4.1 Network Description

The CIGRE European benchmark medium- and low-voltage (MV/LV) network [90] shown in

Fig. 2.12 is considered in this section to further validate the general range of ΔDR achieved

from the generic LV feeder in Section 2.3. The aggregated load at each MV bus is split

into commercial/industrial loads and multiple parallel CIGRE benchmark LV feeders each

containing 5 cluster of domestic customers (CDCs). The number of domestic customers

connected at R11, R15-R18 are 14, 47, 50, 32, 42, respectively based on the DPD in [90].

The total DPD is 5.5 MVA with 70% domestic loads connected to the LV feeders and 30%

commercial/industrial loads at the MV level [90]. As a high-resolution demand model (such

as in [86]) for commercial and industrial customers is not readily available, the power-voltage

dependence of only the domestic customers is considered for this study to ensure a fair

comparison between PVC and VCS.
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Fig. 2.12 CIGRE LV/MV benchmark network
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The aggregated active power consumption (P ) and the corresponding active power-voltage

exponent (np) of the CDCs for winter and summer weekdays are shown in Fig. 2.13. As

in Section 2.3, these are obtained from the high-resolution domestic demand model [86].

The traces denote the upper boundary (UB, 95 percentile), median value (50 percentile) and

lower boundary (LB, 5 percentile) of the results.

0 3 6 9 12 15 18 21 24
Hour of day

0

20

40

60

P
 p

er
 C

D
C

 (
kW

)

(a) Winter Weekdays

UB (95 pc)

Median

LB (5 pc)

0 3 6 9 12 15 18 21 24
Hour of day

0

20

40

60

P
 p

er
 C

D
C

 (
kW

)

(b) Summer Weekdays

0 3 6 9 12 15 18 21 24
Hour of day

0

0.5

1

1.5

2

n
p
 p

er
 C

D
C

(c) Winter Weekdays

0 3 6 9 12 15 18 21 24
Hour of day

0

0.5

1

1.5

2

n
p
 p

er
 C

D
C

(d) Summer Weekdays

Fig. 2.13 Aggregate active power consumption and active power-voltage exponent at CDCs

for winter and summer weekdays

The voltages across CDCs, shown in Fig. 2.14, are relatively low compared to the case study

with a generic LV feeder in Section 2.3. This is evident during 1) winter peak hours (17:00

- 22:00) (in some cases below 0.95 p.u.) due to a higher loading condition and 2) daytime

(around 8:00 - 15:00) due to the presence of commercial/industrial loads at the MV level.

2.4.2 Demand Reduction Capability

The DR capability of PVC and VCS are compared in Fig. 2.15. PVC can provide a DR

of 100 kW to 180 kW (out of about 4.5 MW, DPD of the domestic sector) depending on

the time of the day for both winter and summer weekdays. Variation of DR capability

throughout a day is similar to that in Section 2.3 but with a smaller difference between

UB and LB due to a fixed network configuration here unlike the generic LV feeder in

Section 2.3. In practice, the system operators could rely on the LB of the DR capability
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Fig. 2.14 Voltage across CDCs for winter and summer weekdays
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Fig. 2.15 Demand reduction (DR) capability of PVC and comparison with that of VCS

(ΔDR) for winter and summer weekdays

as this amount of DR is ‘very likely’ to be available even after considering all the variabilities.

The DR capability of VCS is significantly less (lower negative values of ΔDR) for the

CIGRE benchmark MV/LV network compared to the generic LV feeder which is mainly due

to relatively low CDC voltage as a result of higher loading. During the peak demand hours,

VCS cannot produce any DR as the voltage at the far end of certain LV feeder(s) violates
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Fig. 2.16 Rating of power electronic compensators (PECs) at different buses across all the

LV feeders with 155 clusters of domestic customers (CDCs)

the stipulated lower limit. During other times of the day, the DR capability of VCS is also

limited due to large voltage drops caused by the commercial/industrial loads. For instance,

when the commercial/industrial loads peak between 8-9 am [90], the DR capability of VCS

is virtually zero. The LV feeders are connected to the MV network (bus 3-6, 8, 10-11 and

14) at different electrical distances from the primary (110/20 kV) substation. This leads to

a much wider range of ΔDR as compared to the previous section where a fixed equivalent

impedance was used to represent the MV network.

2.4.3 Power Electronic Compensator Rating

The rated capacity of the PEC required at each CDC is determined by the maximum power

processed. These are shown in Fig. 2.16 separately for each bus (R11, R15-R18) considering

all the 31 LV feeders with a total of 155 CDCs. The CDCs at R16 of all the LV feeders

require a larger PEC rating due to high DPD and relatively small electrical distance from the

MV/LV transformer. The rating of the PECs at different CDCs vary between 2-5 kVA which

is less than 10% of the DPD of the respective CDC.

The total rated capacity of the PECs required for the CIGRE MV/LV network is around 500

kVA. Considering a conservative figure of $150/kVA [91] for a typical low voltage single

phase converter, the investment in deploying the PECs would be around $75K. This could be

recovered by utilising the DR capability of PVC to reduce the conventional operating reserve

(OR) requirement and thus, decrease the OR availability (or holding) fees and OR utilisation
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fees paid to conventional OR providers. The saving in OR utilisation fees depends on the

actual balancing requirements of the system which varies with the proportion of intermittent

renewable generation, available storage capacity etc. Summing up the hourly average of

lower bound of DR capability of PVC (shown in Fig. 2.15 (b) and (c)) for various days

(summer, winter, weekdays, weekends), the total yearly DR capability turns out to be 1030

MWh. Considering an OR holding fee of £6/MW/h [92] (although this varies depending

on market condition) the payback period for the investment in PECs would be around 8-9

years using the current exchange rate of £1=$1.4. Note that this is based on the saving in OR

holding fee only. A more realistic estimation of the payback period is given in Chapter 3 in

which the economic benefits come from the savings in system operation cost as the DR from

PVC can be utilised to provide enhanced frequency response which reduces or eliminates the

need for such a service from other sources such as battery energy storage.

2.5 Conclusion

Recent trials in Great Britain have shown that up to about 3 GW of system wide demand

reduction (DR) is possible through voltage control at (primary) substation (VCS) alone [49].

This chapter confirms that such a large DR using VCS might not be possible under high

loading. The DR capability of VCS is found to be 40-60% lower than that of point-of-load

voltage control (PVC) for most part of the day and even less (up to 100% less) during the

peak demand hours. Higher DR with PVC is achieved with power electronic compensators

(PEC) rated at only about 10% of the diversified peak demand resulting in a reasonable

payback time on investment. A high resolution domestic demand model, a generic LV feeder

and a CIGRE benchmark network are considered to generalise and substantiate the above

findings. In Chapter 3, the approach proposed in this chapter is extended and applied to

estimate the DR provision from PVC in urban domestic sector across the Great Britain.

In future, loading of distribution networks would increase drastically during certain times

of the day due to rise in distributed generation (e.g. roof-top solar) and electrification of

heat and transport. During these periods, DR capability of VCS would be seriously limited

(even becoming zero) necessitating PVC as demonstrated in this chapter. Use of PVC would

reduce the need for operating reserve from various sources (e.g. energy storage etc.) and

thereby, facilitate large-scale integration of intermittent renewable energy sources such as

wind and solar power.





Chapter 3

Value of Point-of-load Voltage Control in
Great Britain Power System

A significant amount of demand reduction (DR) can be achieved from point-of-load voltage

control (PVC) as presented in Chapter 2. This chapter aims to further substantiate the benefits

of PVC by by looking ahead at the Great Britain (GB) power system in 2030: 1) extending

the approach presented in Chapter 2 to estimate DR provision from PVC in the urban domes-

tic sector of the Great Britain; and 2) quantifying the economic value in terms of reduced

system operation cost and the payback period for the upfront investment in deploying PVC.

A stochastic unit commitment (SUC) model with constraints for secure post-fault frequency

evolution [93] is used for the above analysis.

Enhanced Frequency Response (EFR) was introduced by National Grid GB in 2017 [94]

which is predominantly aimed at energy storage assets to provide frequency response within

1 second. PVC with PECs allows much shorter response time, making it an ideal option for

providing EFR. Thereby, the value of PVC is evaluated through providing EFR service in this

chapter. The effectiveness of increasing the demand for higher EFR provision or reducing

it for energy saving when less (or zero) EFR is required to complement the role of battery

energy storage system (BESS) is also demonstrated. The SUC model was developed by my

colleague Mr Luis Badesa as part of a collaboration.
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3.1 Estimation of Enhanced Frequency Response from Point-
of-load Voltage Control

3.1.1 Approach

An outline for estimating the EFR provided by PVC in the urban domestic sector in the future

GB system is given in Fig. 3.1. The estimation is mainly based on three items: 1) the overall

demand profiles, including the base demand along with electric vehicle (EV) and heat pump

(HP) profiles, obtained from the Future Energy Scenarios published by National Grid [95];

2) high-resolution domestic demand models [86]; and 3) generic MV and LV networks for

the GB developed by Centre for Sustainable Electricity and Distributed Generation [96] and

CIGRE [88], respectively. It should be noted that no embedded generation is considered in

the scenarios for simplicity. A detailed description of the process is as follows:

Step1: Determine the number of households

Average Domestic Energy Consumption

Load Factor (0.5)

UK 2030 GW annual energy consumption
(Base Demand: 344TWh),

DPD of each MV load node in UK GDS 

Peak Demand of Domestic Sector 
for Each MV Node

DPD of Single Household (0.9kW)
Nh

Step2: LV network configuration

Step3: Obtain demand profiles for CDCs

Determine downstream LV network based on Nh

ZIP coefficients & 
power factor of 35 
typical appliances

CREST 
demand 
model

Aggregate at single 
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Aggregate at 
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Fig. 3.1 An outline for estimating EFR from PVC in the urban domestic sector across GB
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Step 1: This part is to determine the number of domestic customers (Nh ) for each MV node

within the GB generic urban distribution network. The MV network model representing a

typical UK urban underground distribution system [96] shown in Fig. 3.2 is used here. This

is an 11 kV urban network fed from a 33 kV supply point. Downstream LV networks are

connected at the ‘green dots’ shown in the figure. The average domestic energy consumption

for each MV node is obtained by scaling down from the total base demand across GB by

a factor (denoted by SF) which is the ratio between the diversified peak demand (DPD) of

individual MV node and that of the peak demand of GB (excluding EV and HP). The peak

demand of domestic sector for each MV node is then calculated using the average domestic

energy consumption (assuming 37% of the total coming from domestic sector [97]) and a

load factor of 0.5 [98]. The number of domestic customers for a particular node is obtained

by dividing peak domestic demand at that node by the average DPD of a single household

(0.9 kW) [99].

Fig. 3.2 GB generic urban distribution network MV model

Step 2: The downstream LV network configuration is then designed based on the calculated

Nh . To be more specific, the generic ‘highly urban network’ and ‘urban network’ from [88]

are adjusted by taking a subset of the whole network to fit in the determined Nh . An example

of an LV network is shown in Fig. 3.1. Each CDC is then formed by 12 to 48 domestic

customers [88] at every single LV node.

Step 3: By running the stochastic demand model by the Centre for Renewable Energy

Systems Technology repeatedly [86], the demand profile can be generated, including the
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detailed consumption of 35 typical household appliances for each domestic customer consid-

ering daily and seasonal variations. Combined with the ZIP load model coefficients of the

35 appliances [87], the demand and power-voltage sensitivity profiles are aggregated from

appliance level to single domestic customer level, and then to CDC level.

Step 4: Taking the domestic demand profiles out of the scaled-down base demand of each

MV node, the rest are assumed to be industrial and commercial customers, all located at the

11 kV side. The EV and HP loads are also scaled down according to the number of domestic

customers at each LV node. The original EV and HP profiles are almost in line with the

demand profile of a CDC, referred to as the ‘Non-Smart Case’. Another scenario, called the

‘Smart Case’ in which the EV and HP consumption are optimised for peak shaving [100], is

also considered as a more likely situation for the future and is shown in Fig. 3.3. It should be

mentioned that all industrial and commercial demand are assumed to be non-responsive to

voltage change due to lack of power-voltage sensitivity data while EV and HP typically have

negligible voltage dependence.
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Fig. 3.3 Demand profiles of a CDC as well as EV and HP loads for a typical winter day (a)

Smart Case; (b) Non-Smart Case

Step 5: An on-load tap change scheme is applied to the primary substation to control the

secondary voltage within target voltage with a deadband of 1.5%. The target voltage is

designed based on a load drop compensation scheme [101] as in Table 3.1. Primary voltages

are taken from [87] to avoid a detailed modelling of the upstream (> 33 kV) network. For

secondary substations, a seasonal off-load tap change scheme is adopted, in which the tap

position is +5% for winter and +2.5% for the rest of the year.
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Table 3.1 Target voltage boost considering load drop compensation, where nominal target

voltage is 1.0 p.u.

Loading (kVA) 0-10 10-15 15-20 >20

Boost (%) 0% 1% 1.5% 2%

Step 6: Based on all the above assumptions and configurations, the EFR (which is the same

as DR in Chapter 2) provided by PVC (denoted by EFRPVC) for the urban network is

calculated by (2.4) in Chapter 2 and scaled up across GB using the ratio between DPD of

the MV network (24.274 MW) and peak of base GB demand (excluding EV and HP) which

is 59.146 GW. A conservative correction factor is applied to the final results to account for

urban domestic demand only. This factor (74.55%) is determined by population distribution

(about 83% urban vs. 17% rural) [102] and extreme cases for energy consumption per head

(1.5 MWh for urban vs. 2.5 MWh for rural) [103]. Note that the exact EFR available from

PVC could be smaller during a contingency such as generation outage when the voltages

in electric vicinity of the outage are generally lower than normal. However, such voltage

reduction is typically confined within a small region and therefore, will only have marginal

impact on the overall EFR available from PVC across GB.

3.1.2 Enhanced Frequency Response Capability with Point-of-load Volt-
age Control

In this section, the EFR capability of PVC in the urban domestic sector for the ‘Smart Case’

of 2030 Green World (GnW) scenario is presented and analysed. The characteristics of this

2030 GnW scenario are discussed in Section 3.2.2.

The voltage profiles across all CDCs for the 2030 GnW ‘Smart Case’ are given in Fig. 3.4,

while the comparison between EFR provision with PVC and that with voltage control at

substation (VCS) is as shown in Fig. 3.5. The three traces in each subplot represent the upper

boundary (UB, 95 percentile), median value and lower boundary (LB, 5 percentile) of the

results considering daily variations within that season.

The voltages for all CDCs across the year are well within the stipulated range of 0.94 to 1.1

p.u., as defined in standard BS EN 50160 [84]. Note that the lower limit for voltage reduction

is 0.95 p.u. to allow for a further 0.01 p.u. voltage drop within a CDC. The three traces in

Fig. 3.4 reflect the electric proximity to the substations. The width between upper and lower

boundaries of winter and spring is larger than that of summer and autumn due to different
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Fig. 3.4 Voltage across CDCs for the 2030 GnW ‘Smart Case’

loading levels.

Fig. 3.5 shows that EFR capability provided by PVC ranges from about 0.1 to 1.9GW

throughout the year, accounting for 0.5% to 9.4% of the domestic DPD of the corresponding

day. Available EFR peaks during 18:00 to 22:00 for all seasons mainly due to high loading

levels along with voltage-reduction room for a considerable number of CDCs. In winter and

some days of spring and autumn, there is a significant amount of EFR available between

midnight and early morning (6 am) due to the presence of electric space heating and also a

relatively large room for voltage reduction. However, the number of households which has

got the space heating turned on during this time varies a lot between the days of a particular

season which causes the variability (the difference between UB and LB) in EFR even during

12 am - 6 am. This variability would be less if the results are shown for individual month

instead of seasons.

In contrast to PVC, available EFR through VCS varies from 0 to about 0.85GW. An index

‘ΔEFR’ as defined in (3.1) further quantifies this comparison. As shown in Fig. 3.5, the

EFR availability from VCS is at least 50% lower than that from PVC throughout the year. In

some instances, ΔEFR reaches -100%, indicating that VCS completely loses its capability

of providing EFR as the voltage at the far end of the feeder is below the allowable limit.
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ΔEFR(%) =
EFRVCS – EFRPVC

EFRPVC
× 100% (3.1)

Besides the lower EFR capability aspect, another two disadvantages of implementing EFR

via VCS are: 1) parallel feeders with different loading (i.e. voltage drop) could further

seriously limit the overall capability of VCS; and 2) the delivery time of EFR should be

within one second, which means the VCS would require a large PEC at the substation whose

limited fault current capability weakens the feeders.

3.1.3 Investment in Power Electronic Compensators

The rating of the PEC required at the i th CDC is determined by rounding up the maximum

power processed by the PEC (as calculated by (2.13) in Chapter 2) to a whole number. For

the 2030 GnW ‘Smart Case’, the required PEC rating ranges from 4 to 14 kVA for each

CDC, accounting for 6% to 17% of the DPD of respective CDC. This percentage is higher

compared to that presented in Chapter 2 as schemes like on-load tap change and load drop

compensation etc. are considered. The total required rating would be about 6.6 GVA across

the GB if all urban domestic customers are equipped with PECs for PVC.

According to [91], the typical price of single-phase converters is $140/kW but could vary from

$60/kW to $220/kW while the maintenance cost is about $10/kW per year. The variability

in the converter cost (including maintenance cost) is considered to determine the range of

payback period in Section 3.2.3 with an exchange rate of £1=$1.25. Note that the customers

under PVC do not have to be compensated as the supply voltages will be maintained within

the stipulated limits. In fact, the PECs used for PVC can help optimise the supply voltage to

maximise customer benefit (e.g. PowerPerfector deployed in the commercial sector) when

system services (e.g. EFR) are not necessary.

3.2 Value of Enhanced Frequency Response from Point-of-
load Voltage Control

In this section, the benefits of PVC in providing EFR under both normal mode and fully

controllable mode are quantified, considering daily and seasonal capability variations ob-

tained from Section 3.1.2. In the normal mode, the capability of EFR delivery depends

on the original demand consumption and would not be activated unless there is a need

for EFR provision. The fully controllable mode is referred to the case in which the urban
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domestic demand is adjusted hourly to consume more/less (within stipulated voltage range)

as necessary to offer more/less EFR.

3.2.1 Methodology

The frequency-constrained SUC model proposed in [93] is applied here for assessing the

value of implementing PVC in the urban domestic sector. The model simultaneously opti-

mises energy production as well as provision of primary frequency response (PFR) and EFR

in the light of wind generation uncertainties.

Uncertainties are modelled using a scenario tree, which represents user-defined quantiles

of the distribution of the stochastic variable as described in [104]. A rolling scheduling is

applied here: for each time step (Δτ(n) = 1h in our case), a scenario tree covering a 24-hour

horizon is built and the SUC optimisation over all nodes in the scenario tree is computed

correspondingly. Only the here-and-now decisions in the current-time node are preserved

with all future decisions discarded. This process is repeated for each time step. A schematic

diagram of a scenario tree is shown in Fig. 3.6.
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Fig. 3.6 Example of a scenario tree used in the SUC model

The objective is to minimise the expected operation cost:

∑
n∈N

π(n)

⎛
⎜⎝∑

g∈G

Cg (n) + Δτ(n)
[
clsPLS(n)

]⎞⎟⎠ (3.2)

in which the operating cost of generator g in node n (Cg (n)) is given by (3.3) and the latter

term represents the load shed penalty. Note that the variables in (3.2) to (3.8) in italics
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represent decision variables while the others denote constants and parameters. π(n) and

Δτ(n) are the probability of reaching node n and the time-step corresponding to node n . cls,

cst
g , cnl

g and cm
g stand for load shed penalty, startup, no-load and marginal cost of generating

units g while PLS, Pg , N sg
g and N up

g denote load shed, power produced by unit g and the

number of units start generating and online in node n respectively.

Cg (n) = cst
g N sg

g (n) + Δτ(n)
[
cnl
g N up

g (n) + cm
g Pg (n)

]
(3.3)

The objective function is subject to a series of constraints. Only the load-balance and

frequency-security constraints are listed here as they are directly associated with the intro-

duction of PVC. For all other operating constraints of thermal plants and storage, readers

are advised to refer to the Appendix of [105]. Index n is omitted in following equations for

simplicity.

The load-balance constraint is given by:

∑
g∈G

Pg +
∑
s∈S

Ps + PWN – PWC = PD + PPVC – PLS (3.4)

where PD denotes all demand in the system except the urban domestic customers with PVC;

PWN, PWC and Ps are total available wind power, wind curtailment and power provided

by storage unit s . In the normal mode, PPVC is the demand equipped with PVC and it is a

constant for each node while in the fully controllable mode, the demand becomes a decision

variable (PPVC) within boundaries of [PPVC
min , PPVC

max ].

Frequency security constraints that guarantee RoCoF, quasi-steady-state and nadir require-

ments are given by equations (3.5) to (3.7), in which Pmax
L and HL are the largest power

infeed and the corresponding inertia constant, as deduced in [93]:

H =
∑
g∈G

Hg · Pmax
g · N up

g – Pmax
L · HL ≥

∣∣∣∣∣ Pmax
L · f0

2 RoCoFmax

∣∣∣∣∣ (3.5)

RG + RE ≥ Pmax
L (3.6)

(
H
f0

–
RE · Te

4 ·Δfmax

)
· RG ≥

(
Pmax

L – RE

)2 · Tg

4 ·Δfmax
(3.7)
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where:

RE = EFRPVC + EFRS (3.8)

EFRS ≤ P̄s – Ps (3.9)

Note that virtual inertia from wind is not considered and the expression in (3.7) neglects load

damping for simplicity. RG corresponds to total PFR from all generators while EFR (RE )

is provided by both storage units and urban domestic demand with PVC, as in (3.8), where

the maximum value of EFRPVC is obtained by (2.4) as described in Section 3.1 and EFRS
is limited by the difference between maximum discharge rate (P̄s) and actual discharge

rate/power output (Ps). For example, a BESS with 0.5GW capacity can provide up to 1GW

of EFR if it is fully charging (i.e. Ps = – 0.5GW), and 0GW if it is fully discharging.

Due to the non-linearity of (3.7), a linearisation method is required to be implemented in a

Mixed-Integer Linear Program. Readers are advised to refer to [93] for further details.

With the above methodology, the value and the corresponding payback of PVC is quantified

by computing the reduction in system operating cost. The benefits in CO2 emission and

wind curtailment reduction are also presented.

3.2.2 Scenarios

Two future scenarios for GB’s generation and demand, i.e. 2030 Slow Progression (SwP)

and 2030 Green World (GnW), are considered here. These two scenarios are taken from

a report on conflicts and synergies of demand side response [106], in which the GnW is

aligned with a Department of Energy and Climate Change (DECC) scenario while the SwP is

a world developed by [106] based on today’s trajectory. The peak demand for the 2030 GnW

‘Non-Smart Case’ and ‘Smart Case’ are respectively of 78.6 and 76.2GW, while for the 2030

SwP scenario the numbers become 66.5 and 65.5GW. The installed wind capacity is of 72.8

and 41.8GW for 2030 GnW and SwP, respectively. The configuration and characteristics of

the main thermal plants are summarised in Table 3.2. A biomass plant of 1.75GW-rating

is also present in both scenarios, while five additional coal units with Carbon Capture and

Storage capabilities are also included in the 2030 GnW case, with a rating of 0.7GW each.

It is to be noted that there are more Coal and OCGT units in GnW than that in SwP as

the installed wind capacity is much higher in GnW which would require more frequency

response services from conventional plants. Also, no specific prices for frequency services

(PFR, EFR) are considered in the SUC model as the idea is to understand the real value of
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different services, not considering the particular characteristics of a market.

Table 3.2 Characteristic of Main Thermal Plants

Nuclear CCGT OCGT Coal

Number of Units (2030 SwP) 5 94 33 0

Number of Units (2030 GnW) 6 70 75 4

Rated Power (MW) 1800 467 205 836

Min Stable Generation (MW) 1800 233.5 82 292

No-Load Cost (£/h) 391 2641 11328 4474

Marginal Cost (£/MWh) 4.82 68.75 195.12 86.6

Startup Cost (£) 49362.5 32000 0 21000

Startup Time (h) N/A 4 0 4

Min Up Time (h) N/A 4 1 4

Min Down Time (h) N/A 0 1 0

Inertia Constant (s) 5 5 5 5

Max PFR deliverable (MW) 0 233.5 40 300

Emissions (kgCO2/MWh) 0 394 557 925

Besides, a pumped storage unit with 10GWh capacity, 2.6GW rating and 75% efficiency is

also present in both scenarios, corresponding to the Dinorwig unit in GB. Along with PVC

in the urban domestic sector, Battery Energy Storage Systems (BESS) with a 2.5GWh tank,

0.5GW rating and 90% round-trip efficiency also serves to provide EFR. The delivery time of

EFR (Te) and PFR (Tg) are 0.5s and 10s respectively. The largest infeed power loss (Pmax
L )

is 1.8GW and the load shed penalty (cls) is £50k/MWh. Dynamic frequency requirements

are: Δfmax = 0.8Hz, Δf ss
max = 0.5Hz and RoCoFmax = 0.5Hz/s. The optimisation problem

was solved with FICO Xpress 8.0, linked to a C++ application via the BCL interface [107].

3.2.3 Point-of-load Voltage Control in Normal Mode

Under the normal mode, PVC would not be utilised (or activated) i.e. voltage (and hence,

actual power consumption) of the CDCs would not actually be reduced to the minimum

stipulated limit. The maximum capability of providing EFR is determined by reducing

all CDCs’ voltages to the minimum stipulated value, as obtained in Section 3.1.2. In this

subsection, the benefits of PVC are shown for different percentages of urban domestic loads

under PVC for all scenarios.
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System Operation Cost

The operation costs (in £b) for the Non-Smart and Smart cases in the 2030 GnW and SwP

scenarios with 0%, 30%, 60% and 100% of urban domestic customers under PVC are pre-

sented in Fig. 3.7. With 100% of urban domestic loads with PVC, the maximum operation

cost saving can be as high as £0.72b in the 2030 GnW ‘Non-Smart Case’ while the mini-

mum number is about £0.23b in the 2030 SwP ‘Smart Case’. The cost reduction is due to

PVC’s displacement of conventional thermal generators for providing frequency response to

a certain extent. The higher cost saving observed in the GnW scenario and ‘Non-Smart Case’

can be explained as, in these circumstances, there would be larger variations in differences

between wind generation and the demand, which increases the need for (and value of) EFR.
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Fig. 3.7 Operation cost and payback period for (a) 2030 GnW Non-Smart Case; (b) 2030

GnW Smart Case; (c) 2030 SwP Non-Smart Case; (d) 2030 SwP Smart Case

Along with the operation cost, the payback period (PP) is shown as well, considering the

investment in PVC as calculated in Section 3.1.3. Depending on the percentage of loads

with PVC, the payback period ranges from 0.3 to 3.3 years for 2030 GnW and 1 to 6.7 years

for 2030 SwP, respectively considering a range of converter price. The increase in payback

period with increasing percentage of loads with PVC points to a saturation effect, i.e. the

first megawatts of EFR from PVC generate the highest economic value for the system. It is
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Fig. 3.8 24-hour dispatch profile for different types of generation and frequency response for

a day with low net-demand in 2030 GnW SC

to be noted that the calculated payback periods are still conservative as the cost savings do

not include carbon price, for example. Moreover, only single-phase PECs are considered

which have higher price in $/kW compared to three-phase PECs (as outlined in [91]) which

makes the payback period even more pessimistic.

To further get useful insight into the cost savings realized through PVC, the dispatch profiles

for two days with low and high net-demand (demand minus wind accommodated) are shown

in Figs. 3.8 and 3.9. It is to be noted that subplots 3.8 (b) and 3.9 (b) represent the extra

power generated by each type of generation with 100% PVC compared to the case without

PVC. Following observations can be made from Figs. 3.8 and 3.9:

a) During low net-demand periods in Fig. 3.8, the benefit of using PVC for EFR provision

is very high as it reduces the number of online part-loaded coal and CCGT units that are

otherwise required to provide PFR to accommodate more wind generation. As shown in Fig.
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Fig. 3.9 24-hour dispatch profile for different types of generation and frequency response for

a day with high net-demand in 2030 GnW SC

3.8, both number of online coal and CCGT units and their power output are significantly

reduced while more wind is accommodated. b) During high net-demand periods in Fig. 3.9,

the reduction in operation cost from implementing PVC is moderate but still noticeable. The

cost saving in this case mainly comes from relieving CCGTs from the PFR duty so that less

generation from expensive OCGTs is required to supply the load. As shown in Fig. 3.9, the

number of online OCGT units and their power output is much less between 8:00 and 22:00

when PVC provides EFR. c) The EFR scheduled from BESS is lower in presence of PVC

for both high and low net-demand, referred to Figs. 3.8 (f) and 3.9 (f). This means that the

BESS can be used more frequently for energy arbitrage instead of providing EFR, which is

another key advantage of the PVC.
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Wind Curtailment

Besides the economic value, the benefits of EFR from PVC to accommodate wind generation

are shown in Fig. 3.10, in terms of average wind curtailment percentage with respect to the

available wind power throughout the year. With 100% of urban domestic loads equipped with

PVC, the wind accommodation capability can be increased by about 1.1% and 0.82%, for

the 2030 GnW and SwP scenarios, respectively. Although this number may seem marginal,

it could increase the wind energy capture up to around 3.3TWh per year for the 2030 GnW

‘Smart Case’.
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(c) 2030 SP Non-Smart Case
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(d) 2030 SP Smart Case
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Fig. 3.10 Average wind curtailment (% of available wind) for (a) 2030 GnW Non-Smart

Case; (b) 2030 GnW Smart Case; (c) 2030 SwP Non-Smart Case; (d) 2030 SwP Smart Case

CO2 Emission

Additionally, the environmental benefits of EFR from PVC are also evaluated in terms of

carbon emissions. The average system emission rate is calculated by the ratio between total

system emissions and the overall demand. The emission rates for each type of generation, as

given in Table 3.2, are considered to calculate this ratio, using the generation output for each

thermal unit from the solution of the SUC. As can be seen in Fig. 3.11, the CO2 emission

reduction for the 2030 GnW scenario can be 2 to 3 times than that in the 2030 SwP scenario.
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(c) 2030 SP Non-Smart Case
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(d) 2030 SP Smart Case
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Fig. 3.11 Avoided CO2 emissions (g/kWh) for (a) 2030 GnW Non-Smart Case; (b) 2030

GnW Smart Case; (c) 2030 SwP Non-Smart Case; (d) 2030 SwP Smart Case

This results can be explained by the fact that PVC in the domestic sector is displacing

traditional thermal generators for providing frequency response, and the requirement for

response increases for higher wind penetration levels.

3.2.4 Point-of-load Voltage Control in Fully Controllable Mode

The fully controllable mode allows to increase the load power consumption beforehand in

order to provide more EFR, at the expense of more energy consumption during a certain

period of time. Intuitively, the increase in demand will give rise to energy cost as well.

However, if the increased consumption can be covered with extra wind generation that is

accommodated, which is clean and has zero marginal cost, it can actually be cost-effective.

This mode also enables demand with PVC to consume more flexibly, i.e. consume less when

net demand (ND, demand minus wind accommodated) is high (less EFR required), which

adds additional operation cost reduction by energy saving in this case compared with the

normal mode. The above analysis is demonstrated in Fig. 3.12, where all ‘Case B’ show a

further reduction in operation cost with a maximum of £0.19b under the 100% PVC equipped

level. It’s interesting to point out that the operation cost of Case B with 60% urban domestic
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demand with PVC is even less than that of Case A with 100% PVC equipped level.

A comparison between provision of EFR from PVC under the normal mode (referred to as

‘Case A’) and that under the fully controllable mode (referred to as ‘Case B’) in terms of

economic value for the 2030 GnW ‘Smart Case’ is presented in Fig. 3.12.
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Fig. 3.12 Operation cost and payback period for 2030 GnW Smart Case under normal (Case

A) and fully controllable cases (Case B)

Although the fully controllable mode could bring in extra economic value, it also requires

an additional investment cost due to the increase of the required rating of PECs deployed

at each CDC. The power processed by PECs when increasing the voltage to the maximum

stipulated value is calculated by replacing Vmin in equation (2.13) with Vmax and consid-

ering maximum of these two cases, which leads to about 50% increase in rated capacity of

the PECs. This leads to a slightly longer payback period than the normal case (Case A) as

shown in Fig. 3.12.

To further investigate this fully controllable mode, an index (CPVC) indicating the demand

decision by the urban domestic sector is defined as in (3.10). PPVC
min and PPVC

max denote the

minimum and maximum possible demand with PVC, which are calculated by the nominal

demand, Vmin and Vmax along with the corresponding power-voltage sensitivities, neglecting

the change in network and converter losses for simplicity. A value of CPVC approaching 1

(0) implies the consumption decision approximating its maximum (minimum).
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Fig. 3.13 Correlation between the urban domestic sector consumption and system net de-

mand (with 0.5GW BESS, 100% of urban domestic loads with PVC) (a)winter; (b)spring;

(c)summer; (d)autumn

CPVC =
PPVC – PPVC

min
PPVC

max – PPVC
min

(3.10)

A correlation between CPVC and system ND (normalised with respect to the maximum

of the year) for each hour of the case with 100% of urban domestic demand with PVC is

presented in Fig. 3.13. It can be seen that for a majority of cases, domestic customers with

PVC are chosen to consume more when the ND is low, while consume less when the ND is

relatively substantial. This is reasonable and cost-effective as the ND actually represents the

demand required to be served by conventional thermal plants. When the ND is high, it is

more likely that there are more thermal plants online to cover that ND, thereby requiring less

EFR and vice versa.

However, it should be mentioned that there are some instances when the above trend is not

followed strictly. For example, PVC could control the demand to consume relatively more

even under relatively high ND (about 0.8) as the wind availability could drop significantly in

the next hour, which leaves the thermal generators much less capable of providing frequency
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response services. As shown in Fig. 3.13, these cases happen much more frequently during

winter and spring when the wind energy is more volatile [100].

Also, it is to be noted that CPVC = 0 is chosen for every value of ND within the vertical

line shown in each sub-figure of Fig. 3.13 in which the ND of some instances can be very

low. The reason behind it is that in those cases, all the wind available has already been

accommodated, which means increasing the consumption from PVC would also increase the

cost of energy.

3.2.5 Impact of Battery Energy Storage System

Currently, the GB power system holds around 0.48 GW of battery storage providing EFR

[108]. A scenario with 1 GW rating of BESS is presented in Fig. 3.14 to evaluate the impact

of this competing option on the economic value of EFR provision from PVC. As expected,

the operation cost savings from PVC utilisation are reduced substantially (by about 45% for

all normal cases) when the BESS rating is doubled as shown in Fig. 3.14 (a).
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Fig. 3.14 Impact of BESS on the economic value of EFR provision from PVC, for two

different ratings of the BESS: 0.5GW and 1GW

However, it’s interesting to note that with 1GW BESS in the system, the fully controllable

mode (‘Case B’) gains more economic value than that in case of 0.5GW BESS, which leads
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to a significant decrease in payback period as shown in Fig. 3.14 (b). This is due to the fact

that the extra BESS provides more flexibility to the system, allowing the PVC to reduce the

number of hours when it has to increase consumption for high ND conditions. This trend can

be easily be observed by comparing the correlation between CPVC and system ND in both

cases, with many fewer dots circled out in Fig. 3.15 compared to those in Fig. 3.13.
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Fig. 3.15 Correlation between the urban domestic sector consumption and system net demand

(with 1GW BESS, 100% of urban domestic loads with PVC) (a)winter; (b)spring; (c)summer;

(d)autumn

3.3 Conclusion

This chapter extends the study in Chapter 2 in value assessment of point-of-load voltage

control (PVC) demand response. The demand reduction from PVC is utilised to provide

enhanced frequency response (EFR), which could result in considerable economic benefits in

future low-carbon Great Britain (GB) system as it displaces conventional thermal generators

for providing frequency response to a certain extent. The evaluation is analysed through a

stochastic unit commitment (SUC) model with constraints for secure post-fault frequency

evolution.
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It is estimated that PVC in the urban domestic sector of GB can provide up to 1.9 GW of EFR

depending on the time of the day and the season. This results in annual savings in system

operation cost of £0.23b and £0.72b for 2030 Slow Progression (SwP) and 2030 Green World

(GnW) scenarios, respectively. The payback period for the investment in installing the power

electronic compensators (PECs) for PVC varies between 0.3 to 6.7 years. The payback

period increases beyond 30% penetration of PVC within the GB urban domestic sector due

to the diminishing value of EFR above a certain point. Increasing the demand for higher EFR

provision or reducing it as necessary is shown to decrease the overall annual system operation

cost by a further £0.19b for 2030 GnW scenario with only marginal increase in payback

period. In this case, increasing the system-wide installed capacity of battery energy storage

system (BESS) from 0.5GW to 1GW reduces the payback period further demonstrating the

fact that PVC could effectively complement BESS towards EFR provision in future GB

power system.



Chapter 4

Virtual Inertia from Point-of-load
Voltage Control

The fast demand reduction (DR) capability of point-of-load voltage control (PVC) introduced

in Chapter 2 can be utilised to contribute to virtual inertia. In this chapter, the equivalent

virtual inertia and load damping effects from PVC are firstly verified. A case study based

on the CIGRE microgrid benchmark is then included to demonstrate the increase in system

inertia with PVC. The work presented in this chapter was done in collaboration with Mr Tong

Chen from the University of Hong Kong. Mr Chen mainly contributed to the design of virtual

inertia from PVC along with the comparison between virtual inertia from the supply-side and

load-side (introduced in the resulting paper [109]) while I mainly focused on system level

quantification and time domain verification.

4.1 Load-side Virtual Inertia

The inertia of future power system is expected to decrease with increasing penetration of

converter-interfaced renewable energy resources (RESs). Sufficient inertia is required to

avoid large frequency fluctuations and also limit the excessive rate of change of frequency

(RoCoF). Although converter-interfaced RESs do not inherently contribute to system inertia,

the power control loop of the converters can be modified to provide ‘virtual’ inertia without

the need for any energy storage [110].

Several utilities (e.g. Hydro Quebec [111]) require the wind turbine generators to provide

inertial response by reducing the turbine speed to release the stored kinetic energy. Although

there is significant amount of kinetic energy stored in wind turbines [112, 113], their virtual

inertia contribution is limited by several factors such as the recovery phase (depending on
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the prevailing wind speed) to regain the turbine speed, the rated capacity of the grid interface

power converters and the mechanical stress on the turbine components and the associated

impact on lifetime.

For solar photovoltaic (PV), virtual inertia can be provided by operating below maximum

available power (i.e. part-rated operation) [114] to keep a margin for increasing the power

output when required. The economic implication of such part-rated operation needs to be

carefully considered against alternative sources of virtual inertia [115]. This is where PVC

could complement the existing solutions as an additional source of virtual inertia.

The energy reserved in the dc-link capacitors of gird-side-converter can be also exploited

for virtual inertia emulation [116, 117]. However, the virtual inertia achieved in this way

is rather limited in the real application unless larger capacitor or super-capacitor is used. It

is reported that 17 times of the normal HVDC link capacitance is needed if one wants to

achieve a considerable virtual inertial coefficient of H = 2.5s by allowing 10% dc voltage

deviation [118] in a HVDC link for an offshore wind farm. Similar drawbacks also exist for

modified RESs.

Unlike the above methods of obtaining virtual inertia on the supply-side, this chapter aims at

studying virtual inertia on the load-side, which can be achieved from the DR with PVC. Note

that there are already published works regarding trials of virtual inertia provision from the

demand-side [119, 120], however, this chapter is the first to quantify the capability based on

high-resolution stochastic demand models. The equivalent virtual inertia and load damping

effect from the demand side is analysed based on a very simple model: a generator supplying

a load with PVC-B2B, as shown in Fig. 4.1. Note that the nominal load line-to-line RMS

voltage and the nominal active power consumption (i.e. the demand active power consump-

tion when injected voltage is zero) are taken as the base voltage and base power respectively.

And x represents variable x in the per-unit system. The frequency-dependent characteristic

of the load is neglected for simplicity.

As described in Chapter 2, the series converter controls both the magnitude (Vc) and phase

angle (φ) of the injected voltage while the shunt converter is controlled to maintain the DC

link voltage supporting the active power exchanged by the series converter. For virtual inertia

and load damping effect provision, the injected voltage is set to be in phase of the feeder-side

voltage while the magnitude (Vc) depends on the proportional (K1) and derivative gain (K2),
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Fig. 4.1 Block diagram of a generator supplying a load with PVC-B2B

as in (4.1). A dynamic saturation limit would be implemented to ensure the voltage of the

load is kept within allowable range.

ΔVl = – Vc =
Vl0
ω0

(
K1Δω + K2

dω
dt

)
(4.1)

where ΔVl denotes the incremental change in load-side voltage, Vl0 and ω0 are the nominal

load-side voltage and angular velocity. The negative sign indicates that the load voltage

would be reduced if an in-phase voltage is injected by the power electronic compensator

(PEC). The incremental change in load power consumption can be expressed as (4.2), in

which PL0 denotes the nominal active power consumption.

ΔPl = npPl0

(
Vl
Vl0

)np ΔVl
Vl

(4.2)

The proportional (K1) and derivative gain (K2) are chosen as:

K1 =
ΔVmax

Vl0

f0
Δfmax

=
ΔVmax

Vl0

ω0
Δωmax

(4.3)

K2 =
ΔVmax

Vl0

f0
(df /dt)max

=
ΔVmax

Vl0

ω0
(dω/dt)max

(4.4)

where the ΔVmax, Δfmax and (df /dt)max are the maximum allowable load voltage variation,

system frequency and frequency change respectively. The control gains are designed accord-

ing to the UK National Grid requirement (Δfmax = 0.8Hz [121] and (df /dt)max = 1Hz/s
[122]). In this study, ΔVmax/VL0 is set at 5%. So the K1 and K2 values calculated by (4.3)

and (4.4) are 3.125 and 2.5 respectively.

According to the kinetic theory of the generator (J is the rotational inertia of the generator)

[82]:
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ΔPm – ΔPl = Jω
dω
dt

(4.5)

From (4.2) and (4.5), (4.6) can be derived in the per-unit system:

ΔP̄m –

(
Vl
Vl0

)np – 1
npK1Δω̄ =

(
2H +

(
Vl
Vl0

)np – 1
npK2

)
d ω̄
dt

(4.6)

H = Jω2/2Pl0 (4.7)

The relationship between the frequency and power fluctuations can be then expressed as:

Δω̄

ΔP̄m
=

1

2
(

H +
(

Vl
Vl0

)np – 1 npK2
2

)
s +

(
Vl
Vl0

)np – 1
npK1

(4.8)

=
1

2 (H + HL) s + DL
(4.9)

Formula (4.9) can be expressed using the block diagram as shown in Fig. 4.2, in which the

red blocks denote the equivalent effect from PVC. It is found that DR from PVC actually

adds two terms in the frequency response block diagram: one is the virtual inertia term HL
and the another is the load damping term DL. Assuming the allowable load voltage variation

to be small, say ±5%, the virtual inertia (HL) and load damping effect (DL) gained from

PVC can be roughly given by:

HL = npK2/2 (4.10)

DL = npK1 (4.11)

According to (4.10), the inertia HL from PVC could be at most around 2.5s (when np = 2)

based on its power rating.

4.2 Test Case: CIGRE Benchmark Microgrid

To further substantiate and evaluate the inertia support from PVC, a case study is presented

using an isolated microgrid scenario with CIGRE European benchmark medium- and low-

voltage (MV/LV) network. The level of inertia contributed by PVC for different time periods
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Fig. 4.2 Block diagram of system frequency with equivalent effect of PVC

of the day is firstly presented. Then the results of a time domain simulation are included to

demonstrate the capability of virtual inertia and load damping effects from the demand side.

4.2.1 System Description

The network topology (as shown in Fig. 2.12) and loading situation for the scenario are

exactly the same as the one described in Chapter 2.4. The CIGRE MV/LV benchmark model

is modified into an isolated microgrid, which is served by two diesel generators at bus 1 &

12 with a capacity of 3.125MVA each and 1MW wind power generation connected at bus 7,

operated under the maximum power point tracking mode with unity power factor at its point

of coupling.

The diesel generators are represented using a third-order dynamic model with the parameters

provided in [123]. The IEEE-DC1A type excitation system and governor (using first-order

model) with 5% power frequency droop are used for both generators. More detailed infor-

mation can be found in Appendix B. The dynamic model of the system was developed in

Matlab Simulink using phasor quantities while the network topology was expressed using a

matrix. The steady-state of the system can be initialised with power flow results. For more

information regarding the modelling methodology, readers are advised to refer to [124]. For

PVC, the proportional gain (K1) and derivative gain (K2) are the same as in Section 4.1.

First order low-pass filters with a time constant of 0.1s are used for the differentiators.

4.2.2 Estimated Virtual Inertia from Point-of-load Voltage Control

The inertia contribution (HL) from each cluster of domestic customers (CDC) can be es-

timated by using (4.10), for which the voltage profiles could be obtained through power
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flow results. Readers can refer to Chapter 2 for load, power-voltage sensitivity (np) and

voltage profiles for each CDC during winter and summer weekdays. The total virtual inertia

coefficient (HTL) from CDCs with PVC are calculated based on the load power rating as

expressed in (4.12).

HTL =

(∑d
i=1 Sli · HLi

)
(∑d

i=1 Sli

) (4.12)

The calculated inertia coefficients for winter/summer weekdays are shown in Fig. 4.3.

Similar as in Chapter 2, three traces represent the upper boundary (95 pc), median value

and lower boundary (5 pc) situation considering the variations from day to day. When K2 is

fixed, the variation of the total inertia in this case is determined by power-voltage sensitivity

(np), voltage profiles and the ratio of domestic active power consumption. It can be seen

that inertia value peaks during winter night hours due to the usage of electric heating while

hits the bottom during similar sessions for summer when both the power consumption and

power-voltage sensitivities for the domestic sector are low. It is shown in Fig. 4.3 that for

most time of the day, an additional virtual inertia of around 1.3s can be provided. It should

be mentioned that the inertia provided from PVC is lower than 2.5s due to the fact that active

power-voltage sensitivities (np) of the domestic loads in the CIGRE network are mostly

below 2 (ranging from 0.4 to 1.7).
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Fig. 4.3 Equivalent inertia for (a) winter weekdays and (b) summer weekdays
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4.2.3 Time Domain Verification

At t = 60s, 50% of the wind generation is suddenly disconnected to create a disturbance.

The load demand and the power voltage sensitivity are based on the 7:30am data from winter

weekdays and are assumed to be constant throughout the simulation. The frequency and

load-side voltage response before and after the disturbance are given in Fig. 4.4. Compared

to the case without any PVC (blue curve in Fig. 4.4 (a)), it can be seen that the RoCoF

and frequency nadir of the case with PVC (red curve in Fig. 4.4 (a)) are both improved

with acceptable load voltages (≥ 0.95p.u.) as shown in Fig. 4.4 (b). The green trace de-

notes the case with PVC but setting K2 to zero. Although the situation is much improved

compared to the case without any PVC, it performs less well than the case with full de-

sign of PVC (red trace, K1 = 3.125,K2 = 2.5) which confirms the value of the differentiator.

Fig. 4.4 (a) Frequency and (b) load-side voltage response before and after sudden disconnec-

tion of 50% of wind generation

To quantify the equivalent system inertia enhancement acquired from PVC, a case using

generators with additional inertia of ΔHsys = 0.53s and without using PVC is also provided

in Fig. 4.4 (a) (marked in brown). It can be observed that during the dynamic process, the

red trace (with PVC) and brown trace (equivalent generator with increased inertia) coincide

at the very beginning, which indicates that the equivalent system inertia enhancement from

PVC at the initial stage is around 0.53s. It should be mentioned that this ΔHsys = 0.53s
value is based on total generator rating. It would be around 1.4s if translated to the load

power rating.
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It should be noted that the equivalent system inertia increment of 1.4s is less than the esti-

mated results as shown in Fig. 4.3 (a) at 7:30am (which is around 1.6s). This is due to the

fact that some CDCs reach their lower voltage limit of 0.95 p.u. as shown in Fig. 4.4 (b).

The saturation phenomenon lasts for around 0.9s as can be seen in Fig. 4.4 (b). Note that

no inertia can be emulated from the demand side once its load voltage is saturated and fixed

at 0.95 p.u. So during that 0.9s duration, the system total virtual inertia coefficient is lower

than the estimation from (4.12) as some of the CDCs are saturated in voltage. In addition,

the grid frequency settles to the steady-state value faster with PVC (red trace) in Fig. 4.4

(a) compared to the case with ‘Equivalent Gen’ (brown trace). The reason is that the virtual

inertia contribution from PVC will recover to the estimated value once the load voltages are

restored back within the voltage range. So the HTL actually recovers back to be larger than

1.4s (‘Equivalent Gen case’) after the saturation, making the frequency settles quicker to the

steady-sate value.
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Fig. 4.5 Frequency response under wind fluctuations

The frequency response of the microgrid system under wind fluctuations is given in Fig. 4.5.

The load damping effect from PVC (in proportion to frequency deviation Δf ) can be

easily observed, which contributes to the frequency excursion improvement by up to about

0.1Hz. It is to be pointed out that the case without virtual inertia support from PVC (green

trace, K1 = 3.125,K2 = 0) almost coincides with the base case with PVC (red trace,

K1 = 3.125, K2 = 2.5). This implies that only marginal virtual inertia can be achieved

from PVC under wind power fluctuations as in such case, the RoCoF is not that significant

compared with the case under sudden infeed power loss.
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4.3 Conclusion

This chapter evaluates and quantifies virtual inertia from the demand side by using demand

reduction (DR) from point-of-load voltage control (PVC). The virtual inertia and load damp-

ing coefficients of loads with PVC are derived. The effectiveness is verified through time

domain simulation using a CIGRE benchmark micgrid system.

Under the control design following the UK National Grid frequency requirement, up to 2.5s

of virtual inertia can be obtained from an impedance-type load with PVC (np = 2). The

CIGRE benchmark microgrid with high-resolution domestic demand model demonstrates

that PVC can provide around 1.3s of inertia (with respect to the load power rating) during

most part of the day. The system equivalent inertia can be increased by ΔHsys = 0.53s if all

the loads within domestic sector in the system are equipped with PVC. The promising results

indicate that the virtual inertia from PVC can play a significant role in complementing the

declining inertial contribution from the supply side in future power grids.





Chapter 5

System Stability with Point-of-load
Voltage Control for Voltage Regulation

As pointed out in Section 1.1, there is growing concern about the impact of increasing

penetration of power electronic compensators (PECs) on the stability of power systems over a

wide frequency range. Deployment of point-of-load voltage control (PVC) would drastically

increase the penetration of PEC. It is therefore, crucial to analyse the stability implications of

PVC which motivates this and the next chapter.

This chapter focuses on the stability analysis of a distribution network with multiple loads

with PVC for voltage regulation. Unlike in the other chapters, PECs in this chapter provide

reactive power compensation only and the configuration is a single voltage source converter

connected in series with the loads with a capacitor on the DC-side (see Section 1.2.2). For

simplicity, the loads equipped with PVC for reactive power compensation only is referred to

as PVC-Q.

In this chapter, the vector control of PVC-Q is firstly reported which can be integrated in the

stability model of distribution networks and microgrids with other DG inverters. (This work

has been done by my colleague Dr Diptargha Chakravorty as part of a collaboration. He

also contributed to the time domain models including the case with equivalent DG inverters.)

Thereafter, linearised state-space model of the distribution network with vector controlled

PVC-Q is developed using the Component Connection Method (CCM) [125] which can be

easily scaled up to include more loads with PVC and DG inverters. Finally, the developed

model is used to analyse the small signal stability of a distribution network with two PVC-Qs

and compared against the stability with equivalent penetration of DG inverters. The analysis

is presented for a range of scenarios covering low- to medium voltage (LV/MV) levels and
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sparse rural to dense urban distribution networks. Although the test system considered for

this study is simple, the framework can be extended for realistic systems.

It is to be noted that the work presented in this chapter is based on a single phase network

and does not consider the switching model of the converters, voltage unbalance or harmonics

and neglects the dynamics of the DC link of PVC-Q in state-space model.

5.1 Vector Control of an PVC-Q

The configuration of a PEC connected in series with a resistive-inductive (RL-type) load is

shown in Fig. 5.1 [6]. The RL-type load is denoted by Rnl & Lnl and the corresponding

voltage across it is given by Vnl . The injected series voltage Vc across the filter capacitance

(Cf ) is controlled to regulate the voltage (Vp) at the point of coupling (PoC). The equivalent

inductance and resistance of rest of the network including other passive loads is denoted by

L1 and Rc , respectively. The source impedance is represented by the inductance Lg .

Lg 

Ig 

Vp L1 

Il 

Cf 

Inl 

Ic 
Vc 

Lnl 

Rf Lf 

Rc Vdc Cdc 
Ii 

Rnl Inl 

Vnl 

Vi 

Idc 

 10μF 

 10μH 0.09Ω 

Fig. 5.1 PVC-Q configuration

5.1.1 Choice of Reference Frame (d–axis)

For regulating the point of coupling (PoC) voltage using vector control of the shunt connected

inverters (such as DG inverter or STATCOM), the d–axis is normally aligned with the PoC

voltage to achieve decoupled control. In this chapter, the focus is on PVC-Q which injects

a voltage (Vc) across the filter capacitor in quadrature (lead or lag) with the load current

(Inl ). In this case, aligning the d–axis with the PoC voltage (Vp) results in non-zero inverter
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current (Ii ) on both d and q axes as shown in Fig. 5.2.
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Fig. 5.2 Phasor diagram with d–axis aligned with PoC voltage

Thus, it is not possible to force the d–axis component of the inverter current to zero in order

to ensure zero active power (neglecting filter and inverter losses) exchange in steady-state. To

get around this problem, the d–axis could be aligned either with the filter capacitor voltage

(Vc) or the load current (Inl ). The latter is ruled out due to the possible implementation

challenges posed by high harmonic content in the load current. So the d–axis is aligned with

the filter capacitor voltage (Vc) as shown Fig. 5.3.

This enables the d–axis control loop to maintain the DC link voltage Vdc while the q–axis

loop can be used for regulating the PoC voltage (Vp) or the load voltage (Vnl ). However, it

is necessary to maintain a minimum filter capacitor voltage to allow satisfactory operation of

PLL, as discussed later in Section 5.2.2. In Fig. 5.3, the filter capacitor voltage (Vc) leads the

load current (Inl ) by 90◦ providing inductive compensation. The PVC can provide capacitive

compensation if Vc is made to lag Inl by 90◦. The compensation mode depends on the

polarity of Vc , unlike a STATCOM, where it is decided by the phase angle of the injected

current with respect to the PoC voltage. For capacitive compensation, Vcd is aligned with

-ve d–axis and Inlq becomes slightly more than Iiq so that Icq now aligns with -ve q–axis,

thereby leading Vcd by 90◦.
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Fig. 5.3 Phasor diagram with d–axis aligned with filter capacitor voltage

5.1.2 Current Control Loop

The current control loop is designed based on the dynamics of the inverter current (Ii ), filter

capacitor voltage (Vc) and load current (Inl ) which can be represented in a synchronously

rotating (dq) reference frame as follows [126]:

Lf
dIid
dt

= Vid – Vcd – Rf Iid + ω0Lf Iiq (5.1)

Lf
dIiq
dt

= Viq – Vcq – Rf Iiq – ω0Lf Iid (5.2)

Cf
dVcd
dt

= Inld + Iid + ω0Cf Vcq (5.3)

Cf
dVcq
dt

= Inlq + Iiq – ω0Cf Vcd (5.4)

Lnl
dInld
dt

= Vpd – Vcd – Rnl Inld + ω0Lnl Inlq (5.5)

Lnl
dInlq
dt

= Vpq – Vcq – Rnl Inlq – ω0Lnl Inld (5.6)

The current flowing out of the inverter (Ii ) is assumed to be positive. Considering Iid & Iiq
as state variables, Vid & Viq as control inputs and Vcd & Vcq are the disturbance inputs,

the current control loop is designed following the standard method outlined in [126]. The

closed loop time constant (τ ) is chosen to be 0.1ms to achieve a fast enough response while
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ensuring that the controller bandwidth (1
τ ) is at least 10 times smaller than the switching

frequency. Note that MOSFETs are preferred in such single phase PVC application with

high-frequency operation, wide load variations, low-voltage and lower output power.

5.1.3 Point of Coupling Voltage Control Loop

The inverter current references (Iidref & Iiqref ) are obtained from the voltage control loop

described here. An approximate small-signal model for PoC voltage dynamics is presented

first based on Fig. 5.1. The feeder resistance is neglected for simplicity in tuning the PoC

control loop. The d–axis component of the source current can be expressed as Igd ≈ Ild
(as the d–axis load current component Inld ≈ 0) while the q–axis current is given by

Igq = Ilq + Inlq . Assuming an ideal PLL, the PoC voltage along d–axis is given by (5.7),

where the first two terms represent the load effect and the last term shows the control effect.
As the current through the filter capacitor is negligibly small, an incremental change in load

current is almost equal to a change in the inverter current, i.e. ΔInlq ≈ –ΔIiq . Hence, the

second term is considered as control effect.

ΔVpd = Lg
dΔIld

dt
– Lgω0ΔIlq – Lgω0ΔInlq (5.7)

Similarly, the q–axis component of the PoC voltage can be given by (5.8) which shows that

ΔVpq depends on the rate of change of the load current.

ΔVpq = Lg
dΔIgq

dt
+ Lgω0ΔIgd

= Lg
dΔIlq

dt
+ Lgω0ΔIld + Lg

ΔInlq
dt

(5.8)

The voltage control loop is typically much slower than the current control loop. Hence

the rate of change of small deviation in the load current (
dΔInlq

dt ) is quite small such that

the effect of the small change in control variable ΔIiq can be neglected in case of ΔVpq .

Therefore, the control loop for the PoC voltage regulation can be represented as in Fig. 5.4.

The feeder voltage references are adjusted using droop if there are multiple PVC-Qs along

the feeder. The current controller shown in Fig. 5.4 is a simple representation neglecting the

feed forward and decoupling terms.



76 System Stability with Point-of-load Voltage Control for Voltage Regulation

�
����
'
����

�


��������� �������

����

�*����

�������
�+

����

'
�����

�*�

����

�
��

��,

��,�
��

��-�,

���"�/

,
-���������'2���

����

����

2��/�����

�����	��
	���
�

�
+ �+

+
+

+

+
+

-�+���-��3�

-

#
		�

�

Fig. 5.4 PoC voltage control scheme

The compensator (Kvp) for the PoC voltage regulation is a proportional-integral (PI) con-

troller with kpvp = 100 and kivp = 4. The source inductance is Lg = 0.0011H which

includes the transformer leakage and network inductance. A conservative phase margin of

90◦ is kept to ensure robustness in the face of varying source impedance and account for the

unmodelled dynamics of the filter, loads and PLL. The bode plot of the open loop of PoC

voltage control is shown in Fig. 5.5 with the corresponding gain crossover frequency (ωc)
and the phase margin highlighted. A step response of the closed loop system is also given

which indicates the settling time is about 0.22s.

Fig. 5.5 Bode plot and step response of the PoC voltage control loop
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5.1.4 Phase-Locked Loop

For the single-phase PLL considered here, an additional fictitious phase was created by

introducing a phase delay of
1
4

of a fundamental cycle. A range of different PLL configura-

tions have been reported [127]. However, in stability studies, the dynamics of PLL is either

completely neglected [128], or simplified by a proportional-integral (PI) controller [129],

[130]. For a PI representation of a PLL, the tuning of kp and ki has little effect on the overall

phase margin in the low frequency range which prompted us to adopt PI based PLL in this

study. The compensator gains are chosen as kp = 0.3 and ki = 0.5 to allow adequate gain

and phase margins at low frequencies.

5.1.5 DC Link Control Loop

The DC link control loop is designed following the standard procedure [126]. A proportional-

integral compensator is used with gains kpdc = – 2Cdcζω and kidc = – Cdcω
2, where the

DC link capacitor Cdc = 1.5mF, ζ = 0.707 and ω = 24.16rad/s.

5.1.6 Performance Validation

The performance of the voltage control loop is tested using the system shown in Fig. 5.6,

modelled in Matlab Simulink. The simulation model uses an average model for the converter

based on a controlled voltage source on the AC side and a controlled current source on the

DC side. Switching action within the converter is not modelled explicitly. The dynamics of

the AC and the DC side are coupled through the ideal power balance equation i.e. Pac = Pdc .

A 1.8 kVA resistive load Rnew is inserted to reduce the PoC voltage by approximately 5 V.

The transformer and the feeder parameters taken from [88] correspond to typical figures for

distribution networks in the UK. The R/X ratio of the lines is 4.26 (line type D in [88]) and

the transformer is rated at 200 kVA.

PVC with reactive compensation does not exchange any active power between the ac and

the dc side of the converter (except for supplying filter losses). To ensure this condition, the

filter voltage (Vc) and the load current (Inl ) always maintains a quadrature relationship. The

choice of mode of operation depends on the system requirement. In case of under voltage

disturbance, the PVC switches from inductive to capacitive mode to provide voltage support.

From the phasor diagram in Fig. 5.3, it is evident that in the inductive mode of operation

Vcd is aligned with the +d–axis and the load current Inlq is aligned with the –q–axis. In

order to switch to the capacitive mode, Vcd needs to realign with the –d–axis. To enable this
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Fig. 5.6 Test system for validation of PoC voltage controller

transition process, the PEC outputs a zero voltage for 3 cycles after a disturbance.
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Fig. 5.7 Dynamic response of (a) PoC, load and injected voltages; (b) inverter, load and filter

capacitor current; (c) RMS value of PoC voltage and (d) DC link voltage

Fig. 5.7 shows the dynamic response following reduction in PoC voltage at t =1 s. The

compensator switches from inductive mode (Inl lagging Vc by 90◦) to capacitive mode (Inl
leading Vc by 90◦) by making the inverter current (Ii ) slightly less than the load current (Inl )
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such that the filter capacitor current (Ic) now aligns with the negative q–axis. This operation

can be better understood from the phasor diagram in Fig. 5.3.
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Fig. 5.8 Injected voltage (Vc) and load current (Inl ) (a) before the disturbance (inductive

mode) and (b) after the disturbance (capacitive mode)

Fig. 5.8 (a) shows that Inl lags Vc by 90◦ i.e. the compensator works in inductive mode

before the disturbance while after the disturbance it switches to capacitive mode where Inl
leads Vc by 90◦ (Fig. 5.8 (b)).

From Fig. 5.7 (c), it is clear that the PoC voltage could not be regulated at its pre-disturbance

level due to violation of the inverter current limit which is set according to the allowable

voltage variation across the load [62]. This limit for Vnl is fixed at ±0.1 p.u. in this particular

case. Deviation in DC bus voltage after the disturbance, seen in Fig. 5.7 (d), is caused by

additional losses in the filter resistor (Rf ) due to change in Ii .

5.2 Linearised State Space Model of an PVC-Q

The linearised state-space model (SSM) of a distribution network with PVC-Q is developed

here. First, the SSM is developed separately for the following sub-systems (a) PLL (b) PoC

voltage control loop (c) current control loop (d) filter and (e) network and loads. Then,

the Component Connection Method (CCM) [125] is used to obtain the overall SSM. For

simplicity, only resistive loads are considered and the DC link dynamics is neglected.



80 System Stability with Point-of-load Voltage Control for Voltage Regulation

5.2.1 Phase-Locked Loop

The PI compensator based single phase PLL has one state variable associated with the

compensator (Δx1) and another one corresponding to the integrator (Δθ). The input and

output variables are ΔVcq and Δω, Δθ where ΔVcq denotes the incremental change in

q–axis component of the filter voltage, Δω denotes the change in PLL frequency and Δθ

represents the change in PLL angle. The SSM of PLL is given by (5.9) and (5.10) where kp
and ki are proportional and integral gains, respectively.

[
Δẋ1
Δθ̇

]
=

[
0 0
ki 0

][
Δx1
Δθ

]
+

[
1
kp

] [
ΔVcq

]
(5.9)

[
Δω

Δθ

]
=

[
ki 0
0 1

][
Δx1
Δθ

]
+

[
kp
0

] [
ΔVcq

]
(5.10)

5.2.2 Point of Coupling Voltage Control Loop

The block diagram of the voltage control loop is shown in Fig. 5.9 which is divided into:

outer PI controller (Fig. 5.9 (a)) and inner integral controller (Fig. 5.9 (b)). The state variable

associated with the outer loop is denoted by Δx21. The input signal Vpmag is the measured

PoC voltage which can be expressed in terms of dq–components as
√

V 2
pd + V 2

pq . This

non-linear term has been linearised about a stable operating point Vpmag0 which results

in
( Vpd0
Vpmag0

ΔVpd
)

for an incremental change in d– axis component. Similar expression

can be obtained for an incremental change in the q–axis component. Thus, the SSM of

the outer loop (Fig. 5.9 (a)) is given by (5.11) and (5.12). kpv and kiv are the proportional

and integral gains of the voltage control loop compensator, respectively. In Fig. 5.9 (a) the

symbol for the sum is considered – Vpmagref + Vpmag based on the operating principle of

PVC. An increase in PoC voltage magnitude (due to disturbance) results in a positive error

thus increasing the voltage reference set point across the load (Vnlref ). This way the power

consumption (both active and reactive in case of non-unity power factor load) of the load

increases to regulate the PoC voltage back to its reference value.

[
Δ ˙x21

]
=
[
0
] [

Δx21

]
+
[

Vpd0
Vpmag0

Vpq0
Vpmag0

] [
ΔVpd
ΔVpq

]
(5.11)
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[
ΔVnlref

]
=
[
kiv
] [

Δx21

]
+
[

kpvVpd0
Vpmag0

kpvVpq0
Vpmag0

] [
ΔVpd
ΔVpq

]
(5.12)
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Fig. 5.9 Block diagram of (a) PoC and (b) load voltage control loops

The state variable associated with the inner loop is denoted by Δx22. The outer loop sets

the reference for the inner loop which is updated by the maximum load voltage Vnl0, (i.e.

minimum voltage across the filter capacitor) corresponding to the operating point Vpmag0. A

minimum voltage is required across the filter capacitor to ensure satisfactory operation of the

PLL. The minimum filter capacitor voltage is considered to be 50 V here. The tuning of the

PLL is carried out considering this minimum voltage. The choice of 50V is prompted by the

fact that a sufficiently high value would ease the tuning of the PLL parameters to achieve an

acceptable dynamic response. However, in practice this minimum filter voltage can be well

below 50V depending on the type of PLL and the tuning of its compensator.

For a resistive load, Vnl0 =
√

V 2
pmag0 – 502 which is linearised as before and is expressed

as
Vpd0√

V 2
pmag0 – 502

ΔVpd for an incremental change in d– axis component. Similar expression

can be obtained for an incremental change in the q–axis component. The load voltage

magnitude feedback term Vnlmag is also linearised in a similar way around Vnlmag0. The

SSM of the inner loop (Fig. 5.9 (b)) is given by (5.13) and (5.14). In (5.14) (and other

equations henceforth), zero in bold letter denote a matrix of appropriate dimension.
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[
Δ ˙x22

]
=
[
0
] [

Δx22

]
+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
– Vnld0
Vnlmag0
– Vnlq0
Vnlmag0
Vpd0√

V 2
pmag0 – 502

Vpq0√
V 2

pmag0 – 502

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ΔVnlref
ΔVnld
ΔVnlq
ΔVpd
ΔVpq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5.13)

[
ΔIiqref

]
=
[
2.5
] [

Δx22

]
+
[
0
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ΔVnlref
ΔVnld
ΔVnlq
ΔVpd
ΔVpq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5.14)

5.2.3 Current Control Loop

The structure of the current control loop adopted here is standard for any PEC. The state

variables associated with the PI controllers in d and q axis loops are denoted by Δγd and

Δγq , respectively and the controller gains (same for d and q axis loops) are kpc and kic . The

SSM of the current controller is given by (5.15) and (5.16). The incremental changes in the

current control loop reference values are denoted by ΔIidref & ΔIiqref while the change in

the inverter currents and filter voltages are expressed as ΔIid & ΔIiq and ΔVcd & ΔVcq ,

respectively.

[
Δγ̇d
Δγ̇q

]
=
[
0
] [Δγd

Δγq

]
+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0
0 1
– 1 0
0 – 1
0 0
0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIidref
ΔIiqref
ΔIid
ΔIiq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.15)
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[
ΔVid
ΔViq

]
=

[
kic 0
0 kic

][
Δγd
Δγq

]

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

kpc 0
0 kpc

– kpc ω0Lf
– ω0Lf – kpc

1 0
0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIidref
ΔIiqref
ΔIid
ΔIiq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.16)

5.2.4 Filter

The SSM of the filter part of the PEC can be obtained from the dynamics of the inverter

current (Ii ) and filter capacitor voltage (Vc) given by (5.1), (5.2), (5.3) and (5.4). The state

variables are the d– and q– axis components of the inverter current (Iid , Iiq ) and the filter

capacitor voltage (Vcd , Vcq ). The equations are linearised around Iid0, Vcd0 (and similarly

for the q– axis) to derive the SSM of the filter as in (5.17) and (5.18). The filter resistance,

inductance and capacitance are given by Rf , Lf and Cf , the load resistance is given by Rnl
and ω0 denotes the nominal frequency of the network.

⎡
⎢⎢⎢⎢⎣
Δ ˙Iid
Δ ˙Iiq
Δ ˙Vcd
Δ ˙Vcq

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

–
Rf
Lf

ω0 – 1
Lf

0

– ω0 –
Rf
Lf

0 – 1
Lf

1
Cf

0 0 ω0

0 1
Cf

– ω0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣
ΔIid
ΔIiq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎣

Iiq0
1
Lf

0 0 0

– Iid0 0 1
Lf

0 0

Vcq0 0 0 1
Cf Rnl

0

– Vcd0 0 0 0 1
Cf Rnl

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δω

ΔVid
ΔViq
ΔVnld
ΔVnlq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5.17)
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⎡
⎢⎢⎢⎢⎣
ΔIid
ΔIiq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣
ΔIid
ΔIiq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎦+

[
0
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δω

ΔVid
ΔViq
ΔVnld
ΔVnlq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5.18)

5.2.5 Network and Loads

The simple network shown in Fig. 5.6 with three segments and an PVC-Q is considered here.

The load Rnew used for creating disturbance is modelled as a current source Is with a high

resistance (Rhigh ) in parallel. The transformer impedance (Rtr and Ltr ) is merged within R1
and L1 in (5.19) and (5.20). The line resistance R3 is merged with the equivalent load (Rc)

while the inductance L3 is neglected. The state variables are the d– and q– axis components

of the line currents flowing through L1 and L2. The SSM of the network and the load is

given by (5.23) and (5.24) with Aline , Bline , Cline and Dline expressed as in (5.19), (5.20),

(5.21) and (5.22). The incremental change in the source voltage (and the disturbance current)

is denoted by ΔVsd & ΔVsq (ΔIsd & ΔIsq ).

Aline =

⎡
⎢⎢⎢⎢⎢⎢⎣

–
R1+Rhigh

L1
ω0

Rhigh
L1

0

– ω0 –
R1+Rhigh

L1
0 Rhigh

L1
Rhigh
L2

0 – 1
L2

(R2 + Rhigh + RnlRc
Rnl+Rc

) ω0

0 Rhigh
L2

– ω0 – 1
L2

(R2 + Rhigh + RnlRc
Rnl+Rc

)

⎤
⎥⎥⎥⎥⎥⎥⎦

(5.19)

Bline =

⎡
⎢⎢⎢⎢⎢⎢⎣

IL1q0
1
L1

0 –
Rhigh
L1

0 0 0

– IL1d0 0 1
L1

0 –
Rhigh
L1

0 0

IL2q0 0 0 Rhigh
L2

0 – 1
L2

Rc
Rc+Rnl

0

– IL2d0 0 0 0 Rhigh
L2

0 – 1
L2

Rc
Rc+Rnl

⎤
⎥⎥⎥⎥⎥⎥⎦

(5.20)
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Cline =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 Rc

Rc+Rnl
0

0 0 0 Rc
Rc+Rnl

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.21)

Dline =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 – 1

Rc+Rnl
0

0 0 0 0 0 – 1
Rc+Rnl

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.22)

⎡
⎢⎢⎢⎢⎣
Δ ˙IL1d
Δ ˙IL1q
Δ ˙IL2d
Δ ˙IL2q

⎤
⎥⎥⎥⎥⎦ = Aline

⎡
⎢⎢⎢⎢⎣
ΔIL1d
ΔIL1q
ΔIL2d
ΔL2q

⎤
⎥⎥⎥⎥⎦+ Bline

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δω

ΔVsd
ΔVsq
ΔIsd
ΔIsq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.23)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIL1d
ΔIL1q
ΔIL2d
ΔIL2q
ΔInld
ΔInlq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= Cline

⎡
⎢⎢⎢⎢⎣
ΔIL1d
ΔIL1q
ΔIL2d
ΔL2q

⎤
⎥⎥⎥⎥⎦+ Dline

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δω

ΔVsd
ΔVsq
ΔIsd
ΔIsq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.24)

Once the SSM is developed for the individual sub-systems (5.9) – (5.22), their A, B , C ,

D matrices are arranged together to form block-diagonal matrices. As an example, for
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four sub-systems, a block-diagonal state matrix A = diag(A1,A2,A3,A4) is formed (and

similarly for B , C , D matrices). Further, a matrix LT is formed to capture the algebraic

relationship between the inputs and outputs of all the subsystems. Finally, the state matrix

of the whole system (F ) is computed as (5.25). More details of this CCM can be found in

[125].

F = A + BLT (I – DLT )C – 1 (5.25)

The SSM for a simple network with one PVC-Q can be easily scaled up to include any

number of network segments and PVC-Qs using CCM by simply repeating the equations for

individual sub-systems. This is used for the study case discussed next in Section 5.3 where

four network segments and two PVC-Qs are considered, as shown in Fig. 5.11.

Presence of more than one converter requires that all the variables are expressed in a common

reference frame. This is achieved by the frame transformation method provided in [131].

As an example, the filter voltage Vc can be expressed on a common reference frame ‘DQ’

according to (5.26), where TS and TC are the transformation matrices given by (5.27) &

(5.28) and Δδ is the incremental change in the phase angle difference between the reference

frame of the respective inverter and the common reference frame ‘DQ’. In (5.27) & (5.28),

Vcd0, Vcq0 & δ0 represent the corresponding values at a stable operating point.

[
ΔVcD
ΔVcQ

]
= TS

[
ΔVcd
ΔVcq

]
+ TC

[
Δδ
]

(5.26)

TS =

[
cos(δ0) – sin(δ0)
sin(δ0) cos(δ0)

]
(5.27)

TC =

[
– Vcd0sin(δ0) – Vcq0cos(δ0)
Vcd0cos(δ0) – Vcq0sin(δ0)

]
(5.28)

5.2.6 Validation of Linearised State Space Model

The developed SSM is validated by comparing the dynamic response of the state variables

with respect to that of the non-linear model developed in Matlab Simulink. At t = 1sec, a

100 W disturbance was introduced through Rnew (Fig. 5.6) for 3 cycles. Fig. 5.10 shows
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the comparison for six state variables associated with the filter capacitor and the network

inductances. The responses match closely confirming the validity of the SSM.
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Fig. 5.10 Comparison of dynamic response of state variables in linearised state space model

and non-linear model due to a small disturbance

5.3 Frequency Domain Analysis

The modelling framework discussed in Section 5.2 is used to obtain the SSM of the study

system shown in Fig. 5.11. The dq–frame corresponding to the first PVC-Q is considered

to be the common frame and all other quantities are referred to this using the previously

discussed transformation technique (5.26), (5.27) & (5.28).

Eigen value analysis of the state matrix (5.25) of the study system shown in Fig. 5.11 con-

firms that there are 32 state variables. There are two high-frequency modes of 472.31 Hz

& 369.63 Hz with a damping ratio of 87.3% & 91.6% respectively as well as a third mode

(56.07 Hz, damping ratio : 99.6%) close to the fundamental frequency. Participation factor

analysis reveals that the filter capacitor voltage of both PVC-Qs (Vc1 & Vc2) and the current

through the network segment 1 (IL1) and 2 (IL2) have dominant participation in the two high-
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Fig. 5.11 Study system with two PVC-Qs used for frequency-domain analysis

frequency modes (472.31 Hz & 369.63 Hz) while the 56.07 Hz mode is mainly associated

with the filter capacitor voltage.

Varying the network parameters, such as the length of the line segments and R/X ratio, over

a certain range shows movement of the critical system modes obtained from the eigen values

of the system state matrix. This study helps to ascertain the overall small signal stability

of the system under different scenarios. Although the study system shown in Fig. 5.11 is

simple, varying the length of line segments 1, 2 and 3 and the R/X ratios cover a wide range

of distribution network scenarios. For instance, the length of line segment 1 and 2 indicates

the location of the PVC-Q with respect to the substation while the length of line segment 3

signifies the proximity of adjacent PVC-Qs. Similarly, a range of R/X ratio can be chosen

to represent a dense urban (R/X ≈ 4) to sparse rural (R/X ≈ 10) low-voltage (LV) network

as well as the medium-voltage (MV) level (R/X ≈ 1) with industrial/commercial customers.

Stability of the distribution network with PVC-Qs (PEC in series with the loads) is compared

against the case where PoC voltage is regulated by shunt (connection with respect to the

loads) converters such as STATCOM or DG inverters. The inverters in both cases are chosen

to be equivalent in terms of PoC voltage regulation capability. More detailed information is

provided in Appendix C. The SSM of a network with DG inverters is fairly well reported

[126] and hence, not repeated here. The SSM of the study system shown in Fig. 5.11, but

with the two PVC-Qs replaced by equivalent DG inverters, reveals the presence of four
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modes with much higher frequencies (4798.3Hz, 4695Hz, 1124.46Hz and 996.23Hz) and

much lower damping ratios (3.6%, 3.7%, 16.7%, 16.9%) compared to the case with PVC-Q.

5.3.1 Distance from Substation

The impact of distance of the PVC-Q or shunt converter from the substation is investigated

by varying the length of line segments 1 and 2 which are separated by a unity power factor

load. The length of the remaining line segments are kept the same as the base case (as in

Fig. 5.11) and the R/X ratio of all segments are fixed at 4.26. The impact of varying the

lengths between 0.1km to 2km on the 472.31 Hz & 369.63 Hz modes is shown in Fig. 5.12

(a) for PVC-Q. The frequency of both modes is significantly higher for PVC-Qs located

farther away from the substation. However, the real part remains well beyond – 4000s – 1

(i.e. far away in the left half of s-plane) without posing any threat to network stability.

Fig. 5.12 (b) shows the impact with PVC-Qs replaced by equivalent DG inverters. In this

case, increasing distance from the substation causes the high frequency modes (> 4 kHz) to

move away from the imaginary axis. It is worth noting that with PVC-Q the modes are much

farther away in the left half of the s-plane compared to the case with DG inverters.

Fig. 5.12 Root locus with (a) PVC-Q and (b) DG inverters when length of L1 & L2 is varied

from 0.1km to 2km (red to blue) while keeping the other line parameters constant

5.3.2 Electrical Proximity

The length of line segment 3 is varied to represent the electrical proximity between adjacent

PVC-Q or DG inverters. A single PVC-Q will typically be installed at the PoC of a cluster of
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customers instead of individual customers to exploit the load diversity. Depending on the

number of customers within a cluster, the distance of separation between adjacent PVC-Qs

will vary. Fig. 5.13 (a) shows that separation distance has hardly any effect on the frequency

of the mode while the real part remains beyond – 3500s – 1, thus posing no threat to system

stability.

Fig. 5.13 Root locus with (a) PVC-Q and (b) DG inverters when length of L3 is varied from

0.1km to 2km (red to blue) while keeping the other line parameters constant

Fig. 5.13 (b) shows that DG inverters in close electrical proximity will result in very high

frequency modes (> 10 kHz). With increasing separation, the frequency reduces but the

modes migrate closer to the imaginary axis.

5.3.3 Distribution Network Voltage Level

The R/X ratio of the line segments 1 and 2 is varied between 1 (MV level) to 10 (LV

level sparse rural network). The state variables associated with line segments 1 and 2 have

dominant participation in the 472.31 Hz & 369.63 Hz modes present in the case of PVC-Q.

This results in a large shift in those modes seen in Fig. 5.14 (a). For higher R/X ratios,

the modes move farther to left of the s-plane due to larger damping introduced by higher

resistance. Similar effect is observed in Fig. 5.14 (b) in case of DG inverter except that the

frequencies increase slightly for higher R/X unlike the case with PVC-Q where it reduces

slightly.

Fig. 5.15 shows the effect of varying the R/X ratio of line segment 3 while keeping other

line parameters constant. The state variable associated with this line segment shows very
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Fig. 5.14 Root locus with (a) PVC-Q and (b) DG inverters when R/X ratios of L1 & L2 are

varied from 1 to 10 (red to blue) while keeping the other line parameters constant

limited impact on the three system modes (Fig. 5.15 (a)) compared to varying the R/X of

line segment 1 & 2 (Fig. 5.14 (a)). For the case with DG inverter, varying the R/X ratio

of line segment 3 actually shows movement of the high frequency mode whereas, limited

movement is observed for the lower frequency mode compared to Fig. 5.14(b).

Fig. 5.15 Root locus plot with (a) PVC-Q and (b) DG inverters when R/X ratio of L3 is

varied from 1 to 10 (red to blue) while keeping the other line parameters constant

From the discussion in Sections 5.3.1, 5.3.2 and 5.3.3, it can be concluded that the installa-

tion of PVC-Qs at different locations with respect to the substation, with varying electrical

separation and at MV and LV levels will not pose any threat to distribution network sta-

bility. In fact, the situation is more stable (modes are farther to the left of s-plane) with

PVC-Q than equivalent penetration of DG inverters. Unlike the case of a microgrid [128],
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the choice of voltage droop gain did not have a major influence on stability in this case

due to the stiff (or strong) upstream system mimicked by the voltage source in Fig. 5.6 & 5.11.

The small signal analysis presented here is based on a simple network. However, it covers

a wide range of scenarios encountered in practical distribution networks. For example, the

impact of different distance of an PVC-Q from the substation is captured by varying the

length of the line segments 1 and 2 while maintaining the R/X ratio and the length of other

lines constant. Similarly, the impact of electrical proximity between adjacent PVC-Qs is

investigated by varying the length of the line segment 3 while keeping the length and R/X
ratio of other lines constant. Voltage level (e.g. MV or LV) and topology (e.g. dense urban,

spare rural network) of distribution network is accounted for in the study by varying the

R/X ratio of the line segments.

5.4 Conclusion

In this chapter, the vector control of a load equipped with point-of-load voltage control

(PVC) for reactive power compensation only (referred to as PVC-Q for simplicity) is firstly

developed, followed by a linearised state-space model (LSSM) of a distribution network with

multiple PVC-Qs using the component connection method for stability analysis, which can

be easily scaled up to include more loads with PVC and DG inverters.

Through frequency domain analysis, it is shown that PVC-Qs in distribution networks are

not likely to threaten the small signal stability of the system. In fact, the stability margin

with PVC-Q installed is more than the case with equivalent penetration of shunt converters

such as DG inverters. The distance of an PVC-Q from the substation, proximity between

adjacent PVC-Q installations and the R/X ratio of the distribution feeder influence the

stability. However, for a wide range of distance, proximity and R/X ratios representing

low- to medium voltage levels and typical dense urban networks to sparse rural feeders, only

benign impact on system stability was observed.



Chapter 6

System Stability with Point-of-load
Voltage Control for Flexible Demand

Following Chapter 5, this chapter continues to investigate possible instabilities induced by

loads with point-of-load voltage control (PVC) for flexible demand in an isolated microgrid

(IMG) with converter-interfaced distributed generators (CDGs) such as wind, solar photo-

voltaic (PV) and battery energy storage etc. but no synchronous generators. Note that loads

with PVC in this chapter are also referred to as smart loads (SLs) for simplicity.

The dynamics of the control loops of SLs is considered for stability analysis of power net-

works in Chapter 5, in general but not specifically for IMGs. The stability problem revealed

in Chapter 5 is mainly associated with the dynamics of the filter components leading to

relatively high frequency (hundreds or thousands of Hz) instability which is fundamentally

different in nature from the low frequency oscillatory stability problem studied in this chapter.

Moreover, the last chapter considered a configuration with only the series converter in its

voltage compensator, which could account for the absence of low frequency stability problem

introduced in this chapter.

In this chapter, the stability analysis presented in Chapter 5 is extended to include the

dynamics of the shunt converter and the DC link and then applied in the context of IMG to

analyse the role of SLs in low frequency dynamics. A simple isolated microgrid with 100%

converter-interfaced renewables is considered which can be extended to larger power grids.
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Fig. 6.1 A smart load (SL) with a series-shunt converter arrangement of voltage compensator

(VC)

6.1 Isolated Microgrid with Smart Loads

Operation of an IMG with CDGs and SLs is considered in this section. The CDGs operate

in grid forming mode using conventional P-f, Q-V droop and cascaded voltage and current

control strategy as in [71]. The SLs contribute to frequency regulation in grid-following

mode using an equivalent P-f droop control mechanism as discussed later.

6.1.1 Operation of Smart Loads

The configuration of the SL is the same as that introduced in Section 2.2, i.e. a voltage

compensator (VC) with a series-shunt converter arrangement which decouples the voltage-

dependent load (or load cluster) from the point of coupling (PoC) with the supply feeder.

The detailed configuration is shown in Fig. 6.1 for convenience.

The active power consumption of the SL can be controlled within certain limits by adjusting

the voltage (Vc) injected by the series converter (SeC). Thus the SL can participate in fre-

quency regulation to relieve the burden on the CDGs to some extent. For maximum possible

change in active power consumption of SL for a given apparent power rating of the VC, the
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Fig. 6.2 Control of series and shunt converter (SeC and ShC) of a smart load

voltage (Vc) injected by the SeC is controlled to be in phase (for demand reduction) or out

of phase (for demand increase) with the voltage of the PoC (Vp) or load (Vl ) [132].

As introduced in Section 1.2.2, the shunt converter (ShC) maintains the DC link voltage and

thereby, supports the active power exchanged by the SeC. Neglecting the converter losses, the

active power exchanged by the SeC would be the same as the power drawn from or injected

back to the grid though the ShC. Generally, the ShC is operated at unity power factor to keep

its apparent power rating down to minimum.

6.1.2 Control of Smart Loads

A schematic overview of the control loops for the SeC and ShC are shown in Fig. 6.2. A

three-phase phase-locked loop (PLL) is simplified by a proportional-integral (PI) controller

and a second-order low pass filter. The PLL senses the PoC voltage (Vp∠φ) to maintain the

injected voltage (Vc) in phase or out of phase and obtains the microgrid frequency ωpll . The
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standard decoupled vector control strategy with a synchonously rotating d–q reference frame

[126] is used for the voltage and/or current controllers of SeC and ShC and are not discussed

here in detail.

The burden of power sharing on the SLs depends on the droop gain (mSL) defined in (6.1),

where Vcd -ref is the reference of the d–axis component of the series voltage (Vc) to be

injected by the SeC. As can be seen in Fig. 6.3 (a), for the same system frequency, a lower

droop gain indicates a larger injected voltage (Vcd ) which further implies SL would take up

more burden in power sharing. The q–axis component of Vc is zero for in phase or out of

phase injection. The saturation block maintains the load voltage within the stipulated limits

of 0.9-1.1 p.u. [133]. For the ShC, the q–axis component of the filter inductor current (Iish )

is maintained at zero for unity power factor operation. It is to be noted that this chapter only

focuses on small signal stability and neglects the non-linearity introduced by the saturation

block.

mSL =
ωref – ωpll
Vcd -ref

(6.1)

Using (6.1), the relation between the power consumption (Pl ) of SL and the frequency (ωpll )

can be expressed as in (6.2).

ωpll = ωref – mSL ·

⎡
⎢⎣1 –

(
Pl
P∗

l

) 1
np

⎤
⎥⎦ · V ∗

l (6.2)

This is similar to conventional P-f droop control of CDGs where P∗
l , V ∗

l denote the nominal

active power consumption and load voltage and np denotes the active power voltage sensitiv-

ity. The equation is simplified by assuming the nominal load voltage (with Vc = 0) to be the

same as the PoC voltage neglecting the effect of filter components of the SeC.

The intersection between the droop characteristics of the CDG and SL determines the

frequency of the IMG as shown in Fig. 6.3 (b). The system frequency is closer to nominal

for a smaller droop gain (mSL2) and/or a larger active power voltage sensitivity np of the

SL. Thus, for a given np it is desirable to use as low a value of droop gain (mSL) as possible.
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Fig. 6.4 An isolated microgrid (IMG) test system with two converter-interfaced distributed

generators (CDGs) fuelled by wind and solar PV with battery energy storage and a smart

load (SL)

6.1.3 Performance vs. Stability

The effectiveness of a SL is verified through a simple test IMG with two CDGs (CDG1 and

CDG2), two normal loads (Ld1 and Ld2) and one SL, as shown in Fig. 6.4. CDG1 and CDG2

are hybrid distributed generators with wind/PV solar and battery energy storage connected

on the DC bus. The parameters of the IMG (including two CDGs and two normal loads) and
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Fig. 6.5 Dynamic response of (a) microgrid frequency; (b) Active power output of CDG1; (c)

RMS value of SL’s load voltage; (d) DC-link voltage

the SL are provided in Table D.1 & Table D.2 in Appendix D. The normal loads are assumed

to be of impedance type while the load within the SL is modelled in exponential form [82].

An active power voltage sensitivity np of 1.5 [134] is used for the nominal case but the trend

for different values of np is provided in Section 6.3.

The dynamic response of the IMG and the SL’s internal variables is shown in Fig. 6.5

following a step reduction in active power reference of CDG2 by 0.8 kW at t = 3 s. This

change could be due to a sudden variation of solar irradiance with insufficient battery SoC

to compensate for it. The blue trace (marked ‘no SL’) represents the case where all three

loads in the IMG are normal loads while the red and green traces consider the SL with two

different droop gains (mSL) as marked on the legend. It can be seen that the SL reduces the

deviation of frequency from the nominal value and the extent of the frequency deviation

decreases further with lower droop gains as expected from Fig. 6.3. This demonstrates the

fact that the SLs provide some cushion in face of intermittent renewable generation in an

IMG. However, the dynamic response becomes more oscillatory and approaches instability as

the droop gain of SL (mSL) is reduced. Also dynamic response for low droop gains reflects

two interleaved modes. To find the root cause of this trend, a linearised state space model for

stability analysis of the IMG (in Fig. 6.4) is developed next in Section 6.2.
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6.2 Linearised State Space Model

The linearised state space model (LSSM) of an IMG with CDGs in grid-forming mode [71] is

extended to include a SL with a series-shunt converter. The LSSM of the SeC of the SL can

be taken from Chapter 5 while the CDGs and the line segments are modelled using equations

(10) – (41), (50) – (51) from [71]. Hence, only the LSSMs of the ShC of the SL, the DC link

and the voltage-dependent load are presented here. In the following subchapters, the LSSM

of individual components are summarised referring to Figs 6.1 and 6.2 and the notations used

there.

6.2.1 DC Link and its Voltage Controller

As shown in Fig. 6.1, the DC link dynamics can be expressed by (6.3) neglecting the converter

losses. Thus, the LSSM of the DC link is given by (6.4).

Cdc
dVdc
dt

= Ish – Ise =
Psh
Vdc

–
Pse
Vdc

=
1

Vdc

(
Vishd Iishd + Vishq Iishq – Vised Iised – Viseq Iiseq

)
(6.3)

[
Δ ˙Vdc

]
=
[

Vised0Iised0+Viseq0Iiseq0
CdcV 2

dc0
–

Vishd0Iishd0+Vishq0Iishq0
CdcV 2

dc0

] [
ΔVdc

]
+

1
CdcVdc0

[
Iishd0 Iishq0 Vishd0 Vishq0 – Iised0 – Iiseq0 – Vised0 – Viseq0

]
×

[
ΔVishd ΔVishq ΔIishd ΔIishq ΔVised ΔViseq ΔIised ΔIiseq

]T
(6.4)

The DC link voltage control loop has only one state variable (Δxdc) associated with the

integrator of the PI controller. The input and output are the DC link voltage (ΔVdc) and

d–axis current reference ΔIishd -ref . The LSSM of the DC link voltage controller is given by

(6.5) and (6.6).

[
Δ ˙xdc

]
=
[
0
] [

Δxdc
]

+
[

– 1
] [

ΔVdc

]
(6.5)
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[
ΔIishd -ref

]
=
[
kidc

] [
Δxdc

]
+
[

– kpdc
] [

ΔVdc

]
(6.6)

6.2.2 Current Controller of the Shunt Converter

The standard decoupled vector control strategy with a synchonously rotating d–q reference

frame [126] is used for the current controller of the shunt converter (ShC). The filter inductor

current control is achieved with PI controllers. It is to be noted that a negative gain ( – 1)

is introduced here to account for the direction of the measured current which is considered

to be positive from the PoC towards the ShC. The LSSM of the current controller of the

ShC is given by (6.7) and (6.8). The state variables associated with the PI controllers in

d and q axis loops are denoted by Δγshd and Δγshq while the corresponding controller

parameters are given by kpcsh and kicsh . The incremental change in d and q axis components

of the voltage across the converter and the input current are denoted by ΔVishd , ΔVishq and

ΔIishd , ΔIishq respectively. The nominal frequency is denoted by ω0.

[
Δ ˙γshd
Δ ˙γshq

]
=
[
0
] [Δγshd

Δγshq

]
+

⎡
⎢⎢⎢⎢⎣

1 0
0 1
-1 0
0 -1

⎤
⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎣
ΔIishd -ref
ΔIishq-ref
ΔIishd
ΔIishq

⎤
⎥⎥⎥⎥⎦ (6.7)

[
ΔVishd
ΔVishq

]
=

[
-kicsh 0

0 -kicsh

][
Δγshd
Δγshq

]
+

⎡
⎢⎢⎢⎢⎣

-kpcsh 0
0 -kpcsh

kpcsh -ω0Lfsh
ω0Lfsh kpcsh

⎤
⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎣
ΔIishd -ref
ΔIishq-ref
ΔIishd
ΔIishq

⎤
⎥⎥⎥⎥⎦ (6.8)

6.2.3 Shunt Converter Filter

The LSSM of the LCL filter of the ShC is obtained by linearising the dynamics of the d and q
axes components of the filter inductor current (ΔIishd , ΔIishq ) ), capacitor voltage (ΔVcshd ,

ΔVcshq ) and the coupling inductance current (ΔIoshd , ΔIoshq ) and can be expressed as (6.9)

and (6.10). Incremental change in PoC voltage is denoted by ΔVpd and ΔVpq and subscript

‘0’ indicates the operating point about which linearisation is done.
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ ˙Iishd
Δ ˙Iishq
Δ ˙Vcshd
Δ ˙Vcshq
Δ ˙Ioshd
Δ ˙Ioshq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

-Rfsh
Lfsh

ω0
1

Lfsh
0 0 0

-ω0 -Rfsh
Lfsh

0 1
Lfsh

0 0

- 1
Cfsh

0 0 ω0
1

Cfsh
0

0 - 1
Cfsh

-ω0 0 0 1
Cfsh

0 0 - 1
Lfsh

0 0 ω0

0 0 0 - 1
Lfsh

-ω0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIishd
ΔIishq
ΔVcshd
ΔVcshq
ΔIoshd
ΔIoshq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Iishq0
1

Lfsh
0 0 0

-Iishd0 0 1
Lfsh

0 0

Vcshq0 0 0 0 0
-Vcshd0 0 0 0 0
Ioshq0 0 0 1

Lcsh
0

-Ioshd0 0 0 0 1
Lcsh

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δωpll
ΔVishd
ΔVishq
ΔVpd
ΔVpq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6.9)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIishd
ΔIishq
ΔVcshd
ΔVcshq
ΔIoshd
ΔIoshq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
[
I
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIishd
ΔIishq
ΔVcshd
ΔVcshq
ΔIoshd
ΔIoshq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
[
0
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δωpll
ΔVishd
ΔVishq
ΔVpd
ΔVpq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6.10)

6.2.4 Voltage-dependent Load

The dynamic model of a constant power load [135] is extended to include different power

voltage sensitivity (np , nq ). At a given operating point, the active power consumption of the

voltage dependent load is given by (6.11), where Vld0,Vlq0 and Ild0, Ilq0 are d and q axis

components of the load voltage and current at that operating point with a power factor cosφ.

The q–axis component of the load voltage is zero (Vl0 = Vld0) as the voltage (Vc) injected

by the SeC is in phase or out of phase with the PoC and load voltage.

Vld0 · Ild0 = Vl0 · Il0 · cosφ = P∗
l

(
Vld0
V ∗

l

)np

(6.11)
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A small perturbation about the nominal load voltage and current gives rise to (6.12).

(Vl0 + ΔV ) · (Il0 + ΔI ) · cosφ = P∗
l

(
Vld0 + ΔV

V ∗
l

)np

(6.12)

Neglecting high order terms in (6.12), the equivalent incremental resistance and inductance

of the load can be expressed as (6.13) and (6.14).

Rnp =
ΔV
ΔI

cosφ =
V 2-np

ld0
P∗

l / cosφ
V ∗np

l
(np - 1)

cosφ (6.13)

Lnq =
ΔV
ΔI

sinφ =
V 2-nq

ld0

ω0
P∗

l / cosφ
V ∗nq

l
(nq - 1)

sinφ (6.14)

Using Rnp and Lnq , the LSSM of a voltage-dependent load modeled in an exponential form

can be expressed as (6.15) and (6.16).

[
Δ ˙Ild
Δ ˙Ilq

]
=

⎡
⎢⎣-

Rnp
Lnp

ω0

-ω0 -
Rnp
Lnp

⎤
⎥⎦
[
ΔIld
ΔIlq

]
+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ilq0 -Ild0
1

Lnq
0

0 1
Lnq

- 1
Lnq

0

0 - 1
Lnq

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δωpll
ΔVpd
ΔVpq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6.15)

[
ΔIld
ΔIlq

]
=
[
I
] [ΔIld

ΔIlq

]
+
[
0
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δωpll
ΔVpd
ΔVpq
ΔVcd
ΔVcq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6.16)

where the d and q axis components of the capacitor voltage of the SeC filter are denoted by

ΔVcd and ΔVcq .
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6.2.5 Overall Model

The individual LSSM of ShC, DC link and the voltage-dependedent load (described above)

together with LSSM of CDGs, line segments [71] and SeC (see Chapter 5) are stacked up to

form the overall state (A), input (B ), output (C ) and transfer (D) matrices. The algebraic

relations between the elements is captured through a matrix LT by matching the inputs and

outputs of each LSSM. Similar as in Chapter 5, the overall state matrix of the IMG is then

derived from (6.17) using Component Connection Method (CCM) [125].

F = A + BLT (I – DLT )C – 1 (6.17)

It should be noted that the variables associated with the converter are transformed back and

forth between their individual dq reference frame and a common DQ reference frame.

6.2.6 Validation

The developed LSSM of the IMG is validated using the test case shown in Fig. 6.4. The time-

variation of the state variables obtained from the LSSM are compared against the simulation

model in Matlab Simulink. A small disturbance is created at t =5 s by reducing the frequency

reference of the SL by 0.01 Hz for 3 cycles. Close match between the responses from the

LSSM and the non-linear simulation model shown in Fig. 6.6, validates the developed LSSM.

This is used for stability analysis in the next section.

6.3 Stability Analysis

The LSSM derived in Chapter 6.2 for the IMG test system in Fig. 6.4 is used for stability

analysis to identify the root cause of the performance-stability trade-off observed in Section

6.1.

6.3.1 Modal Analysis

The LSSM of the IMG test system in Fig. 6.4 has 68 state variables in total. Eigenvalue

analysis reveals 20 oscillatory modes with frequencies ranging from just over 10 Hz up to

around 2000 Hz. The focus of this study is low frequency (<30 Hz) modes with inadequate

damping (<30%) which are at relatively larger risk of instability. The oscillatory modes are

analysed under three separate cases:

• Case 1 - IMG without any SL
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Fig. 6.6 Comparison of dynamic response from the linearised state space model (LSSM) and

non-linear simulation model

• Case 2 - IMG with SL and dynamic model of SeC only

• Case 3 - IMG with SL and dynamic model of SeC, ShC, DC link and voltage dependent

load (as presented in Section 6.2)

The low frequency oscillatory mode(s) for each case are listed in Table 6.1. Besides, the

damping, frequency of all oscillatory modes of Case 3 and the corresponding participation

factors of the dominant states are given in Table E.2 in Appendix E. The additional state

variables are described in Table E.1.

The components with dominant participation in the low frequency mode(s) are identified

from the participation factors (PF) of different state variables shown in Fig. 6.7. The PFs are

calculated from the left and right eigenvectors and normalised with respect to the maximum

PF for each mode [82].

The following observations can be made from the results presented in Tables 6.1, 6.2 and Fig.

6.7:
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Table 6.1 Low Frequency Oscillatory Modes with and without Smart Loads

Case
Case 1 - IMG
without SL

Case 2 - IMG with
SL and dynamic
modelling of SeC

Case 3 - IMG with SL
and dynamic modelling

of SeC, ShC, DC link
Mode No. 1 1 1 2

Frequency (Hz) 11.87 12.01 12.18 7.53

Damping (%) 8.23 7.89 22.23 16.15

Dominant

Components

CDG1, CDG2,

Line2

CDG1, CDG2,

Line2, SeC

CDG1, CDG2,

Line2, SeC

CDG1, CDG2, Line2,

SeC, ShC, DC link

Dominant States 1-8 1-10, 12-13 1-10, 12-13 3, 6, 8-18

Table 6.2 State Variable Description

No. Component Description

1-3 CDG1 power angle, active and reactive power

4-6 CDG2 power angle, active and reactive power

7-8 Line2 line currents (dq)

9

SeC

power angle

10-11 PLL’s low pass filter

12-13 voltage and current controllers (d - axis)

14-15

ShC

current controller (dq)

16-17 currents of the coupling inductance (dq)

18 DC-link voltage

1) Case 1 and 2: The SL has little (but not zero) influence on the low frequency (12 Hz)

mode which is primarily due to the CDGs. Introduction of the SL marginally reduces the

participation of CDG2 and also decreases the damping ratio of the low frequency mode by a

small (< 0.5%) amount.

2) Case 3: Detailed dynamic model of the ShC, and DC link introduces another low frequency

mode (Mode 2) with slightly higher frequency (22.12 Hz). This mode is primarily associated

with the voltage and current controllers of both SeC, ShC, DC link dynamics, and the PLL

and is not present with detailed dynamic model of the SeC only (Case 2). This highlights

the importance of detailed dynamic model of the ShC and the DC link as presented earlier
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Fig. 6.7 Participation factor (PF) of dominant state variable in low frequency modes (a)

Case1, Mode1; (b) Case2, Mode1; (c) Case3, Mode1; (d) Case3, Mode2

in Section 6.2. It is to be noted that both CDGs also participate in Mode 2 although to a

lesser extent than in Mode 1. Under the nominal operating condition of the IMG, Mode 1 is

primarily due to the CDGs and line segments, while Mode 2 is primarily due to the SL with

little coupling between the CDGs and SLs.

The change in damping of the two low frequency modes (Modes 1 and 2) and the relative

participation of the CDGs and SL (state variable with maximum participation for each

component is shown) in Mode 1 are analysed next by varying the following parameters:

6.3.2 Droop Gain of Smart Load

In Section 6.1, it is observed that a low droop gain of the SL reduces the deviation from

nominal frequency but could trigger an oscillatory (or even unstable) response. This is

explained by the movement of Modes 1 and 2, shown in Fig. 6.8, as the droop gain is varied

between 0.001 to 0.1.
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Fig. 6.8 Impact of varying droop gain of SL between 0.001 and 0.1 (a) root locus plot; (b)

participation factors for Mode 1

With increasing droop gain, Mode 1 initially becomes more oscillatory before its damping

actually starts to increase. Change of droop gain of the SL does not threaten the stability

of Mode 1 unlike the case with CDGs [71]. Participation of SL in Mode 1 increases at

the expense of CDG2 for smaller droop gains where the SL has a higher contribution to

frequency regulation. However, Mode 2 becomes more oscillatory for lower droop gains

and eventually gets unstable below a certain value (0.006). This corresponds to the observed

responses in Section 6.1 which would not have been apparent without the detailed dynamic

model of the ShC and DC link.

Reduction of damping of Mode 2 for lower droop gains could be explained as follows. As

per (6.1), a low droop gain (mSL) increases the voltage (Vc) injected by the SeC for a given

frequency deviation. As a result, large amount of active power is exchanged with the ShC

through the DC link triggering an oscillatory/unstable response of the DC link voltage

regulation.

6.3.3 Phase-Locked Loop

The bandwidth of a synchronous reference frame PLL depends on the integrator gain of the

PLL’s PI controller [136]. To investigate the impact of PLL’s bandwidth on the low frequency

modes, the integrator gain of the PI controller (ki_pll ) is varied from 0.5 to 40.5 with a step

of 2 for three sets of SL’s droop gain. As can be seen in Fig. 6.9, Mode 2 moves towards the
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Fig. 6.9 Impact of bandwidth of PLL on low frequency modes

unstable region with an increase of ki_pll (and hence bandwidth of the PLL), which indicates

a faster PLL would have a negative impact on stability. It is shown that the system can get

unstable when the droop gain of the SL is 0.01. This clearly suggests that the PLL dynamics

should be incorporated when determining the lower limit of the droop gain of SL.

Fig. 6.10 Impact of cut-off frequency of PLL’s low pass filter (LPF) (a) root locus; (b)

participation factors in Mode 2

The effect of droop gain of the SL on low frequency modes is further evaluated for two

different cut-off frequencies (25 and 50 Hz) of the PLL’s low pass filter (LPF) as shown in
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Fig. 6.10. From the root locus (Fig. 6.10 (a)) and the participation factors for nominal droop

gain in Mode 2 (Fig. 6.10 (b)), it is evident that the basic characteristic of Mode 2 is very

similar for both filter cut-off frequencies (as evident from the participation factors) although

the cut-off frequency does have some influence on Mode 2, in particular. The movement of

both modes is primarily due to the variation of droop gain irrespective of the filter cut-off

frequencies. Fundamentally, Mode 2 is mainly influenced by the active power exchange

between the series and shunt converter of the SL. The response time of each component

within the feedback loop of the SL (e.g. cut-off frequency of the filter within the PLL) will

certainly have an impact on this mode. However, the droop gain has dominant influence as it

directly affects the power processed by the SL.

6.3.4 Line Parameters

The R/X ratio of Line1 is larger than 1 while the R/X ratio of Line2 is smaller than 1.

The impact of varying the R/X ratio of Line 1 and Line 2 is shown in Figs 6.11 and 6.12,

respectively.

Fig. 6.11 Impact of R/X ratio of Line1 on low frequency modes (a) root locus plot; (b)

participation factors for Mode 1

With increase of R/X ratio, Mode 1 becomes more oscillatory or even unstable due to the de-

creasing extent of P-f, Q-V decoupling which do not correspond to the adopted droop control

strategy. Use of a larger coupling inductance or a virtual impedance [137] can mitigate this

problem for low voltage IMGs with relatively high R/X ratio of the lines. The participation

factor trend indicates stronger involvement of SL in Mode 1 for larger difference in R/X
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Fig. 6.12 Impact of R/X ratio of Line2 on low frequency modes (a) root locus plot; (b)

participation factors for Mode 1

ratio of the lines.

Unlike Mode 1, the damping of Mode 2 eventually increases with R/X ratio which can be

explained as follows. For a lower line reactance (X) (i.e. higher R/X ), a given change in

power consumption of the SL requires a lower change in phase angle (φ) of PoC voltage

(Vp) and would have relatively low impact on the PLL dynamics which influences Mode 2

as in Fig 6.7.

6.3.5 Voltage Controller Gain of Series Converter

With the integral gain of the voltage controller of the SeC varying between 10 and 100,

Fig. 6.13 shows that Mode 1 becomes more oscillatory to start with before getting increasingly

damped. The point of inflection for Mode 1 on the root locus turns out to correspond to

maximum participation of the SL.

6.3.6 Active Power Voltage Sensitivity of Smart Load

Increase in active power voltage sensitivity (np) of the SL improves the damping of Mode 2

as shown in Fig. 6.14. This could be attributed to the amount of power processed by the ShC,

SeC and the DC link which reduces with increase in np . For instance, if np = 0, a reduced

load voltage corresponds to an increase in both load current and voltage injected by the SeC
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Fig. 6.13 Impact of integral gain of voltage controller of the SeC on low frequency modes (a)

root locus plot; (b) participation factors for Mode 1

Fig. 6.14 Root locus plot with active power voltage sensitivity of smart load varying between

0 and 2

and hence, an increase in the power processed by the SeC and ShC. Participation of SL in

Mode 1 is not given here as varying np has marginal impact on damping of Mode 1.
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6.4 Conclusion

Loads with point-of-load voltage control (PVC)/smart loads (SLs) can provide a degree of

flexibility in an isolated microgrid (IMG) with converter-interfaced distributed generators

(CDGs) fuelled by renewable energy sources with battery energy storage and working in grid

forming mode.

In this chapter, the linearised state space model (LSSM) of an IMG with CDGs and a SL

is built. Modal analysis and time domain simulation show that 1) the SLs have marginal

influence on the low frequency (<20 Hz) oscillations caused by droop control of CDGs.

Damping of these oscillations is much less sensitive to change in droop gain of the SLs

compared to the case with CDGs where the damping gets significantly worse for high droop

gains of CDGs; 2) The dynamics of the PLL, DC link as well as the control loops of the

series and shunt converters gives rise to another oscillatory mode at slightly higher frequency

(>20 Hz) which becomes poorly damped and even unstable for low droop gains and high

PLL bandwidth of SL. Lower droop gains of SL ensure better frequency regulation in face of

intermittent renewable generation but the above stability constraint imposes a lower limit on

the droop gain.

The stability model presented in this chapter and the insights developed would help fine

tune the droop gains for SLs to ensure stable and acceptable oscillatory response in an IMG

comprising of both CDGs and SLs.



Chapter 7

Summary and Future Work

7.1 Summary of Contributions

The contributions of this thesis are summarised in this chapter. To conclude, the thesis

demonstrates the effectiveness of point-of-load voltage control (PVC) by presenting 1) a

realistic quantification of demand reduction (DR) capability from PVC and corresponding

techno-economic feasibility for Great Britain; 2) small signal stability analysis for systems

with PVC for flexible demand or voltage regulation.

In Chapter 2, DR capability from PVC is quantified through high-resolution stochastic do-

mestic demand models, a generic LV feeder and a CIGRE benchmark network. The DR

capability of PVC is found to be twice as much as that of voltage control at the substation

(VCS) on average for most part of the day at an expense of deploying a power electronic

compensator (PEC) rated only about 10% of the diversified peak demand (DPD) of a cluster

of domestic customers (CDC) in close electric proximity.

In Chapter 3, it is estimated that PVC in the urban domestic sector across Great Britain

(GB) can provide up to 1.9 GW of DR depending on the time of the day and the season.

Utilising this DR for enhanced frequency response (EFR) provision results in annual savings

in system operation cost of £0.23b and £0.72b for 2030 Slow Progression (SP) and 2030

Green World (GW) scenarios, respectively. Due to the diminishing effect, the payback period

for the investment in deploying the PECs increases with the penetration level of PVC, ranging

from 0.8 to 3.5 years for different scenarios presented. It is interesting to note PVC in fully

controllable mode, which allows increasing power consumption for higher EFR provision or

decreasing the consumption when less EFR is required, can still gain significant economic

benefits even when there is considerable level of battery energy storage system (BESS). This
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further demonstrates that PVC could effectively complement BESS towards EFR provision

in future GB power system.

The fast DR available from PVC is utilised for virtual inertia in Chapter 4. Through the

CIGRE benchmark microgrid model, it has been shown that an average of 1.3s of inertia can

be provided from the loads (with respect to the load power rating) within allowable voltage

range under the control design following the UK National Grid frequency requirement. Time

domain simulations confirm the effectiveness of PVC in improvement of rate of change of

frequency (RoCoF) and frequency nadir.

Regarding the small signal stability analysis, the linearised state space model of a distribution

network with PVC for voltage regulation (also termed as PVC-Q) as well as an IMG with

PVC for flexible demand are developed in Chapter 5 & 6 respectively. It has been shown that

for a wide range of distribution network scenarios, ranging from low- to medium voltage

levels and dense urban to sparse rural feeders, SLQs are not likely to threaten the small signal

stability of the system. In fact, the stability margin with SLQs is more than the case with

equivalent penetration of shunt converter-interfaced distributed generators (CDGs).

In the case of an IMG, modal analysis reveals that the introduction of PVC-loads has marginal

impact on the low frequency modes associated with the droop control of the CDGs. However,

there is also a trade-off when choosing the droop gain of the loads with PVC. On one hand,

lower droop gains ensure better frequency regulation in face of intermittent renewables; on

the other, an oscillation mode at a frequency slightly higher than 20 Hz could become poorly

damped or even unstable for lower droop gains. This mode is related with the dynamics of

the phase-locked loop (PLL), DC link along with the control loops of the series and shunt

converters of the PVC-loads and would not be apparent from the simplified models (i.e.

neglecting dynamics of the shunt converter and DC link) reported in previous literature.

I would like to acknowledge my collaborators Mr Luis Badesa, Mr Tong Chen and Dr

Diptargha Chakravorty again for their contributions in developing SUC model, design of

virtual inertia from PVC and vector control of PVC-Q for voltage regulation, respectively.

7.2 Future Work

Based on the research carried out in this thesis, there are several areas of interest that deserve

further investigation in the future.
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• Study the effect of embedded generation The effect of embedded generation on

DR capability from PVC has not been considered in this thesis. However, this issue

should be addressed with an increasing penetration of embedded generation, especially

roof-top photovoltaic (PV) [4] across the GB. The DR capability from PVC would

vary depending on the location, different penetration level of embedded generation

etc. and correlation between demand and renewable profiles considering diurnal and

seasonal variations and should be verified under realistic scenarios.

• Refine value assessment considering multi-service provision from PVC Flexibility

in demand through PVC can be incorporated in various system-level optimisation

schemes such as active network management. Value assessment of PVC can be

extended to include other ancillary services besides EFR.

• Estimate DR capability in near-real time The DR capability provided in this thesis

is based on simulated data from high-resolution demand model. It would be quite

conservative if the system operators adopt the lower bound 5 pc trace, which is the very

likely amount of DR availability. For practical application of flexible demand from

PVC, it’s essential for system operators to estimate the DR capability in near-real time

(say 15 min or less) in presence of uncertainties in demand and embedded generation

which requires near-real time demand and renewable forecast as well as online power

flow calculation.

• Analyse the interplay between other voltage control and PVC There are many

centralised [138] and decentralised approaches [65–67] for voltage regulation in dis-

tribution networks under high penetration of distributed generation. It would be

interesting to investigate how PVC would perform alongside these schemes and how

those could be coordinated.

• Efficient PEC topology to cater for specific phase angle requirements PVC with

back-to-back configuration allows injecting a voltage with any arbitrary angle. How-

ever, for applications with specific phase angle requirements, say demand reduction, a

more efficient and optimised PEC topology could be developed which might further

reduce the implementation cost for such technology.

• Practical aspects of PVC deployment In reality, it is not practical or necessary

(considering the economic diminishing effect) to implement PVC in all urban domestic

customers. Besides, the rating of the converters should be standardised and uniform.

Hence, it would be important to investigate questions like how many households should

be included in a CDC or how to decide which CDCs to be deployed with PVC.
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• Extend stability analysis for realistic test systems The stability analysis presented

in this thesis could be extended for realistic test systems with uncertain generation and

demand, a mix of grid-forming and grid-following converters as well as a mix of PVC

for flexible demand and voltage regulation. The system should remain stable consider-

ing all the demand and renewable uncertainties and thereby requiring probabilistic/
robust stability analysis approach [139]. Besides, this thesis does not consider an

unbalanced system and neglects the harmonic frequency coupling between DC and

AC side caused by switching process. If those issues are to be taken into account, a

different modelling approach say dynamic phasor [140] or harmonic state space (HSS)

[79, 80] may be required.
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Appendix A

Derivation of Equation (2.2)

An electrical equivalent of a radial distribution network is given in Fig. A.1.

Ri+jXi

Vpi δiVpi-1 δi-1
Ii

P'li, Q'li

Fig. A.1 Electrical equivalent of a radial distribution network

The line current (
Ii ) can be expressed by (A.1).


Ii =
Vpi -1∠δi -1 – Vpi∠δi

Ri + jXi
=

P ′
li – jQ ′

li

Vpi

∗ (A.1)

Therefore, we have:

Vpi -1Vpi∠(δi -1 – δi ) – V 2
pi =

(
P ′

li – jQ ′
li

)
(Ri + jXi ) (A.2)

Further, we have:

Vpi -1Vpi cos(δi -1 – δi ) – V 2
pi+jVpi -1Vpi sin(δi -1 – δi ) =

(
P ′

liRi + Q ′
liXi

)
+j

(
P ′

liXi – Q ′
liRi

)
(A.3)

(A.4) and (A.5) can be then obtained by separating the real and imaginary parts of (A.3).

Vpi -1Vpi cos (δi -1 – δi ) = V 2
pi + P ′

liRi + Q ′
liXi (A.4)
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Vpi -1Vpi sin (δi -1 – δi ) = P ′
liXi – Q ′

liRi (A.5)

(A.6) can be then obtained by squaring and adding (A.4) and (A.5).

V 2
pi -1V

2
pi =

(
V 2

pi + P ′
liRi + Q ′

liXi

)2
+
(
P ′

liXi – Q ′
liRi

)2
(A.6)

(A.6) can be reorganised as (A.7).

V 4
pi + 2.0

[
P ′

liRi + Q ′
liXi – 0.50V 2

pi -1

]
V 2

pi +
(
R2

i + X 2
i

)(
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li
2 + Q ′

li
2
)

= 0 (A.7)

Equation (2.2) in Chapter 2 is then the positive solution of (A.7).
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Summary of Generator Parameters
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Fig. B.1 (a) Block diagram of the turbine and governor; (b) Block diagram of the excitation

system (IEEE DC1A)
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Table B.1 Parameters of the Isolated Microgrid (IMG)

Generator

Ld 1.56 Lq 1.06 L′
d 0.296

Tdo′ 3.7 H 1.0716

Turbine and Governor

TT 0.4 TG 0.2 RG 0.05

Excitation System

TR 0.02 KA 46 TA 0.06

KF 0.05 TF 1.5 KE 0.05

TE 0.46 Vrmax 1.0 Vrmin -0.9

Note that the inductance parameters are in p.u. on machine base of 3.125 MVA, 2400 V.

Time constants are in sec.
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Equivalent DG Models

The configuration of an equivalent DG inverter for voltage regulation is given in Fig. C.1.

Compared to the PVC-Q configuration shown in Fig. 5.1, the only difference is that the

non-critical load has been removed here. The denotation and filter parameters are the same

as that in Fig. 5.1.
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Fig. C.1 Equivalent DG configuration

The point-of-coupling (PoC) voltage control scheme for DG inverter is shown in Fig. C.2.

Unlike the case with PVC-Q, the d–axis is now aligned with the PoC voltage (Vp = Vpd ) to

achieve decoupled control. The compensator (Kvp) is simply an integrator with kivp = 6500
and the theoretical maximum value of Vcdmax can be equal to the feeder-side voltage (peak

value) i.e. 230
√

2. The principle of control loop tuning is to allow similar phase margin (90◦)

with comparable bandwidth to that of PVC-Q. This can be backed up by the bode plot of the
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open loop of PoC voltage control loop shown in Fig. C.3 along with the step response of the

closed loop system.

Vpref 
Kvp(s)

Vp

Iiq Qref Iiqref 

Ilq 

-Lgω0 -+

sLg

Ild 

Vp 

Vcdmax

2
1/(sLf+Rf)Kq(s)

Iiq 

Viq 

q axis current controller 

-+
+

+
+

1 + 0.001s

1

Droop

-

Fig. C.2 PoC voltage control scheme

Fig. C.3 Bode plot and step response of the PoC voltage control loop
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System Parameters

Table D.1 Parameters of the Isolated Microgrid (IMG)

Parameter Value

Maximum power output Pmax /Qmax 10kW/ 5kVar

Nominal power reference P∗
g /Q∗

g 5kW/ 0kVar

CDG frequency range 49.5Hz-50.5Hz

Droop gain m1/m2 6.28e-4 / 6.28e-4

Droop gain n1/n2 3.81e-3 / 3.81e-3

PI for voltage controller Kpvg/Kivg 0.05 / 300

Time constant for current controller τg 0.5ms

Filter resistance/inductance [71] 0.1Ω / 1.35mH

Filter capacitance [71] 50μF

Coupling inductance 0.5mH

Loads Ld1, Ld2 Zll /pf 50Ω / 0.95

Line impedance (R1/X1) [71] 0.23Ω / 0.1Ω

Line impedance (R2/X2) [71] 0.35Ω / 0.58Ω
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Table D.2 Parameters of the Smart Load

Parameter Value

Nominal droop gain mSL 0.02

PI for PLL Kppll/Kipll 0.3 / 0.5

Natural frequency & damping ratio for PLL’s LPF 25 Hz / 0.707

PI for SeC’s voltage controller Kpvl/Kivl 0.05 / 50

PI for ShC’s DC voltage controller Kpdc/Kidc 5 / 100

Time constant of current controllers τl 0.25ms

SeC’s filter resistance/inductance Rfse /Lfse [54] 0.09Ω / 500μH

SeC & ShC’s filter capacitance Cfse , Cfsh [58] 13.2μF

ShC’s filter resistance/inductance Rfsh /Lfsh [58] 0.09Ω / 500μH

ShC’s coupling inductance Lcsh [58] 11mH

Rated DC link voltage/capacitor Cdc [58] 400V / 1500×3μF

Load nominal active power P∗
SL/power factor 6kW/ 0.95

Power voltage sensitivity np/nq [134] 1.5 / 2
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Eigen Values and Participation Factors
for IMG with a SL

Table E.1 State Variable Description II

No. Component Description

19-21

CDG1

voltage (dq) and current (d – axis) controllers

22-25 currents and voltages of the LC filter (dq)

26-27 currents of the coupling inductance (dq)

28-30

CDG2

voltage (dq) and current (d – axis) controllers

31-34 currents and voltages of the LC filter (dq)

35-36 currents of the coupling inductance (dq)

37-38 Line1 line currents (dq)

39-40
SeC

voltage and current controllers (q – axis)

41-44 currents and voltages of the LC filter (dq)

45-48 ShC currents and voltages of the LC filter (dq)
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Table E.2 Oscillatory Modes of the Test System (Case 3)

Mode No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Frequency (Hz) 12.18 22.23 4.59 12.95 17.92 23.37 28.61 81.98 629.11 682.33 815.88 888.14 1937.23 2025.40 2039.52 2076.25

Damping (%) 7.53 16.15 88.42 81.17 43.75 48.36 30.87 12.79 16.77 17.91 14.01 14.04 16.18 15.46 15.51 15.44

Dominant
States &
Corresponding
Participation
Factor

1 1.00 0.06 0.28 0.09 0.11 0.19

2 0.95 0.06 0.47 0.11 0.12 0.19

3 0.12 0.13 0.15 0.69

4 0.72 0.20 0.24

5 0.69 0.34 0.26

6 0.16 0.06 0.12 0.76

7 0.09 0.05 0.91 0.41 0.44

8 0.10 0.06 1.00 0.41 0.44

9 0.06 0.26 1.00 0.40 0.24

10 0.43 0.39 0.98 1.00 0.13

11 0.25 0.14 1.00 0.82 0.10

12 0.53 0.16 0.42 0.85 0.12

13 0.44 0.22 0.64 0.79 0.09

14 0.31 0.17 0.32 0.11 0.24

15 1.00 0.07 0.43 0.15 0.05

16 0.05 1.00 0.06 0.07

17 0.64 0.38 0.17 0.42 0.06 0.07

18 0.32 0.10 0.27 0.14 0.66

19 0.06 0.10 0.75 0.15 0.11 0.08 0.07

20 0.16 0.07 0.23 0.40 0.14 0.12 0.08 0.07

21 0.12

22 0.20 0.79 0.66 0.60 0.52

23 0.08 0.14 0.76 0.68 0.60 0.52

24 0.83 0.81 1.00 0.99

25 0.80 0.82 1.00 1.00

26 0.26 0.14 0.15

27 0.08 0.10 0.19 0.14 0.15

28 0.06 0.06 0.75 0.18 0.14 0.07 0.05

29 0.05 0.60 0.17 0.14 0.07 0.05

30 0.12

31 0.19 0.95 0.80 0.50 0.43

32 0.21 0.93 0.82 0.50 0.43

33 1.00 0.97 0.83 0.82

34 0.98 1.00 0.82 0.82

35 0.25 0.12 0.12

36 0.28 0.11 0.12

37 0.16 0.09 0.09

38 0.06 0.12 0.09 0.09

39 1.00

40 1.00

41 1.00 0.96

42 1.00 0.96

43 0.99 1.00

44 0.99 1.00

45 0.58 0.99

46 0.96 0.59

47 0.58 1.00

48 1.00 0.62


