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Abstract

We present an analysis of multilevel Monte Carlo techniques for the forward problem of
uncertainty quantification for the radiative transport equation, when the coefficients (cross-
sections) are heterogenous random fields. To do this, we first give a new error analysis for the
combined spatial and angular discretisation in the deterministic case, with error estimates
which are explicit in the coefficients (and allow for very low regularity and jumps). This
detailed error analysis is done for the 1D space - 1D angle slab geometry case with classical
diamond differencing. Under reasonable assumptions on the statistics of the coefficients, we
then prove an error estimate for the random problem in a suitable Bochner space. Because
the problem is not self-adjoint, stability can only be proved under a path-dependent mesh
resolution condition. This means that, while the Bochner space error estimate is of order
O(h™) for some 7, where h is a (deterministically chosen) mesh diameter, smaller mesh sizes
might be needed for some realisations. We also show that the expected cost for computing
a typical quantity of interest remains of the same order as for a single sample. This leads to
rigorous complexity estimates for Monte Carlo and multilevel Monte Carlo: For particular
linear solvers, the multilevel version gives up to two orders of magnitude improvement over
Monte Carlo. We provide numerical results supporting the theory.

Keywords - Radiative Transport, Neutron Transport, Spatial heterogeneity, Random Co-
efficients, Error Estimate, Multilevel Monte Carlo
AMS Subject Classifications: 656N12, 65R99, 65C30, 65C05

1 Introduction

The Radiative Transport Equation (RTE) is a physically derived balance equation which models
the angular flux ¢ of rarefied particles (such as photons or neutrons) in a domain. Generally
is a function of position, direction of travel, energy and time (see e.g. [2, 9, 34]). It is assumed
that the particles cannot interact with each other and that they travel along straight line paths
with some energy until they interact with larger nuclei via absorption, scattering or fission. The
rates 04, 0g and op at which these collision events occur are called the absorption, scattering
and fisston cross-sections. The RTE has many applications, for example in radiation shielding,
nuclear reactor design [9, 41], astrophysics and optical tomography [17, 39].

In the context of neutron transport, the two main scenarios of interest are the so-called
fized source problem and the criticality problem. We focus on the former, which concerns the
transport and scattering of particles emanating from some fixed source f. In steady state,
with constant energy, assuming isotropic scattering and neglecting fission, the problem can be



written as the integro-differential equation:
(6-V+0(7)] v(7.6) = os(Mo(®) + f(7.6) (1.1)

with independent variables being angle © € S? (the unit sphere in 3D), and position ¥ € V (the
physical domain occupied by the reactor), where 9 (7, ©) is the angular flux, and
., 1 N
o) = o [ w(r.6)ad (12)
T Js2
is the scalar flur. Equation (1.1) requires boundary conditions and here we will restrict to the
zero incoming flux condition

¢(7,0) =0, when 7€dV and (7)) -0 <0, (1.3)

with 7i(7) denoting the outward normal from V' at a point ¥ € 9V. The gradient V is with
respect to 7 and the coefficient function o(7) is the total cross-section defined by

o(r) = oa(r) +os(r), (1.4)

where og and o4 are, respectively, the scattering and absorption cross-sections, both assumed
to be non-negative.

In this paper we propose and analyse efficient multilevel Monte Carlo methods for quantify-
ing the effect of uncertainty in the input data o4, og and f, on the output variable ¢. There is a
growing recent interest in this question in the more general context of kinetic equations. In the
particular case of nuclear applications, our work is relevant to the assessment of how material
fluctuations can affect the uncertainty of flux computations.

Novel results in this paper. Since their introduction in the context of high-dimensional
quadrature and SDEs in mathematical finance [28, 22], multilevel Monte Carlo methods have
generated a lot of interest. While uncertainty quantification recently has become a topic of
great general interest for the transport equation in both theory and practice e.g. [30, 45], to
our knowledge the present work provides the first rigorous analysis of multilevel Monte Carlo
methods for this problem. To allow the first results to be established, we make the simplifying
assumption of one spatial and one angular dimension, the so-called “slab-geometry” case in
reactor theory. We discretise with the classical discrete ordinates method, using a certain Gauss
rule with 2N quadrature points in angle and classical diamond differencing (or Crank-Nicolson)
on a mesh with step-size h in the spatial variable. The resulting approximation of the scalar
flux ¢ is denoted ¢V .

Our first set of results describes how heterogeneity in the material coefficients manifests itself
in the operators underlying the RTE, and consequently in the error estimate for the numerical
method. We assume that the spatial domain can be partitioned into subintervals, on each of
which the input data og, 04 and f belongs to the Holder space C", for some n € (0,1). This
allows for data with low smoothness and permits jumps in material properties across interfaces.
We denote this space by Cp, and equip it with the norm || - ||,y defined below. Our first error
estimate is Theorem 4.10, which shows that there are constants R, R’, both dependent on o, og
such that, when

N1 4+ hlogN + h" < R(o,05)7", (1.5)
we have the error estimate for the scalar flux:
lp = ¢"Nloo < R'(0,08) (N™' + hlogN + A"} || fllppw - (1.6)

Both R, R’ are independent of f and their dependence on o, 0g is known explicitly, but they
blow up, e.g., if o/0g is close to 1 anywhere in the domain or if ||o||so /0™ ||cc — 00. The proof



of (1.5), (1.6) is obtained by generalising the theory of the integral equation reformulation of
(1.1) to the heterogeneous case; the homogeneous case having been studied in detail in [37]. An
overview of the present work was given in [26].

The appearance of the hlog N term in (1.6) reflects the fact that the transport equation
in slab geometry has a singularity in its angular dependence (explained in §2). This imposes
a compatibility constraint, which implies that the angular discretisation cannot be indefinitely
refined if the spatial discretisation is kept fixed. The appearance of this term in the error
estimate means that the accuracy of the method measured in || - ||oc can be no better than
O(h), even if the cross-sections are very smooth. A faster rate is possible if one uses a higher
order method or measures the error in L, norms, the latter proved for constant cross-sections
in [37]. However, we will not pursue this further and thus limit our analysis to piecewise Holder
continuous data (7 < 1). To ensure that the spatial and angular errors are equal order, we set
N =N(h)=T[h""].

Our second set of results then concerns the probabilistic counterpart of (1.6). Here we have
to deal with the fact that the deterministic estimate (1.6) is subject to the “mesh resolution
condition” (1.5), which in turn arises from the non-self-adjointness of (1.1). In the case of coer-
cive self-adjoint PDEs with random data and Galerkin discretisation (e.g. [13, 42]) one obtains
a probabilistic error estimate by interpreting the deterministic error estimate pathwise and then
taking expectation. This does not work here because of the pathwise stability estimate (1.5).
To get around this problem, given a path independent mesh width h < 1, for each realisation
o=o0(,w), 08 = og(-,w), we let A denote (the largest) mesh diameter which satisfies the
path-dependent criterion (1.5) and then set h, = min{h, h}**}. Then the approximation to
¢ = ¢(-,w) is taken to be ®" = @'« N(h) We prove in Theorem 5.6 that

¢ — (I)h”Lp(Q;LOO) < Cor M|z 0 (1.7)

for any 1 < p < r, provided the norm on the right-hand side is finite and the cross sections o, og
have bounded moments of any finite order. Here, C),, denotes an absolute constant depending
only on p,r and the norms are the usual Bochner norms with respect to the probability space
(2 (defined in Section 5). This result shows that the error in the Bochner norm on the left-hand
side decreases with deterministic rate A", provided we are willing to use a finer mesh for any
particular sample where the stability criterion (1.5) demands it. If we assume furthermore that
the cost C(-) to compute a single sample of ®" = ¢he-N() (e.g. measured in floating point
operations) satisfies
(oM N)) < C'(w)hyT

for some v > 0, and that the sample-dependent constant C” in that estimate is in L,(2), for
some p > 1, then the third main result of this paper in Lemma 5.8 is that

E[C(®")] = O(h7) , (1.8)

where the hidden constant is independent of h. The important observation is that on average
the cost to compute a sample from ®" has the same cost growth rate (w.r.t. h) as the sample-
wise cost (w.r.t. h,), despite some samples ®"(w,z) being computed on a mesh with h, < h
in order to satisfy the stability criterion.

Estimates, such as (1.7) and (1.8), play a crucial role in the complexity analysis of (multi-
level) Monte Carlo methods for computing the expectation of (functionals of) the solution ¢ of
(1.1). Suppose Q(¢) is such a functional (often called a quantity of interest) and to simplify
notation we write this as Q (a random variable). We approximate @ by @, := Q(®") with ®"
described above and then approximate E[Q], by applying a sampling method of choice to E[Qn]
— we denote the result as Q. Finding an accurate and efficient estimator @y, of E[Q)] is at the
heart of the forward problem of Uncertainty Quantification (UQ)

To compare methods in UQ, the computational e-cost Ce (Qh) of an estimator Qh is often
considered. If € denotes a desired accuracy (in the sense of root mean-squared error), then



CE(Q\h) is defined to be the total cost for @h to achieve an accuracy of e. By a general theory
in [13], the e-cost of standard and multilevel Monte Carlo methods can be computed in terms
of the parameter 7 in (1.7) (related to the regularity of the data), the parameter v in (1.8)
(related to the cost per sample), as well as another parameter 8 that quantifies the speed of
variance reduction between levels of the multilevel scheme and can also be derived from (1.7).
In the fourth main result of this paper in Theorem 5.14, we prove rigorously that

g > 2n. (1.9)

To provide a bound on v that only depends on the regularity of the data it is necessary to
fix the solution method. Two particular examples that were used in our numerical results in
[26] are given in Example 5.10. In particular, for the asymptotically cheaper one of the two
methods, which is an iterative procedure called source iteration, we have v < 1+7. The general
theory in [13] then leads to the following respective upper bounds on the e-costs of the standard
and the multilevel Monte Carlo estimators QhM ¢ and Q,]y LMc,

~ _ 1-7 ~ _ 1-7
E[C(Q)9)] = ofe (+5))  ana E[C(@)MO)] = ofe (>+551)y
i.e., a theoretical gain of up to two orders of magnitude in ¢~!. However, we will see in the
numerical section that this estimate of improvement is overly optimistic, since the bound on the
e-cost of the standard Monte Carlo estimator is not sharp. Nevertheless, we do observe gains
of (at least) one order of magnitude in practice.

Related literature. = The numerical analysis of the RTE (and related integro-differential
equation problems) dates back at least as far as the work of H.B. Keller [32]. After a huge
growth in the mathematics literature in the 1970’s and 1980’s, progress has been slower since.
This is perhaps surprising, since discontinuous Galerkin (DG) methods have enjoyed a massive
recent renaissance and the neutron transport problem was one of the motivations behind the
original introduction of DG [38].

The fundamental paper on the analysis of the discrete ordinates method for the transport
equation is [37], where a full analysis of the combined effect of angular and spatial discretisation
is given under the assumption that the cross-sections are constant. The delicate relation between
spatial and angular discretisation parameters required to achieve stability and convergence is
described there, and is also seen again in the present work (see the hlog N term in (1.6)). Later
research e.g. [4], [5], [6] produced analogous results for models of increasing complexity and in
higher dimensions, but the proofs were mostly confined to the case of cross-sections that are
constant in space. A separate and related sequence of papers (e.g. [33], [43], and [3]) allow
for variation in cross-sections, but error estimates explicit in this data are not available there.
A method for tackling directly the integral equation reformulation of the RTE is given in [21].
Again the analysis is not explicit in the heterogeneity.

While the coefficient-explicit analysis given here can in principle be extended to higher
spatial and angular dimensions (a start is contained in [11]), it is clear that the details will be
quite formidable, so for the full analysis we restrict here to the 1D case. However we note that
there is substantial contemporary interest in practical 3D modelling in the heterogeneous case.
For example, the recent thesis [24] solves the multigroup approximation of the Py angular
approximation of the transport equation using a non-conforming spatial discretization for a
highly heterogeneous reactor, using a domain decomposition approach.

The field of UQ has grown very quickly in recent years and its application to radiative
transport theory is currently of considerable interest. There are a number of groups that already
work on UQ in radiative and neutron transport, e.g. [7, 20, 23] and references therein. The
most recent research has focussed on using the polynomial chaos expansion (PCE), combined
with a collocation method to estimate the coefficients in the expansion. The main disadvantage



of standard PCE is that the number of terms grow exponentially in the number of stochastic
dimensions and in the order of the PCE, the so-called curse of dimensionality. A variety of
techniques have been used to remedy this, including (adaptive) sparse grids [23], hybrid mixtures
of polynomials [8] and expanding the quantity of interest in terms of low-dimensional subspaces
of the stochastic variable [7]. We note however that none of these papers provide any rigorous
error or cost analysis.

We also note that there is a growing literature in the numerical analysis of kinetic equations,
of which the RTE is a particular example, with an emphasis on asymptotic preserving schemes
which retain accuracy as the scattering ratio og/o approaches unity. Interest in this question
in the deterministic case goes back a long way, e.g. [29], which has led to recent work on UQ in
this context (e.g. [44]). Recently modern operator compression and adaptive techniques have
been applied to efficiently attack the high-dimensional aspects of the transport problem [14].
For further general discussion on the transport equation, see [15, 34].

By contrast our work focusses on multilevel Monte Carlo and sampling methods [26]. Monte
Carlo is inherently dimension independent and Quasi-Monte Carlo can be proved to be so under
certain conditions, e.g. [25]. As far as we know, these methods have not been applied to radiative
transport until now. Our previous paper [26] gave an overview of this topic and also investigated
the multilevel quasi-Monte Carlo method for the RTE. Further details, are in [36].

Structure of paper and notation. In Section 2, we introduce the model problem; the
Radiative Transport equation in slab geometry with spatially heterogeneous cross-sections and
its discretisation. To set up the error analysis, Section 3 describes the classical integral equation
reformulation of the RTE under very weak smoothness assumptions on the cross-sections. From
here we can prove results relating to the underlying operators and their regularity - that are
explicit in the cross-sections. In Section 4, the elements are brought together to prove (1.6).
We introduce uncertainty into the input data in Section 5, and we extend the error estimate
of Section 4 to the probabilistic error estimate (1.7) and subsequently prove (1.8). Numerical
results are given, with the cross-sections assumed to be log-normal random fields equipped with
the Matérn class of covariances, and represented by a Karhunen-Loeéve expansion. An overview
of the results of this paper, without detailed analysis was previously presented in [26].

2 The Model Problem
We study the mono-energetic 1D slab geometry problem, for the angular flux ¢ (x, u):

o
M@a:

(z,p) + O'((L')’(ﬁ(x,u) 0'5(.%)(]5(1') + f(z), =€ (07 1)7 IS [_17 1]7 (2‘1)

1 1
where  ¢(z) = 2/ W(x,p') du’ (2.2)
-1
denotes the scalar flux, subject to zero incoming flux:
Y(O,p) = 0, for p>0 and P(1,u) =0, for p<O0. (2.3)

The total cross-section o(z) is given by 0 = 0g+04. The problem (2.1) - (2.3) is obtained from
(1.1) — (1.3) when the input data is constant in two of the spatial dimensions (here assumed
to be y and z). Note that (2.1) degenerates at u = 0, which corresponds to particles moving
perpendicular to the x-direction.

Notation 2.1. When working on the spatial domain (0, 1), for 1 < p < oo, we will denote the
standard Lebesgue spaces as L, with norm || - ||,. For any interval I C [0, 1], we denote by C([)
the space of uniformly continuous functions on I, equipped with norm || - ||oo. Any function



g € C(I) has a unique continuous extension to 1. For 0 < ¢ < 1, we let C¢(I) denote the space
of Holder continuous functions on I with Holder exponent £ € (0,1] and with norm

l9(z) — 9(y)|
dllcen = l|9llcc + SUp —————F—.
lgllcs) = llglloo iy AP

When I = [0, 1], we write for short C = C(I), C* = C*(I) and ||f|¢ = | fllcg(ry- Finally, for any
normed spaces X and Y, we write ||.|| x—y to denote the operator norm of an operator mapping
X—Y.

In what follows, we will allow data which is piecewise continuous with respect to an a priori
defined partition

O=c <..<cj=1, (2.4)
with J > 2. We denote the corresponding space of piecewise continuous functions by
Cpw = {g € Lo[0,1] 39’(cj,cj+1) € C(c¢j,¢j41), foreach j=1,...,J — 1}.

For definiteness we will assume that the value of g(c;) is taken to be the limit from the right
for j =1,...,J — 1 and the limit from the left for j = J. The space (), is equipped with the
usual uniform norm || - [|. Similarly, for any & € (0, 1], let

Cf)w i={g€Cpy: 9lic;ci41) € C(cj,cit1), foreach j =1,...,J — 1}

with norm HgH&pw = ma‘X_Lj]=1 HQHCﬁ(c‘j,c]'_,_l)'
We now make the following physically motivated assumptions on the data.

Assumption 2.2. (Input Data)

1. The cross-sections og and o4 are strictly positive and bounded above. We write

Omin = min o(x (% = Imax o(x g in = min og(z)and (o = Imax og(x).
min 2e0,1] ( )7 max z€[0.1] ( )a ( S)mm 2€[0,1] S( ) ( S)maX z€[0.1] S( )

2. There exists a partition (2.4) and n € (0,1], such that 0,05, f € Cl.

2.1 Discretisation

To discretise (2.1) — (2.3) in angle, we use a 2N-point quadrature rule
1 N
[ st 3 wiglm). (2.5)
- k=1

with nodes pi € [—1,1]\{0} and positive weights w;, € R. We assume the (anti-) symmetry
properties u_p = —ur and w_p = wg. To discretise in space, we introduce a mesh

0:$0<$1<...<x]\/[=1, (2.6)

which is assumed to resolve the break points {c;} introduced in (2.4). We set h; = z; — ;1.
Further assumptions on the quadrature rule and mesh will be added in Section 4.
Our discrete scheme for (2.1) — (2.3) is then
MmN hN N | hN
Yhy ~ Yhj Vhy *Vhj1 _ BN o
Mkzh—j T Oy T 0s-1/29; 172 + fi-1/2 5 (2.7)



forj=1,..,M, |k| =1,..., N, where

h,N
wka + d”w 1

;- 1/2 = Z Wk , i=1,.,M, (2.8)
\k| 1
and with
Ypo =0, for k>0 and ¥y =0, for k<0. (2.9)
Here 0;_;/o denotes the value of o at the mid-point of the interval I; = (z;_1,7;), with the

analogous meaning for og;_1/5 and f;_1/2.

2.2 Abstract form of the method

As preparation for analysing (2.1) — (2.3) and its discretisation, (2.7) — (2.9), consider first the
pure transport problem: For fixed p € [—1,1], find u = u(z), x € (0,1), such that

Mjﬁ +ou=yg, withu(0)=0, when x>0 and u(l)=0 when pu <0, (2.10)
x

with g € Lo a generic right-hand side. (Note that u depends on u, but we suppress this in the
notation. When p = 0 no boundary condition is needed.) It is easy to show that the unique
solution of this problem is u := &g, where

pt [ exp (ptr(z,y) gly) dy . >0
Sug(x) = o l(z) g(z) w=0 | (2.11)
[l exp (i (z,y)) g(y) dy, @ <0

and

T(z,y) = /y o(s) ds . (2.12)

The quantity |7(z,y)| is often called the ‘optical length’ or ‘optical path’ [9]. To mimic the
averaging process in (2.2) it is natural to also consider the integral operator:

1 1
- ;/_15“9(9”) dp = ;/0 Ev(m(z,9)))g(y) dy , (2.13)

where for z > 0, Ey(z) is the exponential integral

oo 1 s
E\(z) ::/1 exp(—tz)% = /0 exp(—z/s)%. (2.14)

The operators S,, and K relate to (2.1) — (2.3) by the following proposition.

Proposition 2.3. Let ¢ be a solution to (2.1) — (2.3). Then,
bz, p) = Sulos¢ + f)(x) (2.15)
and hence, ¢ solves the integral equation
¢ = K(os¢ + f) - (2.16)

We shall see later that (2.16) has a unique solution and this ensures that (2.1) — (2.3) has a
unique solution. Analogously we can consider the discrete system (2.7) — (2.9). Let V" denote
the space of continuous piecewise-linear functions with respect to the mesh {z; }j]\/io, and for any



v € C, let P"v denote the piecewise constant function which interpolates v at the mid-points of
subintervals. Then consider the discretisation of (2.10) defined by seeking u" € V" to satisfy

dh
/(M;_’_Pho,uh) _ /g7 with I; = (zj_1,2;), j=1,...,M, (2.17)
I X I

J J

with u(0) = 0 when z > 0 and u"(1) = 0 when g < 0. This has a unique solution, which we
write as u? = S[jg. Analogously to (2.13) we also define

N
1
KhNg = B Z W SL‘kg . (2.18)
lk|=1

Identifying any fully discrete solution wsz of (2.7) — (2.9) with the function wZ’N € VI by

interpolation at the nodes {x;}, we can see that (2.7) — (2.9) is equivalent to seeking @DZ’N evh
|k| =1,..., N, that satisfy

g™ h,N
R el I (O I S BN I ¢ 3T)
I; t L
where
L
o =2 wppp ™ (2.20)
k=1
and
U’Z’N(O) =0 when k>0 and ¢Z’N(1) =0 when k<O. (2.21)

We then have the discrete analogue of Proposition 2.3:

Proposition 2.4. The system (2.19) - (2.21) is equivalent to (2.7) — (2.9), and its solution
can be written:
Wt = SLPMose™N ) k=1 N (2:22)

Moreover,
ohN = KBNDh(geohN 1 f) . (2.23)

Now, to estimate the error in our approximation to ¢, we use (2.16) and (2.23) to obtain
¢— "N = (I - K"NPhog) K — KNP (050 + f) (2.24)
We prove later in (4.15) that (I — K"V P"sg)~! is bounded on C. Hence,
16 =" Voo < (I = K"NProg) ™ |emcl (K — K" P") (o5 + f)lloc - (2.25)
In §4, we use (2.25) to obtain a data-explicit error estimate for ¢ — ¢™N. First, we prove a
number of data-explicit properties of the operator K which will be needed later.
3 Properties of the Operators

In this section we briefly present some properties of the operators S, and K. These could be
viewed as technical extensions of the classical results in [37], generalised to the heterogeneous
case. Proofs of Lemma 3.2 and Theorem 3.3 are available in [27] and [36].



Notation 3.1. To simplify presentation, for any a € R, we will use the notation @ := max{1,a}
and a := min{a, 1}. Also, from now on, we will use ¢ to denote a constant that is positive, finite
and independent of the cross-sections, mesh parameters and other relevant variables.

We will make use of the following bounds, a consequence of Assumptions 2.2 and (2.12),

ominly — x| <sgn(y —2)7(z,y) = |7(2,y)| < omaxly — 2|, (3.1)
where sgn(-) = 1, when its argument is positive, and (—1) when negative.
Lemma 3.2.

(i) Forall p e [-1,1], [Sulliwesin < i

min 5 and [|Sullsc < o, when p # 0.

mln’

.. Omax _
i) |5 < 2(Z2) it foralt e (L IN0}
z Loo—Loo min
0 _
(i) sup / 1P| 5 (Su) (@) dix < 287 L gl for all g € Lo and >0
z€(0,1 -

Theorem 3.3. The operator K maps Lo to Loy and Loy to C&, for all 0 < & < 1. Moreover,
the following bounds hold:

() Kl pasr < Vog(2)opil? ;

(i) H’CHLmecﬁ < Cﬁamax/aminy

A

where ce may depend on § and where @ and a are defined in Notation 3.1.

Lemma 3.4. The operator (I — Kog) is invertible on C with the bound

gs

o

_ Omax
1 = Kos) oo < 2o/ Zmax (1—

Omin

1
> =: Ri(o,05) . (3.2)

Moreover, (I — Kog) is also invertible on C,,, with the same bound as above.

Proof. Let g € C and suppose that
(I —Kog)v =g, orequivalently that v =Kogv + g. (3.3)

This allows us to apply a bootstrapping argument. From [11, Theorem 1], it follows that v € Lo
and

folle < (Z2) " (1= [ Z]) gl < (22 (0 [ Z)) ol - 3)

Omin Omin
Using (3.3) again, this time together with Theorem 3.3(i) we get v € Lo,. Finally, using (3.3)
with Theorem 3.3(ii) we conclude that v € C, and (using Theorem 3.3 (i)), that

—1/2 Omax
Jolloo < IKosvloc +llglloe < o (03 ma el + oo < 082 (Z2) " ulls + gl - (35)

The bound in (3.2) follows on combining (3.4) and (3.5).
Now suppose g € Cpy. Then g € Ly and the argument above holds verbatim to show that
then v € Cpy, and that the bounds in (3.4) and (3.5) hold again. O

The main result of this section now follows from Theorem 3.3 and Lemma 3.4.



Corollary 3.5. Let f € Cpy, and let ¢ be the solution to (2.16). Then ¢ € C%, for any
€€ (0,1), and the following two bounds hold:

Ille < copil*Ri(o,08)|flle and  [dlle < ceRalo,08)]f]loo ; (3.6)

where c¢ may depend on &, Ri(o,05) is defined in (3.2) and

RQ(O’,O’S) = Umax1/2 (Umax/m)3/27zl(0',0'5) . (37)

Proof. Recall (2.16), so we have (I — Kog)¢ = Kf. From the proof of Theorem 3.3(ii), Kf € C¢
for any £ € (0,1) and [|Kf||oco < ca_l/2||f||oo. Then Lemma 3.4 implies that

— min

16l < comil*Ri(0,05)||flloc-

To obtain the second bound, we use Theorem 3.3(ii) again to obtain

[6lle < 1K (056 + Flle < e (@me/min) ((05)maBll + 171

and then combine this with the first bound in (3.6). (Again ¢ may depend on &.) O

4 Deterministic Error Estimate

We now return to estimating the error ¢ — ¢ using (2.24). Introducing the operator

1 N

1
K¥g(e) = 5 > wSug) @) = 5 [ B (@)l dy (1)
k=1 0

with EN(2) := Zé\le wk,u,:l exp(—,u,;lz) denoting the N-point quadrature approximation of
the exponential integral (2.14), we can write (2.24) as

¢— "N = (I - lCh’NPhUs>_1 <€N + €h’N) ) (4.2)
where
e i= (K- KY) (059 + f) and "= [(icN — /ch:N) + KM (I - Ph)} (0sp +f) - (4.3)

Finally, to obtain an error estimate we apply the supremum norm to (4.2), and by trivial
manipulation write

-1
6= 6"Vllow < I (1= K"Pras)  llome (le¥lloo + €™Vl ) - (4.4)

h’NHoo

The error analysis proceeds by showing that ||e™]|o and |e both approach zero as h — 0,

N — oo in an appropriate way and by finding a bound on || (I — lCh’NPhJS)_l llcsc. The first
is done in Sections 4.1 and 4.2, while the second is done in Section 4.3.

4.1 Consistency under Angular Discretisation

Here we estimate e’V using the angular regularity (Lemma 3.2 (iii)) and the following result
from De Vore and Scott [16] (see also [37, Prop. 3.2]):
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Proposition 4.1. Consider the N-point Gauss-Legendre rule on [0,1] and let m be a positive
integer with m < 2N — 1. Then we have

‘/ ) dp — Zwkg k)

whenever the integral on the right hand side exists.

< oN" / W2 160 ()] dy

Notation 4.2. In this paper the particular case of (2.5) where the N-point Gauss-Legendre
rule is used on both [—1,0] and on [0, 1], is called the double Gauss rule.

Theorem 4.3. Let KV be defined by (4.1) using the double Gauss rule. Then,

1K= KN poeme < copiN7! (4.5)

min

Proof. Using (2.13), (4.1), the (anti-)symmetry properties of the double Gauss rule, then Propo-
sition 4.1 (with m = 1) and finally Lemma 3.2 (iii) (with 5 = 1/2), we obtain for any g € L,

1

(K=K o) = 5| [ S+ S aa )du—kfj(wksmw S) ol)
< ‘/ Sug(w) du — Zwksukg ’/ S—pg(x) dp— ZwkS e
<ot [ el @g(x))\ au+ [ w2l 2 st >>| a
< N [ | 2 St [ dn < Nl

Hence, (IC — ICN) : Loo — Lo satisfies the bound in (4.5). The extension to C holds because,
by Lemma 3.2 (i), S, maps from L« to C. O

Corollary 4.4. Under the conditions of Theorem 4.3, eV € C, with the bound

Omax —1/2 —
[e¥lleo < 7™ 0 *Ra(0,05)N |l

min
min

Proof. By (4.3), Theorem 4.3 and Corollary 3.5, we obtain

[e¥lle < eN7loh, (@maxlllloe + 1fl1oe) < N ok (Gmaxmy R (0, 05) + 1) | ooy

from which the estimate follows. O

4.2 Consistency under Spatial Discretisation

From now on, for convenience we make the following quasi-uniformity assumption:

Assumption 4.5. For some constant p > 1, the local mesh diameters h; := z; — x;_1 satisfy

hij = h < h; 4.6
RS S i 49

Our main deterministic error estimate (Theorem 4.10) will contain an hlog N term. The
next result is the first indication of how this arises: the estimates below blow up as |u| — 0 for
fixed h. The following lemma is proved in [27] (and also in [36]) and can again be seen as a
generalisation to the heterogeneous case of classical results in [37].

11



Lemma 4.6. Let p € [—1,1]\{0}. For SZ} defined by (2.17), SZ} : Loo — V" C C and there is
a constant ¢ > 0, independent of all parameters, such that

_ h
HSZHLOO»—)V’I < 2p0miln <1+O-max|'u‘) s (47)

_ h
1, = Silrsc < o0 (Banirs + lollmet?) (1)

The next lemma obtains some estimates needed to bound e/ .

Lemma 4.7. Let KV and K™V be defined by (4.1) and (2.18) respectively, with py and wy
given by the double Gauss rule (Notation 4.2). Under Assumption (4.5), if N > 2, then

@) KN = KPN|se < cpogd (Tmaxhlog N + ollyph?)

— min max
(i) KN pse < cpoh (1+ omaxhlog N)

min

Proof. To prove part (i), let g € Loo. Then, we have (K — K"V)g € C and

N
N h,N h
I (Y =K glloe < ¢ wrllSpy = Sk lscllglos
lk|=1
N

_ h
<epri2 3wy (ame T ||a||n,pwhn) ol . (49)
ot ik

Since the double Gauss rule integrates constants exactly, we have 2%:1 wy = 2. Also [37,
Lemma 3.1] gives the estimate

N

D wilp| ™t < c(1+[logm|) <e(l+1logN), (4.10)
k=1

where the last inequality follows because y; ~ N2 for the Gauss rule on [0, 1]. Substituting
these estimates into (4.9) yields the result (i). To obtain (ii), we proceed similarly:

N N
B h
K"V glloe < > wrllSE Iz llglle < cpopt, S wy <1+amax> lglleo
k=1 k=1 i

from which the result follows analogously to (i). O

Theorem 4.8. Suppose the assumptions of Lemma 4.7 hold. Then, for e™N defined in (4.3),

-2

min

h’N”oo HUSHn,pr2(Ua os) (UﬁlaxhlogN+hn“J

le n,pw) Han,;Dw .

< cpo

Proof. It is easy to check that |osd|,pw < 3llos
recalling that Ro(0,05) > 1, we obtain

losé + fllnpw < (14 3llosllnpuRalo;09)) [|fllnpw < 3llosllypwRa(o;08) fllnpw - (4.11)

Hence, using (4.3) and the results of Lemma 4.7,

npwll@lly- Using this, Corollary 3.5, and

"Moo < KN = K" M|z scllosd + Flloo + 1K N [ Lomsc B |losd + Fllnpw (4.12)
< (1KY = KN o + BN 1) s +
< cpo i (02ahlog N + 1|0y pw + h'0min (1 + Omaxh log N)) [|osé + fllnpw -
The result is obtained by combining (4.11) and (4.12) and simplification. O

12



4.3 Stability and Convergence

So far we have shown that ||eV||o and ||| approach zero as hlog N — 0 and N — oo.
See Corollary 4.4 and Theorem 4.8, respectively. To prove a final bound on (4.4) we need

to show “stability”, i.e. that (I — ICh’NPhUS)fl exists and is bounded in the || - ||cisc norm,
independently of h and N. To do this, a useful trick is to write

(I - ICh’NPhJS>_1 = I 4 KN (I - Phaglch’N>_1 Phog (4.13)

which holds when the inverses on each side exist. We obtain stability by proving that the inverse
exists on the right-hand side and then estimating all the terms on the right-hand side.

Theorem 4.9. Under the assumptions of Lemma 4.7, there is a constant K > 0 such that, if
h and N~' are sufficiently small so that hlog N < 1 and

3
(B + hlog N + Nt > K<("S)ma"> (“ma") [0l oRa(0, 08) = Ra(o0s) » (414)

(US)min Omin

then (I - /Ch’NPhUS)_l 1s bounded on C, with the bound

-1 Omax O0S)max \ 7~
[ (I—ICh’NPhas> lcse < Cp( : > <((UZ)) : )(Us)male(U,Us) =: Ru(o,05) ,
(4.15)

where Ri(o,05) is defined in Lemma 3.4.

Proof. Introduce the family of operators AN := T — (I — US/C)_l (I — PhJSICh’N). Suppose
that for some h and N, we can ensure

Then it follows from the Banach Lemma that
—1
| (1= Phosk™™N) (1= 05K) sy = 10 = AN gm0, € 2. (417)
Therefore,
—1 —1
| (1= Prosk™) lcpuocp = I (1= Phosk™) (1= 05K) (I = 05K) ™ o,urscyn
_ g X
< 2T 05K) gt < 2 IR, (6 5g)
(US)min

(4.18)

where we used the identity (I — oK) = o5 (I — Kog) ™" og' and Lemma 3.4. Thus, on the
assumption that (4.16) holds, we have (on combining (4.13) with Lemma 4.7 (ii), and (4.18),
and recalling hlog N < 1),

-1 0S Jmax
| (I - IChﬂNPhUs) leme < 1+ [epoin(1+ Omax)] [2 ((Ui)) “Rio, 05)] (08 mas]
(4.19)
which yields (4.15).
It remains to find conditions which ensure (4.16). To do this, we write
ANy = 11T = 05K) ™ [(I = 5K) = (T = PPk )| 6y

< NI = 05K llcpum e lIPPosK"Y = o5Klc ey
g max —

< 990 (1 ) oy 75K~ ProsK iy
(US)mln
g max

< ((Uz)) Ri(o,08) ||loskK — ,PhO-S,ChNHpr;_}pr , (4.20)
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where we again used Lemma 3.4. To estimate the right hand side of (4.20) we write
losk = PhosK"le ey < | (I - Ph) o5K|lcpuCp

+ 1P 050 (I = K NGy + 1Y = KN g, 00)
=Ti+1T.
We can bound 75 using Theorem 4.3 and Lemma 4.7 to obtain

Ty < cp(08)max (TminN ™"+ 0t Omaxh 10g N + 0.2 |||y puwh™)

min~ max

IN

3

O' J—

cp <méx> o[l pw(h" + hlog N + N~1).
min

(The last inequality is an over-estimate, but we do this to reduce technicalities.) On the other

hand, using Theorem 3.3, we have

Omax

n,pw
" Omin

Ty < chog

Combining the estimates for T and T5 we obtain

3
AN ey < cp<<(’5)m“) (“m) [oTrpaRa (o, 05) (" + hlog N + N~1)

(US)min Omin

and the result follows on recalling (4.16). O

We now have all the ingredients to prove the main result of this section.

Theorem 4.10. Let ¢ be as defined in §2.1. Under the assumptions of Lemma 4.7, provided
that hlog N <1 and that (4.14) holds, we have

6= "Vl < Rio.o5) (N + hlogN + A7) |l (4:21)
where
ol 2
R(0,05) = Ra(0,0)Ra(0,75) ( 22 ) ol sl (4.22)

Proof. We employ (4.4), combined with Theorem 4.9, Corollary 4.4 and Theorem 4.8 to obtain:

Omax — -
6= 6" < Raloros) | =0 PR 0N

as/|n,
oSl g, 5. o6 (62 h 10 N + [0y | [ Fllnoe

max
min

and the result follows after some algebra and recalling R (o, 05) < Ra(o,0g). O

Remark 4.11. In [36] a numerical example is given, providing evidence that the estimate in
Theorem 4.10 is sharp in terms of its dependence on the spatial smoothness parameter 7.

5 Application in Uncertainty Quantification

In this section we allow the cross-sections to be random fields. Our main result is Theorem 5.6,
which is a probabilistic counterpart of Theorem 4.10. The chief technical difficulty in obtaining
this is the coefficient-dependent stability condition (4.14), which in the random case becomes a
path-dependent condition, and so simply integrating (4.21) in probability space is not possible.
Instead we prove Theorem 5.6 for an a priori chosen deterministic stepsize h. This means that
for some realisations the mesh might need to be further refined in order to obtain stability.
However in our cost estimate (Lemma 5.8) we show that the expected value of the cost is
unaffected by these (relatively rare) events.
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5.1 Random Input Data and Probabilistic Error Estimates

To describe the random case, we let w € 2 denote a random event from a sample space €2, and
let P: Q — [0, 1] denote the associated probability measure. For any normed space (X, || - x),
we define the Bochner space L,(; X) :={g: Q+— X : HgHLP(QX = [, llgll% dP(w) < oo}

Assumption 5.1. (Random Input Data) We assume g = 0g(w, ), 0 = o(w,-) and f = f(w,-)
are now random fields. We set o4(w,-) = o(w,-) — og(w, -) and assume that og, 04 and hence
o are all positive-valued. Also, for an a priori specified partition (2.4), and for some n € (0,1)
we assume:

(a) 0, 05 € Ly(;CPy) , for all p € [1, 00);
(b) ((@5)min) ™", ((04)min) " € Lp(€2), for all p € [1,00);
(¢) f € Ly, (9 Clw), for some p, € (1,00].
We note that (a) (b), combined with the positivitiy of the cross-sections imply that, for all
p € [1,00),

(05)max(w) < omax(w) = |lo(w, )llec < llo(w, )llypw € Lp(£2), (5.1)
and o} < ((08)min) "t € LP(Q). (5.2)

min —

Example 5.2. A class of suitable random fields that can be shown to satisfy Assumption 5.1(a),
(b) is got by choosing og(w,-) = exp(Z(w, -)) where Z is a centered Gaussian random field with
Matérn covariance function, and choosing o 4(w,:) = 04(-) (a deterministic spatial function).
Then, Assumption 5.1 (a), (b) hold true with n < v and v is the Matérn smoothness parameter
[12]. This example will be used in the numerical experiments in Section 5.3.

Note that with these assumptions, the quantity R(o,0g) appearing on the right-hand side
of Theorem 4.10 is now a scalar-valued random variable. Our next result, Lemma 5.3, estimates
the norm of this quantity in probability space.

Lemma 5.3. R(o,05) € L,(Q), forall pe [1,00).

Proof. Using equations (4.22), (4.15) and (3.7), we see that there exists an integer r > 0 such
that the random variable R(o, 0g) has a pathwise bound of the form

mnpw -

(5.3)

Each of the terms in R'(0, 0g) can be shown to be in L, () for all p € [1,00). We justify this

only for Gmax/0min. The other terms are similar. Recall from Notation 3.1: If a € L,(2) is any

scalar random variable, then @ € L,(Q). Also if a=' € L,(9), then also (a)~! = (a=1) € L,(Q).

Assumption 5.1 ensures that omax < [|0]lppw € Lp(€2), and thus Tmax € Lp(£2), for all

€ [1,00). Similarly, Assumption 5.1(b) ensures omin ' € L,(Q), for all p € [1,00). Using the

generalised Hélder inequality, it follows that Tax/0min € Lp(£2), for all p € [1,00). Proceeding
similarly for the other terms, it follows that R'(o,05) € L,(£2) for all p € [1, 00).

To finish the proof we show that (1 — ||og/0]lec) " € Ly(), for all p € [0, 00), from which

the result follows. First note that

R(n0s) < ¢ [Roos)" (1|2 ) ] with R'(0,05) = 22 ol [los

Omin

0<% 20 _q__% g OAmn

o o5+ 04 os+oa (08)max + (04)max
Then it follows that

(1 oo>1§ (1‘<l‘<os>m$A+)n<1:A>max>>1: e ma D
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Now, by the Assumption 5.1, 04 = 0 — 05 € Ly(,C;)pw) and 50 (04)max € Lp(£2), and so
the numerator in (5.4) is L,(€2) for all p € [1,00). Assumption 5.1(b) allows us to estimate the
denominator, and it follows that the second term in (5.3) is also in L,(Q) for all p € [1, 00).
The result follows again via the generalised Holder inequality. O

We now establish a probabilistic counterpart of Theorem 4.10. To simplify the presentation,
we assume the following relationship of the angular and spatial discretization parameters.

Assumption 5.4. For each mesh diameter h, we assume the number of angular quadrature
points is 2N, with
N = N(h) = [eoh™], (5.5)

for some constant ¢y > 0 independent of A and w, where n € (0,1) is given in Assumption 5.1.
We assume also that ¢y is chosen large enough so that log N(h) > 1.

As a result of this assumption it is easily seen that hlog N(h) < chlogh™!, and hence
h < N(h)™'+hlogN(h)+h" < ¢ h", (5.6)

for some (different) constant ¢’ > 1 independent of h and w.

Now recall the mesh-dependent stability condition (4.14) and note that Assumption 5.1 does
not ensure that R3(0,05) € Loo(§2). Hence, for any fixed mesh size h > 0, it is impossible to
guarantee that (4.14) is satisfied uniformly for all samples w € Q. To deal with this problem we
have to consider sample-dependent mesh sizes.

Definition 5.5. Let h > 0 be a deterministically chosen mesh diameter. For each w € €2, let
h'®* be the largest possible value of h such that the stability condition (4.14) is satisfied with
os =os(w,x), 0 = o(w,z) and N = N(h2?*) and let

hy := min{h, h;**}. (5.7)

Solving the problem with mesh diameter h, is guaranteed to be stable and to have an
accuracy determined by h. The resulting numerical solution (defined as in §2.1) is denoted:

" (w, x) = @MV () | (5.8)

In Theorem 5.6, we quantify the accuracy of ®" as an approximation to ¢ in terms of the
deterministic mesh diameter h. The question then arises: how significant is the set “Qpaq”,
containing the samples w which have to be computed using a finer mesh (i.e. where h"®* < h).
We shall see in Lemma 5.8 that this set is small and decreases as h — 0 in such a way as to
ensure that the expected cost is not affected by the path-dependent stability criterion.

Theorem 5.6. Under Assumptions 5.1 and 5.4, ®"(w,-) exists for all w € Q and for any
1 <p < r < ps, there exists a positive constant Cp, > 0 such that

16 = @"llz,(@:20) < Cpur If () 2" (5.9)

Proof. Existence of ®" follows from the definition of h,,. Then, using Theorem 4.10 together
with (5.6) and Holder’s inequality, we obtain

l6 = @12 opny = E[llo = ¢"NOIE] < R [IR(0, 05) @)1 Lfw, ) ]
/r
< & (B[IR(o,05)@)|7)"" (E[If @, Yippo) )" 077,

where ¢! +r~! = p~! ie., ¢ = pr/(r—p). The result follows with C, = ¢|R(0,09)ll, ). O
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Remark 5.7 (Uniform Random Input Data). If we strengthen Assumption 5.1 by requiring
parts (a), (b) to hold for p = oo (i.e. wuniformly bounded random fields), then Rs(o,05) €
Lo (). In this case there exists a deterministic hymax so that, when h < hyayx, stability condition
(4.14) holds uniformly over all samples, and we can choose p =r = p, in (5.9). If, in addition,
P« = 00 in Assumption 5.1(c), then ||¢ — (| (.1..) = O(h"). However, such a strengthening
would Tule out important cases: Assumption 5.1(a), (b) does not hold with p = oo for the
lognormal fields considered in §5.3.

For the general case of sample-dependent discretisations it is important to discuss the ez-
pected computational cost per sample. The following lemma shows that if the cost for computing
each sample is of order h,” with a sample dependent constant of proportionality which is suf-
ficiently well-behaved and h,, is given in (5.7) then the expected cost per sample is O(h™7).
Essentially this shows that the samples which need over-refinement to achieve stability (i.e.
h"®* < h in (5.7)) are small in measure. In Example 5.10 below, we give examples of solvers
for (2.7)-(2.8) to which the lemma can be applied.

Lemma 5.8. Let Assumptions 5.1 and 5.4 hold and let ®"(w,-) be defined in (5.8). Assume
also that the cost C(®") to compute one sample of ®" is bounded by

C(d") < C'(w)h], (5.10)

with C' € Ly(Q), for some p > 1. Then E[C(®")] < ch™. If C' € L,(R), for some p > 2, then
we also have V[C(®")] < ch™27.

Proof. For any sample w, h** is defined as the largest stepsize which satisfies (4.14). Hence
inequality (4.14) must fail if we replace h'®* by 2h2** i.e.

—1
((thIaX)” + 2RMX Jog N (2RMAX) N(2hglax)_1> < Rs(o,08)(w).

Using (5.6), this ensures that (h3**)™" < 2"¢'R3(0,0g). Then, using (5.10) and (5.7), we get

C(@") < C'(w)hy? = C'(w)max{h™, (h3™) 77}

< C'(w) (h—7 +27 (dRs(o(w, ), os(w, -)))”/") : (5.11)
Now, taking the expectation of (5.11) and applying Holder’s inequality

E [c<q>h)] < E[C'(w)] A7 +cE [C'(w)Rg(U(w, ), o5(w, -))W/ﬂ

< E[C(w)]h + C(E (€ (w)P] )1/17 <E [Rg(U(w: ), 05w, .))vq/n} >l/q ’

where 1 < ¢ < oo is such that p~! + ¢~! =1 and ¢ = 27(¢/)?/". By a similar argument to that
in Lemma 5.3, R3(0,05)?/" € L,(R2) and so the result follows, since h < 1.
The variance result follows in the same way upon noting that V[C(®")] < E [C(®")?]. O

Remark 5.9. The second term on the right-hand side of (5.11) is the contribution to the
expected cost from samples for which the deterministically chosen mesh size h is not stable,
and for which further mesh refinement is necessary (at least in theory). Since h'®* is chosen to
be the largest allowable mesh diameter which is stable, we can bound it both above and below
in terms of the L, integrable function R3(co,0g). Hence this second term remains bounded as
h — 0, giving the favourable complexity estimate proved in the lemma.

Example 5.10. In [26], two methods for computing the solution to (2.7)-(2.8) are presented.
The corresponding system matrix is of dimension O(N (hy,)h,!) = (’)(h;l_”).

w
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The first method is a direct solver where first ¢ is eliminated from the coupled system (2.7)-
(2.8) and then LU factorisation is applied to the resulting Schur complement system. The cost
for this method is of order h? (N (hw) + hg 1) with a constant independent of w [26]. Using
(5.5) this implies that (5.10) holds with C” independent of w and ~ = 3.

The second method is a type of Richardson iteration known as source iteration. In that case,
the cost is of order h;,' N(h,) with a constant proportional to —[log (||og(w,-)/o(w, -)||OO)]_1
[10, 11, 26]. Using again (5.5), this implies that (5.10) holds with v =1+ 7.

Corollary 5.11. Suppose the assumptions of Lemma 5.8 hold and system (2.7)-(2.8) is solved
with either of the Methods 1 or 2 in Ezample 5.10. Then, condition (5.10) holds with C' €
Lo () (Method 1) and C' € L,(Q), for all 1 <p < oo (Method 2). Hence,

E[C(®")] = O (h7?) and V[C(®")] = O (h7F) for Method 1, and
E[C(®")] = O (h—<1+ﬂ>) and V[C(®")] = O (h‘2(1+”)) for Method 2,

respectively, and the hidden constants are independent of h.

Proof. For the direct solver, C’ is independent of w, and hence trivially C" € Ly ().
In the case of the iterative solver, |log(w,-)/o(w, )|l € (0,1), for almost all w € €, and

since —log(y) > 1 —y, for all y € (0,1), we have
US(wa ) -
J(w7 .) o0 ‘

. -1
U(w7 ) o0
As we have seen in (5.4), this implies that C" € L,(€2), for all p € (0,00]. The bounds on the
expected values and on the variances follow from Lemma 5.8. ]

C'(w) < —C[log<

For solving the linear systems arising from the transport equation in this paper we use
standard source iteration, and this corollary indicates the efficiency of this method for the
problems considered here. More efficient and flexible solvers such as those in [31] could be used
in more general situations.

5.2 Multilevel Monte Carlo Methods

In this subsection we will consider the application of MLMC techniques to compute functionals
of the scalar flux ¢. First we recall some general results on MLMC. Suppose @ = Q(w)
is a random variable, whose expected value we wish to compute, and suppose Qp(w) is an
approximation of @(w) which becomes more accurate as the spatial mesh size h — 0. With @,
denoting an unbiased estimator for E[Q5] (i.e. E[Qn] = E[Qy]), the mean square error ¢(Q,) in
approximating E[Q] with @}, is given by

~

e(Qn)? = E[(Qu—EIQ)?| = ElQ-Qu)* + VI, (5.12)

the first term being the square of the bias due to discretization, and the second being the
sampling error V[Qp] = E[(Qn — E[Qn])?].

In order to compare various estimators Qp, we define, for any € € (0, 1), the e-cost C¢ to be
the number of (floating point) operations to achieve e(@h)2 < €2, a sufficient condition for this
being that each of the terms on the right-hand side of (5.12) should be bounded by €2/2.

The standard Monte Carlo (MC) estimator for E[Q] with Njs¢ samples is

AMC 1 &g (n)
A= 5 > Quw™). (5.13)
MC n—1
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The sampling error is V[@ﬁ/m] = V[Qh]/Nuc and since V[Qy] is bounded as h — 0, bounding
this by €2/2 requires Nysc ~ € 2.

To go further with the analysis one must make assumptions about the accuracy of the
approximation @ ~ @ and the cost C(Qn(w)) of computing a single sample of Q. Following

[13] we assume that there exist two constants «,y > 0 such that

ElQ-Qil| = 00 . (5.14)

E[C(Qn)] = O(R77) . (5.15)

Then, to achieve an error of order € in the “bias” (5.14), we need to take h ~ €!/®, leading,
via (5.15), to a mean cost per sample of order e~/ Tt follows immediately that there exists

a constant ¢, > 0 independent of € such that the mean e-cost of the standard Monte Carlo
estimator satisfies

Nue
E[c.(QM)] = E [Z C(Qh(w“”»l = NucE[C(Qn)] < cue ™5 (5.16)
n=1

In fact, this result can be strengthened, as we now show.

Theorem 5.12. Let 6 € (0,1). In addition to (5.14) and (5.15), we assume that
vieQn)] = O(h?). (5.17)

Then there exist constants c, and cs such that, for any € < epax <1,
P [CE(@I]?C) < (CM + cdﬁmaxéil) 6727%} > 1-— 52.

Proof. Let X € RT be any positive random variable with E[X] = y and V[X] = ¢%. For any
5 € (0,1), the Chebyshev Inequality implies that

1—52<P[|X—u|<%] SP[X<M+%}. (5.18)

1/a

Now, choosing X = Ce(AhMC) and using the choices Nyic ~ €72, h ~ €/, an estimate for

= E[X] is given in (5.16). Moreover, using in addition, (5.17), we have

Nue

o’ = V[X] = V[Ce(Aﬁw)} =V ZC(Qh(W(”)))] = Nuc VI[C(@Qn)] < (Cae_l_%>2 .
n=1

The result then follows by inserting these estimates in (5.18). O

Thus, the e-cost of a particular realisation of the standard Monte Carlo estimator A% Cis
0(6_2_%) with probability 1 — 62, for any & € (0, 1), i.e., arbitrarily close to 1 and not just in
mean. In general, the asymptotic constant cs := ¢, + Co€max0+ blows up, as 6 — 0, but for
€max = O(9), ¢s can be bounded independently of ¢.

To reduce the high cost of the MC method, the multilevel Monte Carlo (MLMC) method
uses a hierarchy of discrete models of increasing cost and accuracy, corresponding to a sequence
of decreasing discretisation parameters hg > hy > ... > hy. By choosing h;, = h ~ €/ as
above, the most accurate model on level L is designed to provide full bias accuracy of O(e).
However, the samples on the coarser grids can be used as control variates. Writing

L

El@n] = ZE[YZ] ,  where Y, :=Qp, — Qpn,_, and Qp_, =0,
=0
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each of the expected values on the right hand side is then estimated separately. In particular,
using a standard MC estimator with Ny samples for the ¢th term, we obtain the MLMC estimator

L

L Ny
~ S 1 n
QUM = 3 VMY = Y ) VW) (5.19)
=0 =0 n=1

Here, the notation {w(e’”)}gil means that Ny i.i.d. samples are chosen on level £, independently
from the samples on the other levels.

Since Qp, and @)y, , were both assumed to converge in mean to @ as hy_1 — 0, it follows
that E[Y;] — 0. To achieve a reduced cost for the MLMC estimator we need the additional
assumption that there exists a § > 0 such that

VY, = O(hf). (5.20)

For this reason, MLMC is often referred to as a variance reduction method. In Theorem 5.14
below, we shall give a simple sufficient condition for (5.20) to hold in our context.

The following theorem is a simple extension of [13, Thm. 1] to the random cost case (see
also [19]). As in [13], we assume for simplicity that there exists a ¢ € (0,1) such that

he = qhy_1, forall £=1,...,L.

Theorem 5.13. Assume that (5.14), (5.15), (5.20) hold with o, 3,y > 0 and a > %min{ﬁ,y}.

Then, for any e < e~ ', there exist choices L ~ log(e~!) and {Né}eL:o such that e(Cf)\hML]V[C)2 < €2
and

E[C(QNHMO)| < gm0 0oAd | for gy, (5.21)

with ¢, > 0 independent of €. For 3 =, we can achieve E[CE(Q%LMC)] < ¢ e ?(loge)?.

Let 6 € (0,1) and let us assume in addition that (5.17) holds. Then there exists a constant
ce > 0 independent of € and & such that

P [CAQNMME) < et eod ) 2O D] s 12 for £y, (5:22)

with ¢, > 0 as above. For B =, we have IP [Ce(@hMLMC) < (cp+cod 1) e 2(log 6)2] >1- 42

Proof. As in [19], the proof of (5.21) follows easily from [13, Append. A]. Due to the indepen-
dence of the samples w®™ | there exists CL > 0 independent of € such that

E[c.(@)"M9)| = E [fjij(Qhe(w“’"))) +C(Qhu<w“’”>>)] < AN 69)
=0 n=1 =0

i.e., the same asymptotic bound as in the deterministic case, and the result follows as in [13]
with identical choices for L and {Ny}7_ .

To prove (5.22), we exploit again the independence of the samples and show as in (5.23),
with the same values for L and {Ny}/_, that there exist ¢/, c, > 0 independent of € such that

L
V[CAQNFMO)| < ()2 Nk T < (eo)?
=0

6_2—max{07 (2v—8)/a} for 2 ;
{ PED 5oy

e 2(loge)? for g =2y.

The second estimate in (5.24) follows as in [13, Theorem 1] after replacing v with 2.
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The result (5.22) then follows as in the proof of Theorem 5.12 via Chebyshev’s Inequality.
To see this, consider (5.18) with X = C(QMLMC) and assume first that 8 < 7. Using the
bounds on the expected value and variance of X in (5.21) and (5.24) we get

P[C@)FMC) < e 0] 5 g - 2

with 5
cs = cu+ o€ T2a 6Tt < cu + ced L,
since € < e ! and a > %,6’.
The cases 8 =, 8 € (7,27), B =27 and 8 > 2v can all be shown similarly. O

Theorem 5.13 states that provided (5.20) holds for some § > 0, the MLMC always achieves
a gain of O (e_ min{f,7}/ a) in the asymptotic cost over standard Monte Carlo, even in the case
when the cost per sample is random and with probability arbitrarily close to 1. For sufficiently
large (3, the cost of the MLMC method is O (6_2), independent of «. This fact can be exploited
to design unbiased multilevel estimators of E[Q] with cost O (e72) [40]. On the other hand, if
v > B = 2a, the cost of the MLMC method is O (6_7/6“) which is optimal, in the sense that it is
equivalent (up to a constant) to the cost of computing a single (standard) Monte Carlo sample
to accuracy O(e).

Application to Neutron Transport. Suppose now that Q : C — R is a (linear or nonlinear)
functional (operating with respect to the spatial variable x), and we are interested in computing
the expected value of Q(w) := Q(¢(w,-)) where ¢ is the scalar flux satisfying (2.1) and (2.3).
This will be approximated by Qp(w) := Q(®"(w,-)), with ®" as defined in Theorem 5.6.

Given the clear importance of the parameters «, 3, v, we would now like to estimate them
theoretically. We have already estimated the parameter v for two different solvers in Corol-
lary 5.11, taking into account the sample-dependent mesh size. The following result gives
estimates for @ and 8 under a quite general assumption on Q.

Theorem 5.14. Make the same assumptions as in Theorem 5.6 but assume p, > 2 in Assump-
tion 5.1. Let 2 < p < py and let ¢ = 2p/(p — 2). Suppose, in addition, Q satisfies the Lipschitz
condition:

Q(¢(w,-)) = Qd(w, ")) < C"(W)l$(w,-) = (w, Moo, for all ¢, ¢ € LP(Q, Leo)
where C' € LU(Q). Then, (5.14) and (5.20) hold with
a=mn and B = 2.
Proof. From the given hypothesis and Holder’s inequality
E[Q(w) — Qnw)] = E[1Q(s(w;") = Q" (w, N < 1| (@ 16 = " | 1o(0,10)

where ¢ = p/(p — 1) < ¢ and (5.14) with o = 7 follows from Theorem 5.6.
Also, with Y, = Qp, — Qn,_,, we have

vl < E[v?] < 2(E[lQ-Qul?] +E[|e-aQn..[']).
Arguing as before,
2
E [0 - Qu(@)] = |0w.) - 2@ )| | < 10T uey 1o - #Iigs.

where we used Holder’s inequality with conjugate indices p/2 and ¢/2. Then (5.20) follows with
B =2n. O
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Example 5.15. Consider the ¢gth moment of the spatial average of ¢ (over [0, 1]):

q
Qw) = |l¢]lf = </01 |(w, )] dx) ,  for some integer ¢ > 1 . (5.25)

This satisfies the assumptions of Theorem 5.14. The details are given in [36].

Corollary 5.16. Suppose the assumptions of Theorem 5.14 hold and system (2.7)-(2.8) is
solved with Method 2 in FExample 5.10. Then, the e-costs of the Monte Carlo method and of the
multilevel Monte Carlo method satisfy, respectively,

E[c(@Y)] = () and  E[C(QMO)] = o( ),

where x 1= 1=n > 0.
n

This corollary shows that indeed in theory, for the neutron transport problem, a theoretical
gain in the asymptotic computational cost of up to two orders of magnitude in e ~! is possible on
average. In fact, since we have also established a bound on the variance of the cost of Methods 1
and 2 in Corollary 5.11, we could even deduce such a result with probability arbitrarily close
to 1 from Theorems 5.12 and 5.13. However, in the numerical section we will see that this
theoretical result is overly optimistic, since in particular the bound on « in Theorem 5.14 is not
sharp. Nevertheless, we do observe gains of (at least) one order of magnitude.

Similar results can also be shown for other functionals of ¢ that are bounded in LP(2, L).

5.3 Numerical Results

In this section, we give some numerical experiments for the case when f(z) = e, for all z € (0, 1),
and when o = g + 04 with fixed absorption cross-section o4 = exp(0.5) and scattering cross-
section og chosen to be a lognormal random field with Matérn covariance, i.e., log og is a centred
Gaussian random field, with covariance function:

2 jz —y[\" |z —y|
2
Cy(z,y) = UWTI‘(V) <2ﬁ o K, ZWT . (5.26)
Here, I' is the gamma function, K, is the modified Bessel function of the second kind, A¢ is
the correlation length and o2, is the variance. By increasing the positive parameter v we can

increase the smoothness of realizations (see, e.g. [25]).
To sample from og we use the Karhunen-Loeve (KL) expansion of logog, i.e.,

logog(z,w) = Y V& mi(x) Ziw) (5.27)
=1

where Z; ~ N(0,1) i.i.d., and & and 7; are the eigenvalues and the Ly(0, 1)-orthogonal eigen-
functions of the integral operator induced by the kernel (5.26). In practice, the KL expansion
needs to be truncated after a finite number of terms, and the accuracy of the truncated expan-
sion depends on the rate of decay of the eigenvalues — this rate gets faster as v increases — see,
e.g. [35, 25].

We will give experiments for the cases v = 0.5 (when the &; and 7; are known analytically
[35]), and v = 1.5 (where &; and 7; are computed using the Nystrom method - see, for example,
[18]). When v = 0.5, it is known that Assumption 5.1 holds with n < 0.5. When v = 1.5 then
realizations of og have Holder continuous first derivative, and hence Assumption 5.1 holds for
all m < 1 - see, e.g., [12, 25]. In our experiments we set A\c = 1 and 02, = 1.

We discretise using the method described in §2.1. Following (5.5), we set the angular
discretisation level at N = 2[2h~/2] when v = 0.5 and N = (2h)~! when v = 1.5. We truncate
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Figure 1: Convergence of the mean error(s) E[[|¢ — ¢"N || ] and E[|Q — Q4]

the KL expansion after 225[h~/2] terms when v = 0.5 and after 8[h~'] terms when v = 1.5,
which ensures in both cases that the truncation error is negligible compared to the discretisation
erTor.

We compute two measurements of error in the mean,

E[|¢ — "V ] and E[Q — Qul] (5.28)

(where @ is defined in (5.25) and we take ¢ = 1). To compute these, we estimate ¢ by a
reference solution with h=! = 512, N = 256, and we choose 3600/ 2048 KL modes for the cases
v = 0.5,1.5 respectively. The expectations in (5.28) are estimated using a standard Monte
Carlo estimator (cf. (5.13)) with 32,768 samples. Note that when computing ¢V ") (w,-) we
ignore the theoretical path dependent stability criterion (4.14), which led to the construction
(5.7), and simply compute solutions with mesh parameters h and N(h) for each sample.

Numerical computations of (5.28) are presented in Figure 1. For E[||¢ — ¢V "] we
observe O(h) convergence, for both v = 0.5,1.5, even though when v = 0.5 we are only able
to prove convergence of order O(h") with n < 0.5. We also observe smaller errors and a faster
convergence rate (close to O(h?)) for the error in the functional E[|Q — Qp[].

Our final set of results concern the e-cost of the standard (MC) and multilevel (MLMC)
Monte Carlo methods for computing E[Q] where Q(w) = Q(¢(w,-)) and @ is given by (5.25)
with ¢ = 1. We use Method 2 of Example 5.10 as the linear system solver for each realisation.
Then Corollary 5.16 gives theoretical projections for the e-costs for each of these methods in
terms of 7. The relevant values of 7 are n < 0.5 when v = 0.5 and n < 1 when v = 1.5, in
which case x > 1 (for v = 0.5) and x > 0 (for » = 1.5). Hence the theoretical e-costs given by
Corollary 5.11 are

O(e™®) (5.29)

with s as given in the column “s, theory” in Table 1. To compare these to the observed e-costs,
we give in the column “s, observed” the corresponding observed rates of growth of e-cost when
estimating E[Q], using the data which went into the construction of Figure 2.

The graphs in Figure 2 depict the growth in e-cost for each of the methods and each v in
the case when h = 1/512 and N = N (h) and show the superiority of the multilevel method. We
observe from Table 1 and Figure 2 that for both values of v, the MLMC method gives us excellent
gains over the MC method in practice, of at least one order of magnitude. The discrepancy
between the theory and numerics here arises because, for the two specific cases considered, the
observed value of « in (5.14) is somewhat higher than the theoretically predicted value of o = 7
(with n < 0.5 when v = 0.5 and 7 < 1 when v = 1.5).
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Figure 2: Cost (in seconds) plotted against € for the error (computed with respect to a reference
solution) for standard and multilevel Monte Carlo. (Left) v = 1.5 and (Right) v = 0.5.

v | Method | s, theory | s, observed
0.5 MC > 5 3.4
0.5 | MLMC >3 2.4
1.5 MC >4 3.3
1.5 | MLMC > 2 2.1

Table 1: Summary of computational e-cost rates with s as in (5.29).

6 Conclusion

We have given a novel error analysis for the discretised heterogeneous transport equation,
demonstrating how the error depends on the heterogeneity. Although this is done for the
1d space and 1d angle case (slab geometry) and a classical discrete ordinates discretisation,
the analysis could be extended to higher dimensional cases, although with considerably more
technicalities. This analysis is based on a careful analytical treatment of a certain underlying
integral equation. We then applied this analysis to the case when the cross-sections are given
by a random fields and presented error estimates in suitable Bochner norms for both the scalar
flux and for functionals of it. We assumed the input data could be piecewise continuous Holder
fields with low regularity. We outlined the Monte Carlo and multilevel Monte Carlo methods
for quantifying the propagation of uncertainty in this model problem. Using our probabilis-
tic error estimates we then rigorously proved estimates for the cost of these methods. These
predict the superiority of the multilevel methods, even in the case of very rough input data.
Finally we presented numerical results to support the theory. Further numerical investigation
of uncertainty quantification for the transport equation, including some 2d in space and 1d in
angle model problems is given in the PhD thesis [36].
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