A HIGH BIT RATE FLEXIBLE MAC PROTOCOL FOR
MONITORING APPLICATIONS USING 60GHZ RADIO

TECHNOLOGY

A Thesis
Presented to
The Academic Faculty

by

Vikram Krishnan

In Partial Fulfillment
of the Requirements for the Degree
Master of Science in the
School of Electrical and Computer Engineering

Georgia Institute of Technology
MAY 2010



A HIGH BIT RATE FLEXIBLE MAC PROTOCOL FOR

MONITORING APPLICATIONSUSING 60GHZ TECHNOLOGY

Approved by:

Dr. G.K. Chang, Advisor
School of Electrical and Computer Engineering
Georgia Institute of Technology

Dr. T.K. Gaylord
School of Electrical and Computer Engineering
Georgia Institute of Technology

Dr. J. Barry
School of Electrical and Computer Engineering
Georgia Institute of Technology

Date Approved: [Date Approved by Committee]



To my Parents and Giants on whose shoulders | stood



ACKNOWLEDGEMENTS

Firstly, | would like to thank my parents for theatgnce and kindness while
bringing me up. | would like to thank them for the énd effort they spent on ensuring
that | got a good education. | would like to thahkrm for the countless hours they spent
taking me to museums, zoos and planetariums. Eazlofaimose trips has served in
boosting my interest in science and the world arausdven further. | would not have
missed them for the world.

| would also like to thank all the teachers whomd¢@amtered throughout my
academic career. Having changed several schooldteer countries it may not be
possible to thank each one of them individually bwbuld like it to be known that | am
thankful to all of them for having stoked the fifsmy imagination. Each one of those
teachers has served in bringing me a step furtherésaccomplishing my scientific
goals. | would like to thank them sincerely for hayoevoted the time and effort to
answer my questions and clarify all essential cptxe

Next | would like to thank my peers in both the Wity of Mumbai and
Georgia Tech. The interactions | have had with my @i&ehave been almost as important
as attending classes and interacting with profes$ties stimulating conversations | have
had with these people have contributed consideralgrtds my intellectual
development. | would also like to thank professors|@ay Buck and Adibi in the
Electrical Engineering and Liu and Chou in the Ma#partment. The knowledge | have
obtained from them is invaluable. | shall be etdyngdateful to them for introducing

very sophisticated ideas in a simple way and foiribgiration they have provided during



my stay at Georgia Tech. Things wouldn't have libersame without their support and
co-operation.

I would specifically like to thank the Optical Netikang Research Group here at
Georgia Tech. In particular, | would like to thank D.KGChang for agreeing to advise
me on my thesis. Others | would like to thank induDan, Arshad, Money, David,
Cheng Liu, Yu-ting and Claudio. Thank you all for y&umd co-operation. This would

not have been possible without it.



TABLE OF CONTENTS

Page
ACKNOWLEDGEMENTS iV
LIST OF TABLES iX
LIST OF FIGURES X
SUMMARY XVi
CHAPTER
1 PROBLEM SETTING 1
Introduction 1
Example: Highly secure locations which are susceptiohuman attack 1
Why 60 GHz based RoF networking might be a goodapti 4
Summary 7
2 BACKGROUND - BROADBAND ACCESS TECHNOLOGIES 8
Introduction 8
Wired Technologies 8
Wireless Technologies 10
Wireless Channel Properties 18
Radio-over-Fiber Technology 24
Comparative analysis 25
Summary 26
3 PROBLEM STATEMENT 28
Introduction 28
Proposed Network Characteristics 31
Purpose of MAC Protocols 38

Vi



Channel Access Policies 39

Limitations of current Schedule Based Protocols

Need for a new protocol 49

4 PROPOSED SCHEME 50
Introduction 50
Proposed Protocol 51
Simulation 58
Sensitivity Analysis 60
Summary 70

5 BEAM BLOCKING PROBLEMS 71
Introduction 71
Assumptions 74
Omnidirectional Antennas 76
Directional Antennas 81

Moving Beam 84

Beam Steering techniques 85
Switched Beam Antennas 88

Beam Selection Methodology 93
Summary 98

6 NON-LINE-OF-SIGHT COMMUNICATIONS 99
Introduction 99

Single Base Station Case 99

3 Base Station Case 111

2 Base Station Case 128

Position of the second base station 135

Vii



Comparative Analysis
Summary
6 CONCLUSIONS AND FUTURE WORK
Contributions of this thesis
Future Work
APPENDIX A: Newton’s Method
REFERENCES

VITA

viii

144

148

149

149

151

153

156

159



LIST OF TABLES

Page

Table 2.1: Comparison of various currently used WPAgtnelogies 11
Table 2.2: Frequency vs. EIRP for UWB 16
Table 3.1 Description of each state in terms of the behavioheimdividual blocks of

the Monitoring nodes 35
Table 3.2 Description of each state in terms of the behaviohefindividual blocks of

the Base Station 37
Table 5.1 Range Extension due to Beamwidth 80
Table 6.1: Description of states of the Base station 04 1
Table 6.2: Description of the states of the node 105
Table 6.3 Medium Access Table for the single base statioe cag 4 sector switched

beam antenna 106
Table 6.4 Simulation parameters for a 6 sector switched beasenaa 107
Table 6.5 Simulation parameters for an 8 sector switched bedenaa 107
Table 6.6 Correlating the base station state with the protetaike 116
Table 6.7 Correlating Secondary base station state with th@pobstate 117

Table 6.8 The states of the protocol correspond to the spestdites of the node 119
Table 6.9 Medium Access Table for the 3 Base Station case 21 1
Table 610: Simulation Parameters 122
Table 6.1:Correspondence of the protocol state with the primasglstation state 30
Table 6.2:Correspondence of the protocol state with the secoriesy station stat8@
Table 613: Correspondence of the protocol state with the ntate s B1

Table 614: Medium Access Table for the 2 Base Station case 33 1



LIST OF FIGURES

Page

Figure 1.1 The bombers caught on CCTV at Luton railway stationiat a.m. on 7 July.
2

Figure 1.2 Low quality analog images of a bank. Note the imjtmlity of determining
the facial features of the person 3

Figure 1.3 Spectrum allocation at the ISM band in different coestrNote the large

bandwidth availability. 5
Figure 2.1 ZigBee Channels and Bandwidth 13
Figure 2.2 Free space Path loss between Isotropic Antennas 20
Figure 2.3 Specific Absorption due to Atmospheric Gases 22
Figure 2.4 Total Loss as a function of Frequency 23

Figure 2.5 Channels in the 57-64 GHz band. Note that the salowaotls roll-off gently.
This is to ensure that the electronic devices aletalcope 23

Figure 2.6 Visual representation of Radio-over-Fiber network 25
Figure 3.1: OSI protocol stack showing different Isywith special emphasis on the Link

Layer. The Link Layer in turn is divided into the DIOE LLC (Data Link
Control Layer or Logic Link Control) sublayer and the Nple-Access

Resolution sublayer or Medium Access Control sublayer. 28
Figure 3.2 Schematic of the Proposed Network 31
Figure 3.3 Block Diagram Representation of the Monitoring Node 34
Figure 3.4 State transition representation of the Monitoringlsl@ehavior 34
Figure 3.5 Block Diagram Representation of the Base Station 36
Figure 3.6 State transition representation of the Base statidma@er 36
Figure 3.7 Flowchart for CSMA Protocol 42
Figure 3.8 Representation of FDMA 43
Figure 3.9 Representation of TDMA 45
Figure 4.1: Timing Diagram for the steady state openati 52



Figure 4.2 Timing diagram of the Icarus Mode 54
Figure 4.3 Timing Diagram of the Resync Mode 56

Figure 4.4 State Machine Diagram describing the behavior of thaitoring node 57

Figure 4.5 State Machine diagram describing the behavior oBtise Station 58
Figure 4.6 Simulation Results of the timing delay 60
Figure 4.7 Delay vs. Number of Monitoring Nodes 62
Figure 4.8 Channel Utilization vs. Number of Monitoring Nodes 63
Figure 4.9 Delay vs. Number of Normal mode iterations 64
Figure 410: Delay vs. Number of Normal mode iterations 65
Figure 411: Channel Utilization vs. Number of Normal mode itevas 65
Figure 412: Delay vs. Data Time per node 66
Figure 413: Channel Utilization vs. Data time per node 66
Figure 414: Delay vs. Number of Time spent in Icarus mode (linear) 67
Figure 415: Channel Utilization vs. Time spent in Icarus modeeir) 68
Figure 416: Delay vs. Number of Time spent in Icarus mode (log) 68
Figure 417: Channel Utilization vs. Time spent in Icarus mode)log 69
Figure 5.1: Simplified Representation of the network 71

Figure 5.2 The beam between the base station and the momgjtodde is blocked by a
stationary person in the path of the beam. In theecno transmission between
the node and the base station is possible 72

Figure 5.3 The beam between the base station and the momgjtodde is blocked by a
moving person in the path of the beam. In this cagdransmission between
the node and the base station is possible 73

Figure 5.4 Representation of power loss as a function of dcgtan 74

Figure 5.5 Overall loss as a function of distance for Tx anterfrEdm height, Rx
antenna of 1.5 m height and horizontal polarization 75

Figure 5.6 Two omnidirectional antennas facing each other 76

Xi



Figure 5.7 Representation of the network being simulated 77
Figure 5.8 Signal Strength vs. Distance covered by jammer in m 8 7
Figure 5.9 Additional power loss due to jammer vs. Distance ceddoy jammer 79
Figure 510: Signal Strength vs. Distance covered by jammer in m 82
Figure 511: Total power loss due to jammer vs. Distance covbseghmmerin m 83
Figure 512: Beam Steering in order to maintain Line of Sight 84
Figure 513: Fixed beam at the base station and moving beaheahonitoring node86
Figure 514: Switched Beam Antenna with 8 sectors 88

Figure 515 Note that the antenna pattern is actually a 3 dimaakpattern. Each sector
is actually a cone in 3 dimensions that looks the figure on the right 90

Figure 5.16 Signal strength as a function of the distance cetvéry the blocker 92
Figure 5.17Benefit due to Beam switching vs. distance coveregimmer 93

Figure 518: The transmitter and receiver select the beam randofiihe kwo select a set
of beams that are facing each other then it enagesnunication 94

Figure 519: The transmitter and receiver select the beam randofiihe kwo select a set
of beams that do not face each other, then it doeemable communicatiodb

Figure 5.20Given a random beam selection at the transmittetl@deceiver, for a
fixed number of nodes, the variation of the probabdif detection as a
function of (a) Number of sectors and (b) Number ofraptis at trying to find
a suitable set of beams. In most cases at least &bcinds of attempts are
needed 97

Figure 6.1: Timing diagram with handshake for handtrgnon line of sight case100

Figure 6.2 Under normal operations beam 1 of the transmitter amdetteiver are
perfectly aligned and transmission takes place 101

Figure 6.3 When the normal beam is blocked the two beamswénlsto a new set and

continue transmission if the selection is proper 102
Figure 6.4 State Transition diagram for the Base station 104
Figure 6.5 State transition diagram for the node 105
Figure 6.6 Additional average delay. The x axis contains thetion number 109

Xii



Figure 6.7 Additional average delay. The x axis contains téetion number 109

Figure 6.8 Placement of multiple nodes with the base statitorsgathe vertices of an
equilateral triangle separated by 220 112

Figure 6.9 When the beam is blocked the base station commasiedth other base
stations informing them of this fact 13

Figure 610: The node then exchanges the handshake with thadagobase station # 1
and then uses this to determine signal strength 14 1

Figure 611: The node then exchanges the handshake with thad&gobase station # 3
and then uses this to determine signal strengthett compares the two and

uses it to decide which one to communicate with 115
Figure 612: State Transition Diagram for the 3 base station case 116
Figure 613: State Transition diagram for the secondary base station 117
Figure 614: State Transition diagram for the node 118
Figure 615: Additional delay if the beam is blocked once evEdytransmissions. X axis

contains iteration number 123
Figure 616: Average Additional delay. X axis denotes the itermnoamber 124

Figure 617: Moving obstruction that blocks path between trangnand receiver 125

Figure 618: Drop in signal strength as the object moving forwanabressively blocks
the first second and third beams of a six sectorcewit beam antenna 126

Figure 619: The beam connecting the node to the secondarydtatsen may be blocked
if the object is moving along a straight line thaslion both beams 127

Figure 620: The beam connecting the node to the secondarydtatsen may be blocked

if the object is moving along a straight line thaslion both beams 127
Figure 621. Representation of the network employing 2 base sigtio 125
Figure 6.22 State transition diagram for the primary base Station 129
Figure 6.23 State Transition diagram of the Secondary Base station 130
Figure 6.24Node state transition diagram 131

Figure 6.25Additional delay caused by the protocol in the éatation case 134

Figure 6.262 dimensional Gaussian function with zero mean 135

Xiii



Figure 6.27Base Station is placed at (0,0). The node positigelected at random.
Contour plot of Loss x Blockage Probability 137

Figure 6.285 randomly placed nodes with the Base Station abigén 137

Figure 6.29Contour plots of the loss blockage probability fdfetient nodae
arrangements 138

Figure 628: 5 randomly placed nodes in 3 dimensional space (bln@Xhe base station
at the point (0,0,5) 139

Figure 631: Draw vectors from the nodes to the base station 139
Figure 6.32Invert the vectors and take the average value of #radxy coordinates4D
Figure 6.33Nodes (red) Primary base station (blue), Secondarydtasen (yellow) #0
Figure 6.34 Location of the secondary base station on the comtiot 141
Figure 6.35 Variation of position of the secondary base statidh erations 143

Figure 6.36Histogram of the average delay. The x axis indicdatesiumber of
transmissions per blockage that occurs. 144

Figure 6.37 Variation in average delay with average node to Bag®stdistance 145

Figure 6.38 Variation in average delay vs. processing delaydbaitirs in handshake
operation 146

Figure 6.39 Variation in average delay as a function of the chammgthe BS to BS
distance 147

Xiv



LIST OF SYMBOLSAND ABBREVIATIONS

ACK Acknowledge
ADC Analog to Digital Converter
ARQ Automatic Repeat Request
AWGN Additive White Gaussian Noise
BER Bit error rate
BFN Beam Forming Network
BPSK Binary Phase Shift Keying
BS Base station
BSS Basic Service Set
BW Bandwidth
CCD Charge Coupled Device
CO Central Office
CSMA Carrier Sense Multiple Access
CTS Clear to Send
DAC Digital to Analog converter
dB Decibel
dBm Measured power referenced to one milliwatt
DLC Data Link Control
DPSK Differential Phase Shift Keying
EIRP Equivalent Isotropic Radiated Power
EOD End of Data
EOT End of Transmission
fe Center Frequency

XV



FCC
FDMA
FEC
FHSS
Fre
FTTH/P
Gbps
GHz
G

Gt

H

h

hy
HDTV
IBSS
IEEE
ISM
kbps
km
LEACH
LrsL

LrsLdB

LLC
LOS

MAC

Federal Communication Commission
Frequency division multiple Access
Forward Error Correction
Frequency Hopping Spread Spectrum
Range Extension Factor
Fiber to the home/premise
Giga bit per second
Gigahertz
Receive Antenna Gain
Transmit Antenna Gain
Hessian matrix
Receive Antenna Height
Transmit Antenna Height
High-definition television
Institute of Electrical and Electronic Engineers
Independent Basic Service Set
Industrial, Scientific & Medical
kilobit per second
kilometers
Low Energy Adaptive Clustering Hierarchy
Free Space Path Loss
Free Space Path Loss in decibel
Logic Link Control
Line Of Sight

Medium Access Control

XVi



Mbps
MHz
MN
msec
psec
NLOS
nsec
OFDM
oSl
PDA
PHY
PON
P

P
QAM
QoS
QPSK
RECACK
RF
ROF
RTS
RXx

SBA

SMAC-S

Megabit per second
Megahertz
Monitoring node
milli-second
micro-second
Non Line of Sight
nano-second
Orthogonal frequency division multiplexing
Open System Interconnection
Personal Digital Assistant
Physical layer
Passive Optical Network
Power Received
Power Transmitted
Quadrature Amplitude Modulation
Quiality of Service
Quadrature Phase Shift Keying
Acknowledge Received
Radio frequency
radio-over-fiber
Request to Send
Receive
Switched Beam Antenna
Node Density per unit area

Self organizing Medium Access Control for Seméetworks

XVii



SMF

t delay,nor
t delay,lc

t delay,resync

TDM
TDMA
0
TRAMA
Tx
UWB
WDM
WiFi
WPAN
X+

Xn

Xviii

Single mode fiber
Average delay in Normal mode
Average delay in Icarus mode
Average delay in Resync mode
Time division multiplexing
Time Division Multiple Access
Antenna Beamwidth
Traffic Adaptive Medium Access
Transmit
Ultra Wide Band
Wavelength division multiplexing
Wireless Fidelity
Wireless Personal Area Network
Final value of Newton’s Method

nth iterate in Newton’s Method



SUMMARY

In recent years there has been a growing trendtinabpvireless convergence.
One particular aspect of this is 60 GHz radio-over-fteehnology. It is intended for use
in wireless personal area networks. However, we ttiiakthe same technology could be
used for monitoring applications in the indoor envir@emt It could be used to detect
emergency situations or to detect intruders. We shxalinine reasons why this choice
might be a suitable one. We shall then propose &N&er protocol to accomplish this
task. Since in case of emergency we might requicbdtain data from only one node for
an extended duration, flexibility in implementati@required. We shall develop an
adaptive MAC protocol where this would be possible &¢complish this by including
two protocol modes called the Icarus mode, whidb ise used in case of an emergency
and the Resync mode which is used when normalitgstored. A significant problem at
high frequencies is that the beam becomes incrdgsiagrow and behaves more in a ray
like condition. This implies that particularly in amdoor environment it is possible that
the beam may be accidentally blocked. In this casenbde must be able shift the beam
in order to enable communication. We demonstrateetbueh strategies and offer a

comparative analysis.
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CHAPTER 1

PROBLEM SETTING

I ntr oduction

In this thesis we are attempting to develop a Medhaoess Control (MAC)
protocol that would address the issues dealing wieinoel access policies using 60
GHz Radio over fiber technology. We hope that such doon network would be
used for monitoring critical areas when failure to nmmcould result in significant
damage or even death. During the course of thisghesishall develop the ideas we
believe are critical if such systems are to bealsgd. Hence before proceeding

further we shall first consider an example where sachnology might be used.

Example: Highly securelocations which are susceptible to human

attack.

A potential application for such a network is in lecas such as airports,

railway stations, banks and other important locattbas are prone to human attack.

There has been, in recent times, an increase ileteés of terrorist activity.
Terrorists have targeted vulnerable locations in pagraailway stations in Mumbai,
Madrid and London. They have bombed hotels in Bali arachi. For both
prevention of these crimes and bringing the crimit@jsistice it is vital that the

security services of any country have good visual médron about these people. In



fact, the London bombers were arrested on the béaais image of the terrorists

captured by a CCTV (Closed Circuit Televisiofhis is as shown in Fig 1.1.

§oe
£
‘i :

Fig 1.1: The bombers caught pn CCTV at Luton railway stgtion:21 a.m. on 7
July. Courtesy: BBC News

In addition to the threats that terrorists pose tostifety and well being of
citizens, one also has to take into account thregtese in common crime such as
bank robberies, armed robberies of stores etc. Mdkege locations use low bit rate
analog cameras for surveillance. This results in i@mresolution images from
which it is barely possible to make out the contours of a person’s face as can be seen

in Fig 1.2. This makes it nearly impossible to ajpred the miscreant.

In these cases it is clear that High-Def cameras woelldf the greatest
possible assistance to the law-enforcement agerdoegever, this then raises the

issue of transmitting this information in real tineethe police for swift action.


http://en.wikipedia.org/wiki/CCTV
http://en.wikipedia.org/wiki/Luton_railway_station

Currently most high-definition footage is stored ondhdisk. These can be retrieved

by the police only after the alarm has been raisedtamdriminal has escaped.

Fig 1.2: Low quality analog images of a bank. Note thpassibility of determining
the facial features of the person

If in addition to the existing methods we could pdevhigh definition images
to desired authorities and in the case of an emeyganuiltaneously provide high
definition images of the same to the emergency sesvRe this method then
valuable time can be saved and the mechanism vwmddme more robust. It would
also be helpful if the emergency services knew efakact location of the leak.
Robust and deterministic determination of emergescgore important than cost or

other concerns. In general, there are several roombkdkatto be monitored. Thus



any scheme designed would have to enable frequensg. Thus briefly

summarizing the desired system must have the fallgwapabilities:

1.

2.

Must be able to transmit high definition images unpoessed

Frequency reuse should be possible

Must be possible to transmit information to emergeseryices who may be a
couple of miles away

Cost is not a major concern.

The monitoring units are more likely to be embeddedature. Thus the
network shall be closer to an infrastructure network retien an ad-hoc

network.

(We use the term “monitoring node as the term “sensor is used to emphasize the

low power requirement. Energy efficiency is a principahcern. Sensor nodes are

usually meant for acquisition of data usually baseevents. In most cases, the

sensor is idle for most of the time. On the contranyroanitoring nodes shall be

active for most of the duration.)

Thus we need to find a medium of transmission thatroeet all of the above

requirements in both of the above cases. We now peophat 60GHz based Radio

over fiber technology might be a good option fostéort of application.

Why 60 GHz based RoF networ king might be a good option

As has been discussed extensively in the literatlieemajor benefit of millimeter

waves based communication is the extensively lavgéable bandwidth. Also it



must be noted that the spectrum between 57 and &4(Gl13.A.) and 59 to 66 GHz
(Japan) are unlicensed as shown in Fig 1.3. The gdwidth makes it possible to
transmit images and videos in high definition formatampressed. This opens up
the possibility for designing a wireless multimediamtoring network. It must be
noted that the images need not be only on theleigidt of the spectrum. One could
take high definition Infrared images as well. Thiakas it possible to obtain direct
visual input on a wide range of phenomena. For icgtave could obtain a high

definition thermal profile of a moving individual.

57GHz 58GHz 59GHz 60GHz 61GHz 62GHz 63GHz 64GHz 65GHz 66GHz

l l l | | l
US (57.0564.00)
l l l 1 I l
Canada (57.05-64.00)
I l l I I l
Korea (57.00-64.00)

e

Europe (57.00-66.00)

oy

Fig. 1.3: Spectrum allocation at the ISM band in défe countries. Note the
large bandwidth availability.



However, there exists a major drawback of communicaystems operating
at 60 GHz is that communication over a range of anf@ters may not be possible.
One method of increasing the range is to use a RadioFiber system. A major
benefit is the large available bandwidth at optfoaduencies. At a single optical
frequency it is possible to transmit multiple wirsddrequencies. Also this method
makes it possible to utilize the large quantitiepre-existing backbone fibers that
already exist for long distance communication. Thus could potentially receive
high definition multimedia sensor data several maleay from the site of
measurement. The author is not aware of any otliemse that offers the same range
of transmission of high definition images. But fibarskd technology is a wired mode
transmission. This implies that at the global lehel network is static. However, it is
possible for us to move sensors around the room beemainge of a few meters. Thus
we obtain a “globally static locally dynamic monitoring network. Even in the case
of fixed embedded monitoring network it may not begible to connect all the
sensors directly to the fiber as the position of¢aesor may not be very convenient
with respect to the pre-laid fiber. For instancenight be necessary to monitor every
nook and corner of the room, in order to preventsamnous mishap. However to
connect each and every node directly to fiber igrtyenot possible. The use of fiber
gives us another additional advantage besides @rasily extending the range of
transmission of the multimedia data. The large avialabndwidth of optical
frequencies implies that for sensing critical phenoaé is possible to introduce
redundancy thereby making the sensing process maustr@bonsider the case that

we have made the object of our study. The large dtailaptical bandwidth implies



that we can place multiple image sensors to sevese the tiniest detail etc. This
makes it possible to sense critical phenomena ieterhinistic way in case one of
the nodes fails. This is of critical importance asshcommon sensor networking
methodologies employ statistical methods of préalicin case one of the sensors
fails. This method can only be effective within a aertconfidence interval. Thus
there exists a possibility no matter how remoté #imeerror may occur. This is

unacceptable in our case

Summary

In summary, we have seen some important cases whéreéiigition video
and images could significantly improve the qualitymmnitoring. In order to network
these monitoring nodes, we have suggested thef & ®Hz Radio-over-Fiber
(RoF) networking technology. In order to proceed furtthr shall now study some

of the important aspects of this technology.



CHAPTER 2

BACKGROUND

I ntr oduction

We introduced in the previous chapter, 60 GHz Radw®r-&iber technology.
We briefly indicated why this technology might beted for high bit rate monitoring
networks. The 60 GHz band is a type of broadbandsadeehnology. Before we
proceed further, we shall introduce some similar tetdgies and study their

respective advantages and disadvantages.

The development of Broadband Access technologiegiviizen primarily by
high-speed broadband penetration and ongoing grofwtiednternet traffic among
residential and business customers. These havepbesng a huge bandwidth
demand on the underlying telecommunications infraiine.

Wired Technologies

These technologies can be either wired or wirelesgtimcipal wired
technology is PON technologPON stands for “Passive Optical Network which
means that there are no active elements betweeretiteaCOffice and the customer
[2]. A PON is a pointo-multipoint network architecture in which optical itjgrs are
used to enable a single optical fiber to serve iplalfpremises. They are classified
into two primary categories TDM-PON (Time Domain Mipllexing-PON) and
WDM-PON (Wavelength Domain Multiplexing-PON) depamgion whether the

users are allocated individual time slots or indigldwavelength for transmission



Currently, the FTTH/P (Fiber to the Home/Prenisetworks using passive optical
network (PON) are highly recognized as the most prioigisandidates for next
generation access systems.

Now we must understand why all optical or completeired networks would
not be suitable for our application. It is certaitrlye that fiber could easily
accommodate the bandwidth requirements of our apitatCat5 (Category 5) and
Cat7 (Category 7) cables which are high bandwidth twistedEthernet cables
could also be used. But there are other restrichessle bandwidth that make it
exceedingly difficult to apply these in practice. Ifieer/wired network, fiber/cable
must reach each and every node if communicationtaki® place. This introduces
the following difficulties. Firstly additional costgve to be incurred. Fiber must
reach each and every node which implies expensiveabpiquipment for every node
must be provided. This shall significantly raise tsts. Also the data rate generated
by a single high definition monitoring node shaBuk in resources not being
optimally utilized. In the case of cables, the sigmifit problem is that the distance
between the central controller and the node (no s@asen is needed in this case) can
be at most 100 m which is highly restrictive in oase. As has been explained the
emergency or security services may be situated aangeen further away.
Secondly, position of nodes is fixed at the timenstallation and cannot be altered.
This makes it very difficult if the network has to leeonfigured at a later date. Then
the apparatus will have to be dismantled and reiest&br the node which increases
costs at a later date. It might be necessary to ooenvtery nook and corner of the

room, in order to prevent any serious mishap. Howeaveohnect each and every



node directly to fiber is clearly not possible. Alscalability is poor i.e. we cannot
add nodes at a later date. This would require adalialfional fiber from the central
controller all the way up to the individual nodegogefiguring the entire network so as
to create a time slot or a wavelength for the nodeatzsmit.

Hence it is much easier to use a hierarchical ariite as suggested where
the central controller is connected using fiber to sEEase stations and they in turn
are connected wirelessly to the nodes. Thus we esiahstallations costs
significantly. Also if we wish to adjust node pasit or add more nodes at a later
date, it would be possible to do this rather easilglbadjustments need only to be

done locally.

Wireless Technologies

The aforementioned PON networks are an exampleretiaroadband access
technology. Another significant development in régggars has been the
development of broadband wireless access networkscknt years, wireless
networks are becoming more pervasive. This tremengiaygth is mainly
accelerated by advanced wireless communication tdogies, inexpensive wireless
equipment, and broader access availability. Theseonks are transforming the way
people use computers and other personal electromiceseat work, home, and when
traveling. There are many wireless communicatiohrietogies that can be
differentiated by frequency, bandwidth, range, and apgpéns.

In particular, we are concerned with a specific typeatwork called WPAN.
WPAN gands for “Wireless Personal Area Network and it stands for wireless

networks that have a maximal signal range of 10 medesthese networks are used

10



for the connection of consumer electronic devices eéith other such as personal
digital assistants (PDAS) or mobile phones. Someettmmonly used WPANSs are

defined below

Name Origin Frequency band Bit rate Signal

range

Bluetooth 2004 2.4 GHz 21Mb/s 10m

UWB 2007 3.1-10.6 GHz 500 Mb/s 10 m

ZigBee 2004 2.4 GHz 250 kb/s 10 m

WiFi 2004 2.4GHz/5GHz 11 Mb/s or 100ft
54Mb/s

Table 2.1: Comparison of various currently used WP Adthtelogies

Bluetooth

Bluetooth is designed for exchanging data over shetances from fixed and
mobile devices, creating personal area networks (PANsan connect several

devices, overcoming problems of synchronization

Bluetooth uses a spread spectrum technique in theR2zband, which
ranges from 2.4 to 2.4835 GHz, for a total bandwidt®3% MHz. Bluetooth uses
frequency hopping spread spectrum (FHSS) with 1 Mitiewhannels. Frequency
hopping is less sensitive to strong narrow bandfetence that only affects a few
channels. It uses ARQ (Automatic Repeat RequesheattiAC level, i.e., it
retransmits the packets for which no acknowledgensergdeived. It uses both time

and frequency diversity. [4]

When the base is first turned on, it sends radicassgasking for a response

from any units with an address in a particular raigjece the handset has an address
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in the range, it responds, and a tiny network is fakniéis is called a Piconet. The
aggregate throughput of a Piconet is independeteotraffic offered, because the
access is centrally arbitrated. Efficiency is constaiat Piconet. It has to define
power limitations for the devices, according to linets imposed by the various
telecommunications regulatory bodies. [4]

The maximum number of devices belonging to the netweobuilding block,
I.e. the Piconet for Bluetooth 8 (7 slaves plus onstenafor a Piconet. Up to 255
Bluetooth slaves can be put in park mode, a stateenthey do not participate in data
exchanges while keeping synchronization with the master’s transmissions. [4]

Bluetooth, in a nominal range of 10 m, allows thectmn of 20 different

Piconets, each with a maximum aggregate data trasyséed around 400 kb/s. [4]

ZigBee[5,6]

ZigBee is a set of communication protocols using kriiwd-power digital
radios based on the IEEE 802.15.4-2003 standard fetess personal area networks
(WPANSs), such as wireless headphones connectingoeitiphones via short-range
radio. The principal advantages include simplieityl cost effectiveness compared
with other WPANS, such as Bluetooth. It is particulatyted for applications that

require a low data rate, long battery life, and seoeteorking.

Typical application areas include

. Home Entertainment and Contrel Smart lighting, advanced

temperature control, safety and security, movies arglanu

12



. Home Awareness- Water sensors, power sensors, energy

monitoring, smoke and fire detectors, smart appliaace access sensors

. Mobile Services—payment, monitoring and control, security and

access control, healthcare and teleassist

. Commercial Building— Energy monitoring, lighting, access control

Industrial Plant— Process control, asset management, environmental

management, energy management, industrial deviateato

ZigBee operates in the industrial, scientific andlived (ISM) radio bands;
868 MHz in Europe, 915 MHz in the USA and Austradiag 2.4 GHz in most
jurisdictions worldwide. The technology is intendede simpler and less expensive

than other WPANS such as Bluetooth.

868MHz/ Channel 0 Channels 1-10
915MHz — [~ 2MHz
868.3 MHz 902 MHz 928 MHz
2.4 GHz
PHY Channels 11-26 — f— 5 MHz
24 GHz 24835 GHz

BAND COVERAGE DATA RATE CHANNELS

915 MHz

868 MHz Europe 20 kbps 1

Fig.2.1: ZigBee Channels and Bandwidth. CourtesygBge Alliance [5]
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ZigBee devices are required to conform to the IEEEB02:2003 Low-Rate
Wireless Personal Area Network (WPAN) standard. §thedard specifies the lower
protocol layers-the physical layer (PHY), and the media access dofMAaC)
portion of the data link layer (DLL). As can be seemf Fig2.1, this standard
specifies operation in the unlicensed 2.4 GHz (woidéyy 915 MHz (Americas) and
868 MHz (Europe) ISM bands. In the 2.4 GHz band theeel6 ZigBee channels,
with each channel requiring 5 MHz of bandwidth. Teater frequency for each

channel can be calculated= (2405 + 5 * (ch - 11)) MHz, where ch = 11, 12,26,

The radios use direct-sequence spread spectrum ¢adingh is managed by
the digital stream into the modulator. BPSK (Binary $&h&hift Keying)s used in
the 868 and 915 MHz bands, and orthogonal QPSK (QuadrBhase Shift Keying)
that transmits two bits per symbol is used in tde@Hz band. The raw, over-the-air
data rate is 250 kbit/s per channel in the 2.4 GHelpd0 kbit/s per channel in the

915 MHz band, and 20 kbit/s in the 868 MHz band.

Transmission range is between 10 and 75 meters (334thtket) and up to
1500 meters for ZigBee Pro, although it is heavilgatelent on the particular

environment. The maximum output power of the radsaganerally 0 dBm (1 mW).

The basic channel access mode is “carrier sense, multiple access/collision
avoidance (CSMA/CA). There are three notable exceptions to the use of CSMA.
Beacons are sent on a fixed timing schedule, ambtiase CSMA. Message

acknowledgments also do not use CSMA. Finally, ce/ia Beacon Oriented
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networks that have low latency real-time requirememdy also use Guaranteed Time

Slots (GTS), which by definition do not use CSMA.

UWB

Ultra-wideband (UWBis a radio technology that can be used at very low
energy levels for short-range high-bandwidth commuitnatby using a large

portion of the radio spectrum. [7]

Ultra-Wideband (UWB) may be used to refer to any raelahhology having
bandwidth exceeding the lesser of 500 MHz or 20% efttithmetic center
frequency, according to Federal Communications Casion (FCC) [31]

Regulatory settings of FCC are intended to provideficient use of scarce radio
bandwidth while enabling both high data rate "peasanea network” (PAN) wireless
connectivity and longer-range, low data rate appbeatas well as radar and imaging

systems.

UWB devices can also be used for wireless communitsitiarticularly for
short-range high-speed data transmissions suitabledadband access networkst Bi

rates up to 480 Mbps can be attained.

To ensure that UWB devices doaaetse harmful interference, this order
[31] establishes different technical standards and apgregstrictions for three types
of UWB devices based on their potential to causerfetence. These three types of
UWB devices arel)imaging systems including Ground Penetrating RadaPR&}
and wall, through-wall, surveillance, and medicah@img devices, 2) vehicular radar

systems, and 3) communications and measurementrsg/ste
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The frequencies are allocated according to apptinats can be seen below [31]

Imaging Systems:

Ground Penetrating radar: below 960 MHz or in the fraquédand 3.1-10.6 GHz.
Wall Imaging systems: below 960 MHz or in the freqay band 3.1:0.6 GHz.

Through Wall Imaging Systems: below 960 MHz or in fteguency band 1.99 -10.6
GHz.

Surveillance Systems: in the frequency band 1.9%-GHz.

Medical Systems: in the frequency band 3.1-10.6 GHz

Vehicular Radar Systems: Center frequency of the eomssid the frequency at
which the highest radiated emission occurs are grélaan 24.075 GHz. The -10 dB

bandwidth must be between 22 and 29 GHz.

Communication and Measurement Systems: the frequeamay 3.1-10.6 GHz

The power limitations as represented by the Eqaivdisotropic Radiated Power

(EIRP) are dependent upon the frequency of operation

Frequency in MHz EIRPin dBm
9601610 -65.3
16101990 -53.3
19903100 -51.3
310010600 -41.3
Above 10600 -51.3

Table 2.2: Frequency vs. EIRP for UWB
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This ECMA (European Computer Manufacturer AssociatBtandard [7]
specifies a MultiBand Orthogonal Frequency Division Miation (MB- OFDM)
scheme to transmit information. A total of 110 subrieas (100 data carriers and 10
guard carriers) are used per band to transmit the infamman addition, 12 pilot
subcarriers allow for coherent detection. Frequency-tlos@eading, time-domain
spreading, and forward error correction (FEC) codinguaesl to vary the data rates.
FEC is a system of error control for data transmissioarelhy the sender adds
redundant data to its messages which can be usdn IReceiver to detect and
correct error w/o asking the sender to resend data. E@euSed is a convolutional

code with coding rates of 1/3, 1/2, 5/8 and 3/4.

UWB has been a proposed technology for uge in persoealnetworks and

appeared in the IEEE 802.15.3a draft PAN standard.ederyafter several years of
deadlock, the IEEE 802.15.3a task group was disdalv2006. Slow progress in
UWB standards development, high cost of initial innpdatations and performance
significantly lower than initially expected are soofahe reasons for the limited
success of UWB in consumer products, which causestaleUWB vendors to cease
operations during 2008 and 2009

WiFi

Wi-Fi which is used synonymously for IEEE 802.11 tecbgylis actuallya

trademark of thIM/i-Fi Alliance|that may be used with certified produtizt belong

to a class of wireless local area network (WLAN) desibased on the IEEE 802.11

standards.
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It is important to note that as the range of WiFi isgtdy 100 ft, it does not
strictly speaking qualify as a WPAN system. Howegéren its wide usage in device

inter-networking it might be useful to gain moreighg into this protocol.

Both protocols use a spread spectrum technique iB.4h€Hz band, which
ranges from 2.4 to 2.4835 GHz, for a total bandwidt®305 MHz.Wi-Fi can also
use the 5 GHz band. Wi-Fi uses different techniqués about 16 MHz wide
channels. Both standards use ARQ at the MAC lewe),they retransmit the packets
for which no acknowledgement is received. [4]

The aggregate throughput on a BSS (Basic ServicasSapendent on the
traffic offered, due to the distributed CSMA/CA techniguich uses collisions as a
means of regulating access to the shared medium. &gféigiin a BSS is lower at
higher load [4]. The maximum number of devices belongintpe network' s
building block, i.e., BSS for Wi-Fi, is 2007 for a struetd BSS and unlimited for an
IBSS (Independent BSS).

Wi-Fi allows interference-free allocation of 4 different®&s$3, each with
aggregate transmission speed of 910 kb/s in a ndbnainge of 100 m, or 31.4 Mb/s

in a nominal range of 10 m. [4]

Wireless Channel Properties
We have in the previous sections studied in soet&ldhe various currently
used protocols for Wireless Personal Area Networksh@e also recommended
that the 60GHz band would be the ideal medium fanadigransmission for our
problem setting. This particular band falls under wwhalso known as Extremely
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High Frequency or EHF. As was evident from the previsections, the properties of
the protocol depend significantly on the wirelesarotel properties. Hence before

proceeding further we shall examine the channel ptiggdn this band.

Extremely high frequency is the highest radio freqydrand. EHF runs the
range of frequencies from 30 to 300 gigahertz, abovehwdigctromagnetic radiation
is considered to be low (or far) infrared light, alserred to as terahertz radiation.
This band has a wavelength of ten to one millimeg®ing it the name millimeter
band or millimeter wave, abbreviated mmW.

Compared to lower bands, terrestrial radio signathimband are extremely
prone to atmospheric attenuation, making them of ithy use over long distances.
In particular, signals in the 584 GHz region are subject to a resonance of the
oxygen molecule and are severely attenuated. Whideabsorption limits potential
communications range, it also allows for smaller tietey reuse distances than lower
frequencies. The small wavelength allows modest @tennas to have a small beam
width, further increasing frequency reuse potential.

The 60 GHz band can be used for unlicensed short (Ang&m) data links
with data throughputs up to 2.5 Gbit/s. It is usechmonly in flat terrain. The 60
GHz frequency, do not require a transmitting liceimsthe US from the FCC, as it
suffers from the effects of oxygen absorption as th&B@a does. [8]

Because of shorter wavelengths, the band permitssinefusmaller antennas
than would be required for similar circumstancethmlower bands, to achieve the
same high directivity and high gain. The immediaiasequence of this high

directivity, coupled with the high free space lasshese frequencies, is the
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possibility of a more efficient use of the spectrumgdomt-to-multipoint
applications. Since a greater number of highly divecintennas can be placed in a
given area than less directive antennas, the nét rsdigher reuse of the spectrum,
and higher density of users, as compared to loweuémrgjes. [8]

As explained above a significant factor in millimeteave transmission is

channel loss. We shall now study in detail its esus

Free Space Path loss [8]
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Figure 1: Free Spacg Loss Between Isotropic Antennas

Fig. 2.2: Free space Path loss between Isotropicnidate Courtesy: FCC Bulletin on
Millimeter Wave Propagation [8]
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The frequency and distance dependence of the &issebn two isotropic
antennas is expressed in absolute numbers by ltbevifog equation:
LrsL= (4nR/1)* Free Space Loss

where R: distance between transmit and receive antdnogsrating wavelength.
After converting to units of frequency and puttingdB form, the equation becomes:

LrsLas=92.4+20logf+ 20 log R
where f: frequency in GHz; R: LinefSight range between antennas in km. The
results are plotted in Fig 2.2
Atmospheric Gases

Transmission losses occur when millimeter waves tragehrough the

atmosphere are absorbed by molecules of oxygenr wagper and other gaseous
atmospheric constituents. These losses are greatertain frequencies, coinciding
with the mechanical resonant frequencies of thengalecules. Fig 2.3 gives
gualitative data on gaseous losses. It shows sgvea#tls that occur due to absorption
of the radio signal by water vaporBl) and oxygen (¢). [8] At these frequencies,
absorption results in high attenuation of the radjoa and, therefore, short
propagation distance. For current technology the impbahsorption peaks occur at

60 GHz as shown in Fig 2.4
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Fig. 2.4: Total Loss as a function of Frequency

Wireless Channels

Given below in Fig 2.5 is the division of the 542-6Hz band into sub
channels. As can be seen, This is more than suffiziesrder to ensure high

definition video and image communication which tybig requires 1.5 Gbps

Channel Low Freq. Center Freq. High Freq. Nyquist BW Roll-Off
Number (GHz) (GHz) (GHz) (MHz) Factor
1 57.200 58.240 59.280 1664 0.25
2 59.280 60.320 61.360 1664 0.25
3 61.360 62.400 63.440 1664 0.25
4 63.440 64.480 65.520 1664 0.25
2080 MHz 480

Fig. 2.5: Channels in the 57-64 GHz band. Notettiasub-channels roll-off
gently. This is to ensure that the electronic devexe able to cope



Radio-over-Fiber Technology [2]

Today’s wired networks based on fiber technologies have the capability of
providing huge bandwidth to end users using opfibal, but they are not flexible
enough to allow convenient roaming connections.@nother hand, wireless- based
access solutions offer portability and flexibility teaus, but they do not possess
abundant bandwidth at lower microwave frequencidsaoe the difficulties to
transmit longer distance at the millimeter-wave fiegties because of high
attenuation in the air. To make full use of the hbgedwidth offered by optical filve
and flexibility features presented via the wirelesdiaaver-fiber (ROF)-based
optical-wireless networks have been considered th& promising solution to
increase the capacity, coverage, band- width, anglityan environments such as
conference centers, airports, hotels, shopping malhgl -ultimately to homes and
small offices [9] [10].

The concept of ROF refers to the merging use of twwwventional technology

worlds: radio frequency (RF) for wireless and optical fitoerwired transmission.
Long-range metro or wide-area access links are peoviy optical fiber and links to
end users are accomplished by RF wireless [11]. Awsio Fig2.6 below, a typical
ROF system consists of a Central Office, optical fitetwork, remote passive node,
and a large number of base stations (BSs). ROF systanfiasp all switching,
multiplexing, sighal generation and processing atGentral Office. An optical fiber
network is used to transparently deliver the radioagto multiple remote nodes
(RN) and then to antenna BSs and end users Th2] use of optical fiber to distribute

RF signals to the BSs also offers better coverage gbhiransmission
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performance because of low loss and immunity totele@gnetic interference of
fiber. The typical distances between the CO and thge &e 10-25 km, where each of
the BS serves a picocell covering the distancesnsf vof meters. The prime benefit of

ROF systems is the super- broadband services prowisth high flexibility.

BS: Base station
Mm-wave
BS1

Central Optical Fiber Remote °
Office L Networks Node °* B

RN _Bsn
Data N i

Fig 2.6: Visual representation of Radio-over-Fiber networbu@esy: Z.Jia [2]

Compar ative analysis

In the previous sections we have considered sonteedlifferent transmission

schemes that are available. We shall now procestte the reasons why we think
that 60GHz/1550nm RoF scheme is the best suited déagitlen set of applications.
We firstly note that we have to transmit uncomprés$b video and images over a

few feet. Also we intend to have the same setupveratadjacent rooms, thus
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necessitating frequency reuse. Since these apphesadi@ critical and the cost of
failure to detect too high, monetary factors arereatly important. These
requirements are not met by ZigBee, Bluetooth or WAHithese systems are low bit
rate systems that cannot support uncompressed HBEntrssion. Also in the case of
WiFi, frequency reuse is not possible due to thgeaof transmission. These systems
are primarily designed to minimize costs and not twiole guaranteed signal
delivery. While UWB might be able to provide the essary bandwidth using
multilevel techniques like QAM (Quadrature Amplitusiedulation) and MPSK
(Mulitple Phase Shift keying), it suffers from low rangnd interference. Also since
the failure of standardization of UWB, it is difficult use this band for such
purposes. The limitations of using only mmWave o difler based technology are
evident. Thus for the desired application, 60GHz Raxdier-Fiber technology is the
ideal technology. This intuition is further confirmieg the demonstrations performed
at the Optical Networking Research Group here at @adrech. The first field
demonstration involved cross campus unidirectionaltididsmission using discrete
Radio-over-Fiber Technology [13]. In the second expeninin building bidirectional
super-broadband 60GHz RoF system using integratedcteaver [14] was

demonstrated.

Summary

In this chapter, we have attempted to provide a basmduction to the field
of Broadband Access Networks. We briefly introducedcdrecept of wired
networks. We then discussed in some detail the vautyqes of wireless protocols

and their limitations. The wireless channel modelkfer57-64 GHz band was
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explained and its usefulness to our network was degml We shall now see the
specific issues pertaining to our network and the atdwpes and limitations of

various approaches to solving those problems.
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CHAPTER 3

PROBLEM STATEMENT

I ntr oduction

In the previous chapter we studied the properti€g&dBEHz RoF transmission.
We also gave a brief introduction to the propertiethef57-64 GHz band. We also
discussed two demonstrations of the 60 GHz RoF téogynoT hese topics fall under

what is called the ‘Physical Layer’ of the OSI protocol stack.

[ Application |

[ Presentation |

[ Session |

| Transport |

| Network |

Data Link Layer

[ Logic Link Control ]

| Medium Access Control |

Physical

Fig. 3.1: OSI protocol stack showing different layeith special emphasis on the
Data Link Layer. The Link Layer in turn is dividedanthe LLC (Logic Link
Control) sublayer and the Medium Access Control stdsla
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As shown in Fig 3.1 the Physical Layer (often terrRétY) is the first and lowest
layer in the seven-layer OSI model of computer networkidgl stands for Open
System Interconnection which is an abstract desorigor layered communication

protocol design. It divides the network architectutte inlayers as shown in Fig 3.1.

The Physical Layer consists of the basic hardwaresmnéssion technologies of a
network. It is a fundamental layer underlying the lafjdata structures of the higher
level functions in a network. Due to the plethoraweéilable hardware technologies
with widely varying characteristics, this is perhaps imost complex layer in the OSI
architecture. The Physical Layer defines the meanson$mitting raw bits rather
than logical data packets over a physical link coting network nodes. The bit
stream may be grouped into code words or symbalsanverted to a physical signal
that is transmitted over a hardware transmission mmedi he Physical Layer
provides an electrical, mechanical, and proceduraifate to the transmission
medium. The shapes and properties of the electaaiectors, the antenna beam
patterns, the frequencies to broadcast on, thautatbdn scheme to use and similar

low-level parameters, are specified here.

The Data Link Layer is Layer 2 of the seven-layer @8del of computer
networking. The Data Link Layer is concerned with latelivery of frames between
devices on the same network as shown in Fig 3.1 DIl layer is further

subdivided into two sublayers:
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Logical Link Control sublayer

The uppermost sublayer is Logical Link Control (LLC).ig kublayer multiplexes
protocols running atop the Data Link Layer, and apity provides flow control,
acknowledgment, and error notification. The LLC pregdddressing and control of
the data link. It specifies which mechanisms aredased for addressing stations
over the transmission medium and for controllingdat exchanged between the

originator and recipient machines.

Media Access Control sublayer

The sublayer below it is Media Access Control (MAC)isTitefers to the sublayer
that determines who is allowed to access the nadaay one time (usually

CSMA/CD). It also deals with frame structure with MAC ezlbes inside.
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Proposed Networ k Char acteristics

Central
Controller

® Monitoring Node
B Base Station

| N
[(O Fiber Backbone sz JJ

Fig. 3.2: Schematic of the Proposed Network

The Fig 3.2 shows a schematic of the proposed mktwaconsists of a set of
monitoring nodes which generate the data. This dataein transmitted wirelessly
using the 57-64GHz band to the Base Station. |iBtee station, the Electrictd-
Optical conversion takes place and the signal vg tnansmitted by means of the fiber
backbone to the Central Controller. All data processragsumed to take place at the

Central Controller.

This is significantly different from most sensor netking applications where

the processing mostly takes place at the node itself the Base Station (which in
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some sensor networks is also called a Clusterhead [16%)iSthe reason why we
use the term “monitoring node instead of sensor node. This distinction is also used to
emphasize the difference in power requirements. Cdiorex sensor networks
emphasize a low power requirement. They also perfata acquisition based on
events whose occurrence is resolved at the nodk Emerally, sensors are idle for
most of the time. We instead are focusing on momigpapplications which implies
that there is a continuous stream of data eman&bngthe nodes that has to be
transmitted to the Base Station and from there onsviar¢he Central Controller.
Such applications entail critical data, failure tdaon which may result in

catastrophic failure.

One of the consequences of this is that the nodesveare of the destination
of the data. Also they always have some data temn@&nThe consequence of this is
that the load conditions are high traffic load coiodi$. This means that there are no
sudden periods of activity followed by long periadsnactivity. This implies that the

nodes and the Base Station need to be ready to fitaorsraceive data.

This implies that the Base Station and the nodesm@ersgy unconstrained.
The network is assumed to be an infrastructure netwerka number of fixed Base
Station connected through a fiber backbone. Suop@dgy can be easily envisaged

in smart building applications, where the Fibeithe-Home and power cabling exist.

The uplink and downlink wireless channels are agslta be identical. The

same radio frequency and the same MAC protocol ajppligoth directions.
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At the time of writing, no devices that perform thésections are known to
exist. We however can envisage what capabilitiesldveces must possess in order to
enable such a network to function. We hence nowdssome of the details of the

inner working of such devices.

M onitoring Node Behavior Description:

As can be seen from the Fig 3.3, the monitoringenmaimprises of the
following components. Firstly, we have a Sensingnelist. This could be a thermal
Imaging camera, a CCD camera or any other such deviebleapf generating HD
video or images. The responsibility of transmitting tiata rests on the 60 GHz
Radio transceiver. Transmission takes place only wieprtocessor permits
transmission after receiving instructions to do saftbe base station. This is to
avoid any synchronization errors. Since most of thegssing takes place at the
Central Controller, the on-chip or on-board processothmegprincipal responsibility

of ensuring that the protocol is followed.

The storage primarily stores the physical addressg®tner protocol related
details. It can also be used to store the data gewxeddowever, this is not feasible to
store such data for over a few seconds due to the gbleene of data generated. The

power source supplies power to all components ierai@ensure proper functioning.
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Power Source + — —>» Memory Timer

|
[ > Processor < —

Sensing i
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Fig.3.3: Block Diagram Representation of the Monitgriviode

Fig.3.4: State transition representation of the Nwimg Node Behavior
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Sensing

Node State Processor element&ADC Xceiver Storage
Sleep Inactive  Inactive Inactive Inactive
Rx Active Active Active  Active
TX Active Active Active  Active
Idle Inactive  Inactive Active  Inactive

Table 3.1: Description of each state in terms of #tgbior of the individual blocks
of the Monitoring nodes

As can be seen in Fig 3.4 the node can existundtates: Sleep, Receive,
Transmit and Idle. Table 3.1 shows that the Slese stpplies when all components
are switched off. This is seldom used if the applarais critical as the startup times
for all components may be significant. In the Receind Transmit states, all the
components are active, receiving instructions orabien or transmitting data. The
Idle State is reached whenever all components exicepgtansceiver are switched off.
This is used whenever the node is not transmittimgoeiving. Its purpose will be

clarified when the protocol is explained.

Base Station Behavior Description:

As can be seen from Fig 3.5 the base station coegpasthe following
modules. Firstly, we have the processor. While tinetionality of this module is
similar to that of the monitoring node, it is far mg@verful as it has to control
transmission and reception with all the nodes undezantrol whilst also maintaining
overall network functionality by communicating withet central controller by

receiving and transmitting data through the fiber.
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Fig.3.5: Block Diagram Representation of the Basa@tat
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Fig.3.6: State transition representation of the Baston Behavior
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BS state Processor O/E &E/O Radio Storage

Sleep Inactive  Inactive Inactive Inactive
Idle Inactive  Active Active Inactive
WirelessXmit  Active Inactive Active  Active
WirelessRec  Active Inactive Active  Active
OpticalXmit Active Active Inactive Active
OpticalRec Active Active Inactive Active

Table3.2: Description of each state in terms of #lealvior of the individual blocks
of the Base Station

In order to collect data from the node and trangrat the central controller,
there needs to be a module that performs Electree@lptical and Opticate-
Electrical conversions. This implies that in theetaachine diagram as shown in
Fig. 3.6 the Transmit and Receive modes are bifurcatedat Wireless-Transmit
and the Wireless-Receive and Optical-Transmit aniic@pReceive modes
depending upon whether the radio or the O/E&E/O reoduactive as illustrated in
Table 3.2. The purpose of the Storage module hecestote the Medium Access
Table (see Chapter 6) and additional protocol detdid$e however that the Storage
unit does not save any data. This is done in oasmplify the design. The timer is
absolutely vital and is kept ON at all times. Itimains synchronization of
communication amongst all the monitoring nodes whilso communicating data
systematically to the Central Controller. The qualityhe crystal used for this is
recommended to be very high. In order to maintain symghation it is also

necessary for clock recovery of the signal to takeeplac
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The states that the Base Station can exist in an@rsin the state transition
diagram in Fig 3.6. The states are correlated wethhérdware states in Table 3.2

The Sleep and Inactive states have the same puaggaosghe monitoring node.
Purpaose of MAC Protocols

Owing to the constraints of transmitting uncompregs$Bdvideo and images
in real time for monitoring applications, it is desiethat the proposed MAC

protocol enable reliable, error-free transmission eutmeed for retransmission.

The function of the MAC protocol can be broadly diddeto three

categories [17]:

I Channel Access Policies
. Scheduling and Buffer Management

iii. Error Control

Channel access policies deal primarily with regutatiode access to the channel.
This is important if we have to prevent collision aesttansmission which are a
source of energy wastage and of additional delay.d:dimg deals primarily with
delay bounds and queuing disciplines. In order taiak# working solution, this
development has to be done in conjunction withctiennel access policy and the two

have to be seamlessly integrated. This shall beringary focus of this Thesis.

Link layer error control deals primarily with the diffitids of streaming real time
multimedia data over a monitoring network in ordemteet the QoS requirements of

a video stream given the unreliability of the wisdehannel. The unreliability of the

38



wireless channel is caused on account of multi-faedimg and shadowing at the
physical layer and collisions at the MAC layer atéo frequency bands. A well
designed channel access policy shall prevent ttex.|& he former can be solved by
suing either an ARQ (Automatic Repeat Request) or FEEBA@&d Error Correction).
ARQ is inefficient in handling latency as it caudes same data to be transmitted
twice. It is clearly unfeasible for applications regugrireal time delivery of
multimedia content. Different FEC schemes have beepgsed for video streaming

[18,19,20].

Channd Access Pdlicies

Contention Based Protocols

In these methods, the resources are not assignedivaliral nodes.
Whenever a node has data to send, it must conterddess to the channel with
other nodes that have data to send. Thereforesiool can occur when two nodes
think that they have access to the channel atahmegime. This, in turn, will reduce
overall throughput. Hence it is necessary to mininsizdésions (and hence maximize

throughput) while maintaining fairness in the ugeesources among all the nodes.

Carrier Sense Multiple Access

Carrier-sense multiple access (CSMA) is one such randmesa approach.
Using CSMA, when a node has data to send, it lsstetthe channel to try to
determine if any other node is currently transmittifidne flowchart is as shown in

Fig 3.7
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Using carrier-sense will reduce collisions, but iwat guarantee that
collisions will not occur. For example, there israall (but nonzero) probability that
two nodes will sense the channel at the same tiote, decide that the channel is free
for transmission, and both transmit data at the sames tausing a collision of both
data messages. The more likely collisions will sdeecause the transmitting node
cannot “hear everything that the receiving node can hear. Indase, the
transmitting node assumes that the channel is fireeafiosmission, while the
receiving node is busy receiving data from another noldis will cause a collision at
the receiving node, which will not be able to reeeilata from either transmitting
node. This is known as the hidden terminal probl€he main problem is that
collisions occur at the receiver but need to be detleat the transmitter. In a wired
network, the transmitter and receiver hear the sanssage and the transmitter can
detect a collision at the receiver. In a wireless ndtywon the other hand, due to the
propagation loss of the radio signal, the transmi@@not always hear the same
message the receiver hears.

Newer randomized protocols use pre- transmission mes¢age, request-
send (RTS) and cledao-send (CTS)) to further reduce the risk of collisioneTh
transmitting node sends out an RTS message, anddbring node must send out a
CTS message before the transmitting node can sendagayAll nodes listen for
CTS messages. Once a CTS message is heard, all otle=r know not to transmit
their own RTS messages on the channel until the curaargmission is complete.
This further reduces collisions, at the expense @kemsed overhead and energy

dissipation since nodes need to receive all mesdagebtain the CTS messages. In
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addition to collisions, there may be packet losktee transmitter has to back off too
long and the data are time-sensitive. There cantsuffer overflow if the node has
too many packets to send and cannot access thaahagsulting in lost data.
Randomized protocols have the advantage of beingesitmpmplement, requiring no
knowledge of the network topology or global controlddhey are easy to configure.
However, we believe that their applicability to modé&dia transmission is limited
owing to the following reasons [17]:
. The primary concern in the protocols of this classaiéing energy, and this is
accomplished at the cost of latency and by allowimgughput degradation.
. Coordinating the sleepwake cycles between neighbors is generally
accomplished though schedule exchanges in ligtiteobngoing high data
rate video/audio messaging.
. Such an operation could well lead to strong jiteard result in discontinuous

real-time playback.
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Fig. 3.7: Flowchart for CSMA Protocol. Courtesy: B. Faan, Data Communication and Networking 4e [15]
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Contention Free Protocols

We have hitherto considesl Contention based protocols i.e. protocols in
which the nodes contend with each other for transionistime. The principal
drawback of this scheme is that collisions can oteutwo or more nodes could
simultaneously access the channel. This necessitattmnsmission, which increases
delay. This is highly unsuitable for high bit rate thidefinition video or image
transmission. Also in case of critical applicatioiss could lead to problems as vital
data may be lost. Hence we consider cases whech#mmel is allocated to different
nodes in a fixed fashion. Thus there is no conterfo resources and the drawbacks
are avoided. Most contention free protocols are basetllocating either time or
frequency amongst all nodes giving rise to eitherd Division Multiple Access or

Frequency Division Multiple Access schemes.

Frequency-Division Multiple Access (FDMA)

Common
channel

Data

A )

Silent Data

Fig.3.8: Representation of FDMA. Courtesy: B. ForoyZaata Communication and
Networking 4e [15]
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In FDMA as represented in Fig 3.8, the bandwidtthiveded into slices such
that each user gets a unique section of bandwidarioh to transmit data. If there
are N nodes that must share BW bandwidth, each node gets a frequency slice of
sizeBW N in which to transmit [15,16].

The principal advantage of this scheme is that bsao node is supposed to
transmit in the bandwidth slice given to another nokere are no collisions between
transmissions. Transmission is continuous in FDMAucaty the number of guard
and synchronization bits needed compared to TDM&eby decreasing overhead.

The disadvantages are FDMA may require guard bandsdure
transmissions do not overlap in frequency). HoweveiMRA requires that the
transmitter hardware be on at all times, increasiiegenergy dissipation compared
with a burst transmission protocol such as TDMAadidition, FDMA requires good
filtering to ensure that energy transmitted in thigmieoring slices of bandwidth do

not interfere with the transmission.
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Time Division Multiple Access or Scheduling Basewt®cols
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Fig.3.9: Representation of TDMA. Courtesy: B. ForuzData Communication and
Networking 4e [15]

In TDMA, as represented in Fig 3.9, time is brokeo fnames, and each
node is given a specific timget within the frame in which to transmit its data.
During this time-slot, no other node should accessttannel, so there are no
collisions and the throughput is equal to the tdtdh transmitted by each node.

Assume there are N nodes that have data to transdhihartime for each frameist
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and the channel bandwidthB8V. Each node will gett t /N seconds in which to

transmit data. [15, 16]

Limitations of current Schedule Based Protocols

Terms and Definitions:

Active Rangein a Radio-over-Fiber based network, we use this terdenote the
distance between the Monitoring node and the neBigest Station. In wireless
transmission, it is the lowest value one-hop distanc

Passive Rangén a Radio-over-Fiber based network, we use this terdehote the

distance between the Monitoring node and the Ce@watroller. In wireless
networks, this would correspond to the source to wolstin distance.

There exist some limitations in the main schedwdselol protocols that
currently exist that make it difficult to use them for agplication. This stems from
two primary reasons. Firstly, most of the current prots are designed for low bit
rate systems operating at relatively low frequenciad, have a fairly long active-
range of a few hundred meters or more. This is smifly different from our
application where we are using high bit rate transimisat millimeter wavelengths
for short active-range transmission. Also, while mokeoprotocols are designed for
strictly wireless systems, we are exploiting theddgs afforded by the recent
convergence in wireless and optical technologieprewide high-def video and
Image data. Some of the benefits of this technobwgylonger passive-range,
significantly higher bandwidth and moderate abildyntove the monitoring nodes.
Some of the principle limitations however are the bwtive range and the fact that

the Base Station being attached to the fiber is fikBxlvever this also means that we
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can provide for a non-storage type electricity supplthe Base station and hence the
energy consumption by the Base Station is lesscohaern.
We shall now briefly outline the major schedule-lohgeotocols for wireless

system and state their limitations.

LEACH: LEACH stands fol. ow Energy AdaptiveClusteringHierarchy R1], [22].

It assumes a dense sensor network of homogeneous, awgrgiyained nodes, which
report their data to a sink node. The nodes are ipaei into clusters and each
cluster has a dedicated node, called the Clusteriadach is responsible for creating
and maintaining the TDMA schedule. Data is exchadrgdy between the node and
the Clusterhead which then transmits the data tsittlenode. The relatively larger
distance between the sink node and the Clusterhgaleégthat a significant energy
is spent by the Clusterhead. LEACH addresses this isg rotating the Clusterhead
amongst nodes that have higher energy. This resulteifollowing serious
limitations. Firstly rotation of Clusterheads impliéat the clusters have to be
reformed frequently, which is a time variable processoAhis needs global timing
synchronization. Besides during cluster reformatiome nodes might get left out.
Another limitation is that the coverage area is@siinall as the Clusterhead must
have enough energy to transmit to the sink nodes 3¢tieme also has a low BER.
We attempt to address the above issue in the folgpfashion. The Base Station is
kept fixed and is communicates with the Central Golar by means of fiber, instead
of a purely wireless link. It is given a permanenirse of power. This implies that

power consumption by the Base station need notrbajar concern; hence there is
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no need to rotate the Clusterhead or reform clustéss. We significantly increase

the passive range by using a fiber-based technologsignificantly lower BER.

SMAC-S SMAC-S stands foBelf-organizingM ediumAccessControl for Sensor
networks [23], [24]. It essentially combines neighborhdstovery and assignment
of TDMA schedules. The spectrum is subdivided inamgnchannels and each node
can tune its transceiver to an arbitrary one. Altevefitimany CDMA codes have to
be available. Clearly, both approaches are not feaiblhigh bit rate transmissiom a
millimeter wave frequencies and lead to significahilgher costs. It also assumes

node to node communication which is not what wetrgiag to achieve.

TRAMA: TRAMA stands forT Raffic AdaptiveM ediumAccess protocol [25]. In
this protocol, the schedules are constructed byalsensors when needed in a
distributed fashion. Time is divided into randomesx periods followed by
scheduled access periods. The protocol is implementthdee stages. The first
protocol is called the neighborhood protocol, whkxecuted in the random access
phase. In this case, each node learns about itsagpradighborhood. All node
transceivers are active during this phase. The mexoqol is called the schedule
exchange protocol, here a node transmits its cus@hgdule and also picks up those
of its neighbors. The final protocol occurs in tlkeeduled access phase and
determines when a node can go to sleep. Thisliesdctde adaptive election
algorithm. As can be evidenced from the previousrijgsun, the above protocol

while being highly adaptive is exceedingly complechand needs significant
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computation and memory requirements in each of theosenodes as the algorithm is
distributed. Also as been reported in [25], the ensayngs of this protocol depends
upon the load situation.
Need for a new protocal

Besides the above limitations, schedule based gotstan general suffer from
some limitations. Firstly, all schedule based alfponis are variants of the basic TDM
scheme. This implies that all schedule based algudtneed timing synchronization.
We shall see how this issue is solved in the nleapter. Also, requirements are not
the same at all times. When an emergency occursght be necessary to obtain data
from a single node or a few nodes. The data obtdnoed other nodes may not be
relevant. Adapting schedules according to varyingiregqnents is difficult. We
attempt to accomplish the same using three modesifaMAC protocol. We shall
elaborate on this in the next chapter as well. Wé also study the performance of

our protocol and seek to further understand its behavi
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CHAPTER 4

PROPOSED SCHEME

I ntr oduction

In the previous chapter we have seen that convaitgmedule based protocols
are insufficient to meet the requirements of our netwbhese limitations have the

following sources:

1. High Bit rate: Conventional MAC protocols are designed for low biera
applications. Typical values range from a few kbpa tew Mbps. On the
contrary we have to transmit HD video and images lwbauld take several
Gbps of transmission rate. Also the low bit rate ingtieat most of the
processing can be done at the node or the basenstliere is no need to
transmit raw data to the Central Controller for processing

2. Delay critical nature: This implies that it is possible to design systehag
respond only in the case of an event. This resuknergy savings. Also since
most of the nodes have battery operated power sowtaeb have to last for
a long time, the emphasis is on energy conservaarthe other hand we are
transmitting video images. Preserving the real taeire of these
transmissions is absolutely vital. Hence our operatare delay critical

3. Flexibility: In conventional sensor networks, the type of datsstrétted is
the same under all conditions. Also the data for alevpicocell is generally
aggregated before transmission. In our case, we hiexe @ery high bit rate

video/image generation units. This implies that tlteres not exist the
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possibility of data aggregation. Thus in the calsnoemergency, it becomes
imperative to be able to modify the MAC protocol sd@asbtain data from
one node only. After the emergency has ceased todeust be able to
resume normal operations. Also not all nodes are Bocrdical. We must be

able to fix the transmission time of each node iraelently
Proposed Protocal

We attempt to overcome the previously mentionedditians by proposing
the following protocol. As indicated previously the-64GHz band is divided into 4
channels. A node is allocated a specific chanre. dverall time is divided into
slots. Since failure cannot be deemed acceptabl@chele a mode called the Icarus
mode, as shown in Fig 4.2, during which a singleenth@dt is monitoring a critical
situation shall be allocated all time slots. Wevoaspply the transmission time to the
node via the Base Station, as shown in Fig 4.1. iydies that different nodes can
be given different number of time slots. Also the tishas allocated to any specific
node can be altered after installation or at any tirmel@em necessary, thus
improving flexibility. Also this enables us to inBtenore nodes in the future by
simply changing the time allocated to the exismogles. This improves scalability.

We now shall develop the timing diagrams and bemanfithis protocol.
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Steady State Timing
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Fig.4.1: Timing Diagram for the steady state operation

Our protocol is based on TDMA scheme like all thfgeo schedule based
protocols. This implies that time is divided intoahslots. Transmission may take
place only during a unique time slot, i.e. the traitier and the receiver have to agree
upon unique time slots for transmitting and receivirfgrmation. If time slots

overlap, then collisions will occur. This would resuliadditional delay caused by
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retransmission of the same data and poorer channeatioh. Thus timing
synchronization is needed. It is also important toember that the on chip clock is
non ideal. We solve this problem by having the k&agon tell the node when to
begin transmission and only after the node has reddtwe signal can it transmit
information. The other additional benefit of letting thase station transmit the
timing data to the nodes is that we can then impl@mon uniform TDMA, wherein
time slots of different widths may be assigned to d#ifik sensors depending upom

our requirements. This greatly improves flexibility.

Upon receiving the timing information, the nodmins transmission of data.
The timing data that was transmitted in the prevsiep is used to set the counter to
the value that the Base Station wants. The cousi@edcremented. When the time is
up, the node attaches a prearranged End of Data (E@D)lhis informs the Base
Station that the node has stopped transmissias.aldng with the next step
prevents the collision of data from adjacent nodeseRhat two nodes are said to be
adjacent if they occur consecutively on the schedule

As shown in the Figure 4.1 after a certain delay Bhse Station receives the
data. The Base Station then adds information sutieaBase Station i.d. and the
node i.d. Note that the addressing scheme usethitsvie. This utilizes the hierarchy
inherently presents and simplifies the process dfessing. This data is needed if the
Central Controller observes abnormal data and wishasdess the data from that
particular node in Icarus mode. This is then transohite means of the fiber to the

Central Controller.
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When the Base Station receives and processes thebE€ D knows that the

node has stopped transmitting. It then broadcastisthend the timing data of the

next node.

IcarusMode Timing

1 Ede hﬂd A/N Central Controller to Base Station
>
|
. Base Station to All
I SN | Counter | Xceiver Nodes
2 ! | id | Dis Dis -
-
|
|
3 : Ack |Desired Node to BS

>
I
I
: | Sync &
4 BSto Desired Node | Start
>
I
I
I P—
5 Desired Node to BS Data Transmission |
S

Fig 4.2 : Timing diagram of the Icarus Mode

One of the benefits of letting the Base stationaketne timing schedules is

that it is possible to vary the same without muxinaeeffort. This gives rise to

additional flexibility. In case an emergency occlirss possible to give as much time

as deemed necessary by the Central Controller te@fispnode. We call this mode
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of operation the ‘Icarus Mode’. Icarus is a character in Greek mythology. He is the

son of Daedalus and is commonly known for his attampiscape Crete by flight,
which ended in a fall to his death. Daedalus fasdotwo pairs of wings out of wax
and feathers for himself and his son. Before they tookaff the island, Daedalus
warned his son not to fly too close to the sun,toorclose to the sea. Overcome by
the giddiness that flying lent him, Icarus soareduigh the sky curiously, but in the
process he came too close to the sun, which méleediéax and hence Icarus fell into
the sea. This legend is frequently used a warmngpt ignore crucial information

that could possibly result in catastrophic failure.

Shown above in Fig 4.2 is the timing diagram ofltaus mode of operation.
When the Central Controller observes abnormal datiansmits the i.d. of the node
that it feels has abnormal data to the Base Stafioa.Base Station upon receipt of
this information, waits till the end of the currentke, and then broadcasts the i.d of
the node along with a Clock Disable and Transceivsalde signal. If the node
matches its i.d. to the one being broadcast theillitlisable the Counter, as it has to
transmit data indefinitely till instructed otherwilsg the Central Controller. All the
other nodes whose i.d. does not match that of thedieest i. d. shall disable their
transceivers and go into sleep mode. The desired theh sends out an ACK
(Acknowledge) packet to acknowledge that it hasiveckthe message and is willing
to start transmission. Upon receiving the Start sifnoah the Base Station, it begins

data transmission.
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Resync M ode Timing
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Fig 4.3: Timing Diagram of the Resync Mode

After the Central Controller has deemed it acceptebteturn to normal

operation, it is necessary to do so in a systemasiaidn. Firstly, all operations for

the other nodes have been disrupted. Secondly, theeinayuestion has had its timer
wiped out. We now proceed as shown in Fig 4.3stKirthe Central Controller sends
the Base Station id and the node id to the desiagd btation. The base station after
decoding this sends an End of Transmission (EOT psigithe node. When the node

receives and processes this, it sends out an Endtaf(B®D) to the Base Station.

When the Base station receives this it knows thetctncerned node has ceased
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transmission. It then proceeds to resynchronize tdesas follows. It sends a timer
resync and transceiver ON signal to a node. Wherdives and ACK it then sends

the timing information and now communication proceasi$ollows

State Transition Diagram

We attempt to represent the information stated alima compact form in the
form of a State Transition Diagrams as shown in Hgafid 4.5. This also helps
correlate the behavior of the node and the base rstatawe closely with the block

diagram architecture provided in Chapter 3, Fig 383%aA

Monitoring Node

End of Abnormal Condition

Fig. 4.4: State Machine Diagram describing the bedranfi the monitoring node
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Base Station

Abnormal Condition |
——p

End of Abnormal Condition
—P

Fig 4.5: State Machine diagram describing the behafithe Base Station

Simulation

Simulation M ethodology

We attempt now to further our understanding of thegmatby performing a
Monte Carlo Simulation. In order to obtain stablerage parameters, it is necessary
to perform as much iteration as possible. We perftwgrstmulation in batches of
hundred iterations. Once for every ten such batchesssume that the Icarus mode
occurs. This is assuming that there is a fairly mgmber of emergencies occurring
roughly once every 25 to 30 seconds. Since, the haediwanot available we are

designing for the worst case scenario. The time téiethne Icarus mode is randomly
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selected between 1 sec and 10 sec, which is faityel The average delay per
iteration is then computed and plotted. The batalhith the Icarus mode shall

occur too is randomly chosen.

Simulation Parameters
Average distance between node and Base Station = 5m
Time duration of data transmission = Time taken fardnaitting one frame
Processing delay = 1 p sec

We shall now attempt to justify the simulation paetens. As stated previously, the
hardware needed to implement such a protocol hagetdteen designed. This
implies that we are designing for the worst casea@enT he average distance
between node and base station is determined by3asse the speed of light in
vacuum is 3*18 m/sec, any increase in this distance upto 10 midvoe negligible.
We wish to demonstrate that the protocol overheeslswinimal. Hence we have
selected the smallest possible continuous transsnigdgidata in order to obtain the

worst case scenario.

Simulation Results

Several such iterations of transmission were carri¢armd two of those
iterations have been plotted. We can see from thdtsein Fig 4.6 that the additional
delays on account of the protocol are negligibly Isfad the order of a few micro-
sec) so as to not even appear on the graph. The préoarce of delay is the data

transmission itself. The large spike denote the ocoueref the Icarus mode. This is
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desirable as it implies that we have large chantiletation and that protocol

overheads are small
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Fig 4.6: Simulation Results of the timing delayaXis denotes iteration number

Sengitivity Analysis

During the course of the simulation, we have mad&iteassumptions about

the number of nodes, the frequency of occurrenceedlftdrus mode, the data

transmission time available per node and the duratioime Icarus mode. It must also

be noted that we currently do not possess the haedweseded for testing this

protocol. Also, the network may be modified beforgitey. In order to account for

these variations, we perform a sensitivity analyais. continuously vary a parameter

and then test its affect by computing the effect sutthressformation has on average
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delay and channel utilization. This is done anaélty and the results are then plotted

as shown below

Proposed scheme
Parameters
Let,
No : = Number of normal iterations perMarus mode iteration
n := Number of nodes
d : = Average distance between node and Base Station
t delay,nor := Average delay in Normal mode
t delay,ic := Average delay in Icarus mode
t delay,resync:= Average delay in resync mode
MATLAB Equations

delay av = (NO*(nO*t_delay nor+(n0-1)*t_data nor)+
MO* (t data ic+t delay ic+t delay resync))/(NO+MO)

channel util = (NO*(nO*t delay nor+(n0-1)*t_data nor)+
MO* (t_data_ic+t_delay ic+t_delay resync)). / (NO*nQ* t_data_nor+
MO*t_data_ic)

Default values

Unless stated otherwise
. 5 monitoring nodes
. 1 in 1000 occurrences is an emergency
B Distance between transmitter and receiver = 5m
. Data rate = 1.5 Gbps

B Time spent in Icarus mode on average = 5 minutes
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. Time per node for normal mode = 5.5 m sec

Results and Discussion

We ideally would like to see a result which doesnesult in rapid increases
in delay by increasing any one of the individuales. This is because we intend to
transmit real time high definition video images udimg protocol. We also would
like to see an increase in the channel utilizaéisithe values increase as it would
represent a greater volume of data exchange betwe@ndes and the base station,
lower protocol overheads and thus imply better olzd@ns and hence greater

security.

Effect of varying the number of Monitoring nodes
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Fig 4.7: Delay vs. Number of Monitoring Nodes
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As shown in Fig 4.7 and 4.8 the delay and chantiletation linearly increase
with number of monitoring nodes. However the improeeirin channel utilization is
negligibly small. However, the delay increases fastence the fewer the nodes per
base station, the better. This very small increadieartes that the number of nodes

need not be very severely restricted by overall dedgyirements

Effect of changing the rate of Icarus mode occuresnc

As is evident from Figs 4.9-4.11, there is a signrftadrop in average delay if
one Icarus mode occurs for every hdrmal mode occurrences. The drop thereafter
is shown on a separate graph so as to clearly illediinateffect on going from 1 in
10*to 1 in 16 occurrences. Whilst this might seem a lot each shoeis roughly 5.5

msec. So a 1 in 2@ccurrence implies an emergency occurring once e\iety 20
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seconds and a 1 in 4Bnplies an emergency occurring once every hour. Eleve
can observe events closely even for settings wheregemaes are frequent our
system can be deployed effectively. Channel Utilazats less important in this
regard. This is because the Icarus mode implies thatreergency is being

monitored. Hence speed is of utmost essence nohalitty
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Fig 4.9: Delay vs. Number of Normal mode iterations
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Effect of changing the time given to each nodediata transmission
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According to Figures 4.12 and 4.13, average delayiesrwell under control
even if 50-60 msec per node is assigned an avdBageshould this increase and
channel utilization decrease. So it makes moreesensend a few frames at a time
rather than large chunks. At 10 msec per data nbdejelay is still well below 0.5

sec far faster than the event we would like to nasnio it is an acceptable value

Effect of varying the duration of the Icarus Mode
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According to Figures 4.14-4.17, increase in chantigzation is not
significant as we are measuring the impact of theiweace of an emergency. Any
increase in channel utilization would simply beamtount of the additional time
devoted to data transmission while the node isanug mode. It is thus not a truly
representative Figure. However, delay is a critical patanshould an emergency
occur. It is thus critical that the additional deldserved not be very significant. If
the emergency were to occur once every thousand nocoalrences and the Icarus
mode were to last for one hour, the increase in detayd be negligible. This is

consistent with expectations and highly desirable
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Summary

We have in this chapter proposed a high bit rateldleXMAC protocol for video and
image transmission at 60 GHz. We performed a MonteoGamulation and

estimated performance. We also studied the effechimdtvon of parameters on
overall protocol behavior. Note however, that throughwe have assumed that there
is always a clear line of sight. At 60GHz the beamesexceedingly narrow and prone
to blockage from several factors unlike at lower drexacies. Also since we are
considering indoor applications, we have to take attcount the fact that people will
always be moving around. This further complicatedensias it may lead to beam

blockage. In the next chapter we shall study thereatf the blockage.
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CHAPTER S

BEAM BLOCKING PROBLEMS

I ntr oduction

Fixed
Monitoring
Node

Fixed

Central Controller Base Station Monitoring
Node

Antenna
Array

Fixed
Monitoring
Node

Fig.5.1: Simplified Representation of the network

Consider tle representation of a radio over fiber system showngrbEL which can
be used for sensing/monitoring applications. The falhgvare some of the
significant properties of the system:

1. The network is an infrastructure network i.e. nodeslaas® station are fixed
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2. The nodes are assumed to be energy unconstrained
3. The data being transmitted is potentially of criticature
When deployed with the intent of sensing/monitotiirig inevitable that at some

stage the beam gets blocked by a stationary/mowijerbas can be seen below

Fixed
Monitoring
Stationary Node
person
Fixed
Base Station Monitoring
Node
Antenna
Array
Fixed
Monitoring
Node

Fig.5.2: The beam between the base station anehdmioring node is blocked by a
stationary person in the path of the beam. In theecno transmission between the
node and the base station is possible

In the Figure 5.2 we see one such possible obstrudtidhis case, we see
what would happen a stationary object was placeddrpath of the beam. This is
different from what we might call a moving obstructwhich is represented in Fig

5.3
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Fixed

Moving Monitoring
person Node
Fixed
Base Station Monitoring
Node
Antenna
Array
Fixed
Monitoring
Node

Fig.5.3: The beam between the base station anehdimé&oring node is blocked by a
moving person in the path of the beam. In this casdransmission between the node
and the base station is possible

We shall now attempt to model the loss caused isyblbckage. We shall have t
estimate the net loss caused on account of th&does which implies that we shall
have to evaluate loss at any point on accountef.the of Sight transmission and
then deduct the blocked beam value from it in otdetetermine the overall
degradation. This technique involves calculatingltime of Sight losses. We shall

now proceed to do the same
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Assumptions
The question arises how to model the loss in tke o&line of sight transmission.

The following are the sources of loss as indicateeigrb.4:

1. Inverse Square Law
2. Multipath Fading

3. Noise

||
Power 4'."'A

distance

Fig.5.4: Representation of received power as atiomof distance

These losses were modeled using MATHEMATICA ® asashin Fig 5.5 which

shows the loss for a transmitter antenna 10m high aede@ver antenna 1.5 m high
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both with horizontal position, with all three lossusces considered. We can clearly
see that the variations on account of the last twtwfa occur too rapidly to predict
and use for MAC protocol design. Also the variationsed by these factors is

roughly 10dB peak to trough. Hence we shall foradtifer models use just the loss

due to the Inverse Square law

el m HIWHWW

distance (meters)

Fig.5.5: Overall loss as a function of distance forafikenna of 10m height, Rx
antenna of 1.5 m height and horizontal polarization

Another factor that affects the loss is the type oéana used whether we use an

onmidirectional antenna or a directional antenna. @ibtsrmines the nature of the

loss.
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Omnidirectional Antennas

Fig.5.6: Two omnidirectional antennas facing eaitteo

The simplest case is the case of two omnidirectiantdnnas facing each
other as represented in Fig 5.6. This implies thatantenna gains of the transmitter,
and the receiver are 1. Stated otherwise, the antezarawidths of both antennas are
360 deg. The loss model for the signal from the trattar to the receiver is assumed

to be Inverse Square Model.

The network model is as shown in Fig 5.7. We wishitaulate the effect of
beam blockage. Now this factor depends on the dioes®f the blocker, the
direction of scattered radiation, the distance ofloeker relative to the transmitter
and the receiver. For the purposes of the followingudision we assume that the
blocker behaves like a jammer, i.e. it emits a fixedjiency signal identical to the

transmitted signal and deducts from it.
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|
I

Jammer path

Transmitter Recelver

Fig.5.7: Representation of the network being sinadat

As the blocker moves from -5 m to 5 m the poweenead from it gradually
increases till it reaches right in the middle of ga¢h joining the transmitter and the
receiver as seen in Figure 5.8. The characteristiteegammer are identical to those
of the transmitter. The power loss due to the jammiraslifference between the
power received from the two sources. Now, from tigeife 5.8 and 5.9 the peak
power loss which is around 8 dB may not appear t@ llo€ but we must remember
that by using omnidirectional antennas we are asirgy the power loss during

normal operation.
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Signal strength received from ISCTROPIC transmitter without noise

Signal strength received from ISOTROPIC transmitter with noise
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Fig5.8:.Signal Strength vs. Distance covered bynf@min m

The top left represents the power at the receivertaltize

Transmitter without noise and in the absence ofahener

The top right represents thealgtrength at the receiver due to the jammer

The bottom two Figures also include the effects of AWG
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Fig.5.9: Additional power loss due to jammer vsstBnce covered by jammer in m

The two-ray pathloss model is used for the wireléssinel and the operation
is assumed to be in an outdoor environment at 6@.@6] We shall consider
pathloss exponent of 2 and 4 will be used througtiwisimulation and actual

reception power Fbecomes:

P~ (G %G xh? xh?xP)/d? PE.=2
P~ (G %G xh? xh?xP)/d* P.E.=4
We use the superscripts d and o to represent thatigufor directional and
omnidirectional antenna respectively. For instad€end & represent the range
within which a certain modulation and coding schexae be sustained by directional
antenna and omnidirectional antenna. Using thelisgu®® = P°, the relation
between 8and & can be derived as follows:
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G xGY([dY)?= GP° xGY(d%)? PE.=2
G xGY(dY* = GO xGo(d)* PE. =4
We further assume the reception is not directional (; = G% ) and the directional
antenna at the transmitter side has N beams. Inamldihe relation between the
antenna gain for the directional and the omni trassion can be approximated as
follows.
Gh= N x G%
Thus, the range extension factagFwhich is defined as’dd®, can be written as
Fre=d%d° = (V)12 P.E.=2
Fre =d¥/d® = (V) PE.=4

The range extension factor FRE for the antenna setted in the simulation is listed

in Table 5.1

P.E. Beamwidth (0) Range Extension Factor (Fgg)
2 90° 2
4 90° 1.41

Table 5.1: Range Extension due to Beamwidth
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Directional Antennas

It was explained in the previous section that theafisirectional antennas
results in extended range. At 60GHz band, the attemudue to free space path loss
and oxygen absorption is quite severe as we hareisdhe second chapter. Thus
range is quite severely restricted and is thus vahyable. Thus the use of highly
directional antenna beams becomes imperative. Tinewear the beam width shall

be, the better the performance and longer the range.

We shall now attempt to understand the effects afebisons on the
performance of the same network as seen in the pregiection, with the added
assumption that both the transmitter and the recaneeassumed to have directional
antennas that are perfectly aligned for maximum pdragrsmission. The blocker is
taken to have an omnidrectional antenna. The bedthwf the transmitter and
receiver antenna is assumed to be 10 deg. By thelatbns in the previous section
we can conclude that the range is extended by arfat6. Now it is expected that
the beam shall remain unblocked for most of the tMileen the obstruction moves

into the line of sight of the transmitter and receiviee beam shall be blocked.
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Fig 5.10:.Signal Strength vs. Distance coveredaloymer in m
The top left represents the power at the receivertaltize
Transmitter without noise and in the absence ofahener
The top right represents thealgtrength at the receiver due to the jammer

The bottom two Figures also include the effects of AWG
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Fig.5.11: Total power loss due to jammer vs. Distasmesred by jammer in m

This is exactly what the simulation tells us in Big0 and 5.11. The

conditions that are simulated are the noiselessarad@WGN. The noise for most
parts can be neglected. We are assumed that theslagarhehaving like rays. The
validity of this assumption has been explained mesly. We observe that the beam
remains unblocked for most of the time, but when thetraction gets in the way, the

power loss is much greater than in the case of anectibnal antennas. However, the

blocking is sustained over much smaller distancesratite case of moving

obstructions for much shorter durations.
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Moving Beam
Thus if we have to use directional antennas for thrp@se we need to switch the
direction of the antenna so that the LimieSight is maintained as represented in Fig
5.12. Before we proceed to analyze different beam sgetgchniques let us first

consider the desired set of criteria that the evenécainique will have to possess.

Base Station

Fixed
Monitoring
Node

Fig 5.12: Beam Steering in order to maintain Lin&gfht
1. SpeedThe technique used must be able to locate the and@stablish connection
in very limited amount of time. It is important to rember that the data that is being

transmitted is of video nature and preserving reaé thature of data is critical.
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However this task can be made easier by utilizingdabethat the network is an
infrastructure network

2. Versatility: By this we mean that the beam steering techniqueldibh@ able to
deal with obstructions of varying sizes. Also if titestruction is very lose to the
antenna array; even a small sized obstruction caik bh@cbeam. Thus the beam
steering technique should be able to steer the beaafhirly substantial range.

3. Simplicity of DesignWhile there exist several techniques and severaptoated

algorithms for beam steering, we must remember beset algorithms require
dedicated DSP processors and complicated hardwheseTsystems are useful if the
system has significant interference and fading, #tevork is ad hoc in nature and the

base station has to track the mobile station

Beam Steering techniques

We consider the following three techniques:
1. Use a fixed beam at the Base station/Access pointvaable beam at the
node
2. Use an adaptive antenna array at the base statios@nopic antennae at the
nodes
3. Use switched beam antennas at both base statiomcaies
We shall now proceed to examine the benefits antidiions of each technique to

determine which is the most suitable to our requirgsie
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BS:Fixed beam, Node: M oving beam
This applies when the BS antenna has a larger bedtintiian the node antenna. We
consider a representative case here. The valueéskae fromthe 60GHz mmwave

SCBT standard.

T

_69Q ______________________________ ]__59

—

Fig. 5.13: Fixed beam at the base station and ngdv@am at the monitoring node

As can be seen in Fig 5.13, the node beam canitbedsan either side in case
of blockage and establish a path. By simply lookahthe diagram some of the
limitations become immediately apparent. Firstlg, ngquire that the node shift its
antenna. Now there are far greater numbers of nbdesthere are base stations.
Equipping each with a beam steering antenna anideafiuxiliary hardware is
expensive. This overkill is particularly apparent whenconsider that for significant
percentage of the operation time, the node and thed&bée to communicate
perfectly well and encounter no obstruction.

Secondly, the extent to which the beam can beeddesdepends upon the
relative ratios of the beamwidths of the BS versusidde. However, it is important
to note that we want both antenna beams to bdaraastpossible in order to obtain

greater range.
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However, this system has some very important advastdfjithe BS antenna
Is not kept fixed but is instead moved then theqreréince of all other nodes in the
network can be jeopardized. Also since we are implegmg a MAC protocol that
uses time division, synchronization between nod@sbe destroyed if the base

station antenna moves.

Adaptive antenna technology

The adaptive antenna systems approach communidagigreen a node and
base station in a different way, in effect adding aatision of space. By adjusting to
an RF environment as it changes (or the spatialroafysignals), adaptive antenna
technology can dynamically alter the signal pagemoptimize the performance of
the wireless system.

Adaptive arrays utilize sophisticated signal-proceagsilgorithms to
continuously distinguish between desired signaldtipath, and interfering signals as
well as calculate their directions of arrival. This sggeh contimously updates it’s
transmit strategy based on changes in both the desaekthterfering signal
locations. The ability to track nodes smoothly within lobes and interferers with
nulls ensures that the link budget is constantlyimeed.

Since the equipment needed for this sort of operasi@xpensive and
complex, it is advisable to place such equipmenihéBase station. This technique
can provide Spatial Multiplexing as well.

Thus while this technology may be the most advaeetisophisticated smart

antenna technology, some drawbacks exist. Firstlgrder to track the node beam
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and maintain continuous connectivity, it is reqditbat the node antenna be
isotropic. This reduces range, which in the 60 Ghlacbis already very constrained.

Also, we are implementing a time division MAC algbm. Continuous
tracking makes sense in cellular networks where tiseaecontinuous stream of data
to be transmitted from node to base station. In owr tasdata is in the form of
intense bursts. Tracking and steering constantlysivadapting to the environment
implies that this technique is not fast enough.

Thus in conclusion, this technique can be usedl ihac networks and

networks with fast moving mobile nodes but is cleady needed for our application

Switched Beam Antennas

Fig.5.14: Switched Beam Antenna with 8 sectors

Switched beam antenna is another class of smartrentistems. Contrary to the
phased array antennas, there are multiple predefigiéticn patterns, as shown in

Fig 5.14 & 5.15, and they are simply switched od aff by a switching circuitry
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called beamforming network (BFN).Switched beam antesyiséems from multiple
fixed beams with heightened sensitivity in particuaections. [26]

These antenna systems detect signal strength, elfimys one of several
predetermined, fixed beams, and switch from one teaamother as the path may be
blocked by the obstruction.

As depicted schematically in Figure 5.14, this anéehas a directive radiation

8 pattern capable of being scanned to a set (typiaaower of 2) of angular
directions or beam positions, so that the wholeosestdivided in several micro-
sectors. Each micro-sector has a pre-defined beasrmpatith maximum gain placed
in the center of the beam. This beam-switching aggnanatches perfectly with a
time-based system (TDM/TDMA), as the BS antenndusilnating only in the
desired direction in the assigned access instarit. [27

Therefore, the BS cover the service region usingreow beam synchronized to the
sequences of the time assignment. The antenna sgaiimie, which turns up to be
critical for this operation mode can be reduced evehdagange of nanoseconds
Also in case of a rather large obstruction, we simphlyehto switch both beams
through a greater number of microsectors. This caacbemplished with great ease
and no additional circuitry.

Thus switched beam antennas meet all the threéreeuents for the beam steering

NLOS algorithm.

89



Fig.5.15: Note that the antenna pattern is actmaBydimensional pattern. Each sector
is actually a cone in 3 dimensions that looks thke Figure on the right

Types of SBA

Switched beam systems can be divided into two grasipgle beam and multi-beam
directional antennas [27]. In single beam directi@ménnas, only one beam is
active at a given time. Simultaneous transmissioasat allowed because in this
system there is only one transceiver. On the othet,harmulti-beam directional
antennas, there are several beam patterns and eachi$directed to a different user
or a sector. Therefore, simultaneous transmissionalianeed at the same time and
frequency.

Factor s affecting SBA performance

The results also indicate that the height of theaB®nna has a substantial influence
on performance. It has been found that placing therB&haa can be placed slightly
above table height gives a favorable result [28]. Thidesirable since table height is
in many cases the place where the AP can be reaatiiyected to the fixed backbone
network.
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Increasing Number of Antenna Elements always hasiéy@snpact on the
performance of a system. [28] Thus, from an antenngul@siint of view, the
maximum number of antennas should be limited onlgdst constraints and the
complexity of the feed and control circuitry neceggarsupport multiple patches.
While the radio channel is the primary source of measent dispersion due to time
varying multipath propagation and channel noisey ttaa be reduced by a proper
choice of antenna polarization. In this applicatseenario, using Circular
Polarization antennas would reduce these parameiirsespect to antennas with
linear polarization [28]. We shall now attempt to ursteend the benefits caused by
beam switching.

Consider the case of a single transmitter, singleveceiith a single jammer.
The network configuration is the same as in Fig ®/fien the beam is blocked the
beam is switched. Assuming that the next sectablercommunication, then the
power transmitted is less than the maximum. Howetaerg is a significant
improvement over the previous case when the beahedfirectional antenna got
blocked. The improvement is calculated below in%it6 and 5.17. It is also
important to understand the additional benefits afgithe switched beam antenna
system. Since at any time only one sector shallelsed on, the range during

normal operation shall be comparable to that of anabdirectional beam case.
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Fig.5.17: Benefit due to Beam switching vs. distacaeered by jammer

Beam Selection M ethodology

As is evident from the previous sections, if the trait@r and the receiver are
abel to select the correct sector simulatenousliyjfgignt benefits could be derived
in the performance of the network. This howeveruness that the transmitter and the
receiver select the beam appropriately. If the beaselected inappropraitely, then no
transmission is possible. This can be evidenced fand.18and Fig. 519. In the
first case i.e. that of Fi§.18 communication is possible as the beams are fagnh
other and overlap shall result in channel formatlarthe second case, Fagl9
communciation is rendered impossible as they faweydrom each other and no

beam overlap is possible
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Fig.518: The transmitter and receiver select the beam ralyddhthe two select a
set of beams that are facing each other then itles@bmmunication.
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Fig.5.21: The transmitter and receiver select tlearbemndomly. If the two select a
set of beams that do not face each other, thaseils dot enable communication.
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Random Beam Selection techniques

The beamwidth of a directional antenna for eitherdnaigssions or reception
is fixed and i27/K, where Kis a system parameter. In other words a isocpable
of pointing its antenna in K fixed directions

Node density per unit areac=

The number of nodes that are within a transmit or vedeeam is then
m =nr’o/K. We assume that for any node the number of neighbors within the node’s

transmit or receive beam is fixed and equal to m

In order for a particular node to discover another nadeparticular slot its
antenna should be pointed towards the other. Thaapility of this eventis 1/K. The
converse must also hold true. This implies thatptfebability of this event is 1/K as
well. None of the othefin — 1) nodes that can cause interference to the nodes

communication should be transmitting at the same.tifihus,

1 1 1
s==xox(1-7)
K K K

m-1

Take the logarithm on both sides and differentiate vagpect to K and then equate
the result to zero in order to obtain the maximumeaf s with respect to K. The

maximum value of s occurs when K satisfies the foitmarequation

nr?

2

K*(K—-1) = i
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The results are plotted in Fig 5.20can be deduced from the Figure shown below

that if the number of nodes is small then the proitalbf detection and subsequent

transmission is nearly unity. However if the numblenades is large then even after

4 iterations it may not be certain that communicatiould occur. This necessitates a

proper beam selection protocol
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Fig.5.20: Given a random beam selection at the tratesrand the receiver, for a fixed number of

nodes, the variation of the probability of detectasna function of (a) Number of sectors and (b)

Number of attempts at trying to find a suitable sdbtedms. In most cases at least four batches of
attempts are needed
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Summary

In summary, we had designed a MAC protocol that wewddk for indoor
applications. This implied that the beam could lmeked by stationary or moving
obstructions. This gives rise to the need to deviseehanism to continue
transmitting even if the beam is blocked. We congidemnidirectional antennas,
but discarded the idea after we realized that doingpatd severely restrict range.
We then proceeded to examine various beam steeriogamesms. Of all of these,
Switched beam antennas were found to be the mogtiatlke We then saw that a
random sector selection mechanism does not meet quirements as the probability
of communication taking place is inadequate for ouppsed. Thus we need a
deterministic way in which we can determine therbeslection. We shall examine

this issue and others in the next chapter.
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CHAPTERG6

NON-LINE-OF-SIGHT COMMUNICATIONS

I ntr oduction

In the previous chapter we considered the effectsarihddockage on system
performance. We considered various solutions to ialethe problem and we
decided that the best possible solution involvesue of switched beam antennas.
We also concluded that a random selection of beantsafiesmission is insufficient
as a technique for sustaining communication. We nmpgse a set of schemes with

varying benefits and disadvantages for dealing vhih problem.

Single Base Station Case

Protocol Description

This is the first case that we consider. In thisuse a single base station, i.e.
we do not add any redundancy. This greatly simgdiflesign and reduces cost but as
we shall see, guaranteed end to end communicatigmuotaalways be guaranteed.
We shall now proceed to modify our previous protocarder to accommodate the
possibility of beam blockage. We accomplish thisroplementing a handshake
exchange before transmission begins as shown ifi.Eigr he base station sends out
node i.d. and timing as usual but instead of begmtransmission as in the previous
case, the node sends out an Acknowledge (ACK) kiffnilne beam is not blocked as
in Fig 6.2 upon receipt of this, the base statiwalgespond with an ACKREC

(Acknowledge Receive). Now if the beam is blockedndsig 6.3, this process
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cannot take place. This is an effective methodolagpabse the time devoted per
node is on the order of a few milliseconds to at radstw seconds. This is far shorter
than the time it takes for a human being or any efusual indoor objects to move

into the line of sight and block the beam. Thus & handshake takes place we can be

reasonably assured that the line of sight is notkeldc

id_n | timing BS to Node

ACK Node to BS

ACKRE( BS to Node

Pream
hle

Data EOT] Node to BS

Pream
ble

Data EOT Datareaches BS

APid [FNid|  Data EOD| BSto CC

i.dn+1 | timing BS to Node

Fig.6.1: Timing diagram with handshake for handling non line of sight case

Shown above in Fig 6.1 is the timing diagram for dyestate operation. A
similar modification may be made for the Icarus madd Resync mode. The rest of
the protocol remains the same. Now if the beam isotietl as blocked in case of Fig
6.3, we proceed as indicated in the sate machaggraiin below. If the base station

does not receive the ACK signal, then it knows thhas to switch by one beam as
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shown in Fig 6.3. Since the base station has neived the ACK signal it shall not
transmit the ACKREC signal, hence the node knowsttteabeam is blocked then i

too shall shift the beam by 1.

Fig.6.2: Under normal operations beam 1 of the tréttesnand the receiver are
perfectly aligned and transmission takes place
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Fig 6.3: When the normal beam is blocked the twani®can switch to a new set and
continue transmission if the selection is proper
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We now send the i.d. and timing using the secohdfdeeams, if the process takes
place as desired then it is acceptable, otherwisghatk repeat the process till we get

a set of beams through which communication can gahce

State M achine Diagram

In addition to the timing diagram, the protocol candxplained in terms of
the state machine diagrams in Fig 6.4, 6.5 as Wkik method illustrates better the
relation between the base station behavior and tle hehavior. It also highlights

the relationship between protocol behavior anddrelware.

As seen in Fig 6.4 and 6.5 the initial state ohlibe Base Station and the
node is Init during which both of them idle. When timing data is sent by the Base
station, it goes into th&imingDatd state which corresponds to the Wireless-
transmit hardware state. The node is then irfReeTimingData state when it
receives the timing data. Its own hardware state ceRe. It then moves to the
TxACK mode and if the beam is not blocked, the lxsiggon hardware subsequently
goes into Wireless-Receive mode and the protoca sfathe base station is
RecACK. The node then transmits the data which tise Btation receives until the

base station transmits EOD and the node receives i

If however, the beam is blocked, both the base statial the node switch
their beams by one. This behavior is illustrated opnd4 and 6.5. Tables 6.1 and 6.2
are used to determine the base station and nodesmesjaectively. The states of the

protocol correspond to the specific states of the modethe base station.
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Base Station

Fig.6.4: State Transition diagram for the Base station

Single BS

Protocol State BS State

INIT idle

TIMINGDATA WirelessTx

RECACK wirelessRx
TXRECACK WirelessTx

DATA wirelessRx
SWITCHBY1BEAM wirelessTx+WirelessR>
EOD wirelessRx

Table 6.1: Description of states of the Base station
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Monitoring Node

Fig.6.5: State transition diagram for the node

Single BS

Protocol State Node State
INIT idle
RECTIMINGDATA rx

TXACK tx
RECACK trx
TXDATA tx
SWITCHBY1BEAM Tx+Rx
TXEOD tx

Table 6.2: Description of the states of the node
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M edium Access Table

Single BS case

Time Slot  BS number Node no. BSEBeamNo. Node Beam no. BS Stop Node Stop

COriginal Beam 1 Beam2 Beam 3 Beam 4 Beam 1 Beam2 Beam 3 Beam 4
1 1 1 1 2 no yes yes yes yes o yes yes
2 1 2 2 [ yes no yes yes 1o yes yes yes
3 1 3 1 3 no ves ves ves ves ves no ves
4 1 4 2 4 yes yes yes no yes yes yes o
3 1 3 3 1 ves ves 10 ves 10 ves ves ves

After first block
1 1 1 1 2 no ves ves ves ves 1o yes yes
2 1 2 4 3 yes ves ves no ves ves no yes
3 1 3 1 3 no yes yes yes yes yes o yes
4 1 4 2 4 ves ves ves fno ves ves ves o
3 1 3 3 1 yes yes 1o yes o yes yes yes

New Oniginal
1 1 1 1 2 no yes yes yes yes o yes yes
2 1 2 4 3 yes yes yes no yes yes o yes
3 1 3 1 3 no ves ves ves ves ves no ves
4 1 4 2 4 yes yes yes no yes yes yes o
3 1 3 3 1 ves ves 10 ves 10 ves ves ves

After sec. block
1 1 1 1 2 no ves ves ves ves 1o yes yes
2 1 2 3 2 yes ves fno ves ves no yes yes
3 1 3 1 3 no ves ves ves ves ves o yes
4 1 4 2 4 ves ves ves fno ves ves ves o
3 1 3 3 1 yes yes ol yes o yes yes yes

Table 6.3: Medium Access Table for the single siagon case using 4 sector
switched beam antenna

Given above in Table 6.3 is the medium access fable 4 sector switched
beam antenna. This table is stored and updatelebdse station. It enables the
Base Station to carry out communication reliably. €hties shown above describe
the situation that occurs when the primary beamlgetked. The transmission then
continues through the secondary beam. The secobdary is then assumed to get
blocked. The beam is switched again and communitatbntinues. The™ node is
communicating with the base station using f¥st2am and the base station is
communicating with it using its"2beam. When transmission is obstructed, then both
of them move over to the next beam and continue thightransmission. It also stores
the beams through which to stop transmitting. Whemsimaission is obstructed again,

then the beams are switched again. This is refldotéhe medium access table.
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Simulation

Simulation Parameters

According to [27] the time taken for a SBA to switclabes is given to be of the
order of several nanoseconds. Hence we assume thelippef 100 nsec. There
are two data signals exchanged between the basmsad the node separated by
5m. Accounting for the time taken to generate theadgghy a factor of two we arrive
at the handshake exchange time. This yields theegdh Tables 6.4 & 6.5

6 sector Switched Beam Antenna

Protocol # 2a- 6 SBA

Processing delay 1 100
Sec 1 Data Ex 66.66667
Sum 1 166.6667
Processing delay 2 100
Sec 2 Data Ex 66.66667
Sum 2 333.3333
Processing delay 3 100
Sec 3 Data Ex 66.66667
Sum 3 500

Table 6.4: Simulation parameters for a 6 sectorchetl beam antenna

8 sector Switched Beam Antenna

Protocol # 2b — 8 SBA

Processing delay 1 100
Sec 1 Data Ex 66.66667
Sum 1 166.6667
Processing delay 2 100
Sec 2 Data Ex 66.66667
Sum 2 333.3333
Processing delay 3 100
Sec 3 Data Ex 66.66667
Sum 3 500
Processing delay 4 100
Sec 4 Data Ex 66.66667
Sum 4 666.6667

Table 6.5: Simulation parameters for an 8 sectorchwd beam antenna

107



Assumptions

1. Power received by the Secondary Base Station and ithharfyrBase Station is

identical.

2. All the nodes are at a fixed distance from the Batséions.

3. Signal is either perfectly received or not receivedlte. a binary event.

4. The blocking of beam is a purely random event. luogonce every ten
transmissions to one and only one node. This nodledsen at random. The
transmission at which the blocking occurs is alsaoany chosen.

5. The Secondary Base Station is chosen randomly iretass.

Simulation Methodology

Using a random number generator select a number betiweed 10 to denote the
time slot when the blocking shall occur. Now sekeaumber between 1 and 10 so as
to denote the node whose beam shall be blockedgasoin toss simulator to
determine which node shall be blocked. Take 10&@tions and then take the
average. This gives us one data point. We perforsnafitimes. We then repeat the
experiment if the blockage were to occur once every&@tsmissions and once every

50 transmissions.
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Simulation Results

A3ZBREYS
DDSDSGSG

—

6 sector SBA

Additional average delay in nsec

Every 10 Transmissions

9 11 13 15 17 19 2]

== DEvery 20 Transmissions == Every 50 Transmissions

Fig.6.6: Additional average delay. The x axis camgahe iteration number
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& 500
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Every 10 Transmissions

8 sector SBA

1 3 5 7 9 11

13 15 17 19 21

—-Every 20 Transmissions —@—Every 50 Transmissions

Fig.6.7: Additional average delay. The x axis camdahe iteration number
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The results in Fi§.6 and 6.7 indicate that the delay varies from iteratd
iteration. The average additional delay depends tippmumber of times the'12™
or 3% beam from the primary beam is selected. There doeappear to be a strong
dependence upon the number of times the beam ikdao@ he values in case of a 6
sector switched beam antenna varies from 250 tané&@Owhile those folan8 sector
switched beam antenna vary between 300 to 500 @sexall the performance of the
6 sector switched beam antenna appears to be midydatier. However, the
beamwidth of each sector in the case of a six sentenaa is wider. This implies
that the range of this antenna is lower, range varnyingrsely to antenna beamwidth
as shown in chapter. Also it implies that such an antenna can accomneoidater
nodes, so, this might not be entirely advantageSinge the additional delay does not
appear to be very significantly different, it might befprable to select an antenna

with greater number of sectors.
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3 Base Station Case

Protocol Description

Consider the network shown in Fig 5.5 that consikssaentral controller, a
base station and some sensor nodes. Since we asagny the application of such
a network for monitoring applications in an indoor ieorment, we must take into
account beam blockages caused by humans or by péat@fobjects in the path of
the beam between transmitter and the receiver. Saifeaent schemes are possible
in order to alleviate this condition. One such sceersing a single base station was
outlined byusearlier. We now turn our attention to the case whererthan one base
station is used. The benefit of this scheme is araputee end to end delivery even in
the case of a block, irrespective of the size of thmamy beam blockage.

In this scheme three base stations are placed dtenggettices of an
equilateral triangle surrounding the monitoring no@d®sf Fig6.8 ). The three base
stations are connected to a fiber backbone thasascnnected to the central
controller. The three base stations exchange datsibyg this backbone. This
particular placement is chosen as this way we caurertsat the maximum received
power is the same in the case of the primary andseeondary receivers if we are
using a six beam switched beam antenna. If we angjasit beam or an 8 beam
antenna, placing the base stations on the verticesqguare is recommended. Now
consider the case when the primary beam is blockeaid.blockage is discovered by
means of the ACK and ACK-REC mechanism describedsig the previous

section.
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Fiber Backbone

Monitoring
es
Secondary . . Secondary
Base Station 1 _ Base Station 2
o
® o
v
@ _
W W
v

Primary Base .
Station

Fig.6.8 Placement of multiple nodes with the base stat&osg the vertices of an
equilateral triangle separated by 220

However, before we proceed further, it is necessatytie define some of the terms
that we are going to be using frequently in this disgon.
Terms and Definitions
Primary Base Station: This is the base station with which the monitoriges
communicate under LinefSight communications. This is the one which wahkle
most of the communications most of the time.
Secondary Base Station: There are two such base stations. These are the base
stations with which the monitoring node whose beas teen blocked shall
communicate. These are extra base stations thatidezl for increasing robustness
and thus are redundant
Primary Beam: This is the beam that connects the primary basestand the

monitoring node.
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Secondary Beam: This is the beam that connects the secondary batsensand the
monitoring node. The secondary beam is selectedeohakis of the received signal
strength of the received acknowledgement.

Switched Beam Antenna: This antenna has a directive radiation pattern dapzb
being scanned to a set (typically a power of 2) of &rglirections or beam
positions, so that the whole sector is divided ves&l microsectors. Each micro-
sector has a pre-defined beam pattern with maximumpaced in the center of the
beam. This beam-switching approach matches perfetiya time-based system
(TDM/TDMA), as the BS antenna is illuminating onlytire desired direction in the

assigned access instant.

(@ Fiber Backbone

Sec. Base Station # 2

Sec. Base Station # 1

Secondary Beam # 1 Secondary Beam # 2

Monitoring Node

Primary Beam

Primary Base Station

Fig.6.9: When the beam is blocked the base stabommunicates with other base
stations informing them of this fact
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Now, the Primary Base Station passes a messageevidoén backbone to the two
secondary base stations as shown ing8g They now realize that the primary beam
has been blocked and that they have to initiatestnéssion. Included in this message
is the node i.d. along with the node timing. Starethe memory of the two
secondary base stations is the maximum intensitgnbeanber connecting the
respective base station to the node. Also simuliasigsince the node has not
received the ACK-REC, it too realizes that the beamdeen blocked. It then

switches on the beams that correspond to the segohdae stations sequentially.

[@) Fiber Backbone

Sec. Base Station # 1

|
Sec. Base Station # 2 ‘

Secondary Beam # | Secondary Beam # 2

Monitoring Node

Primary Beam

Primary Base Station ‘

Fig.610: The node then exchanges the handshake with doedary base station # 1
and then uses this to determine signal strength
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@IO Fiber Backbone

Sec. Base Station # 2

Sec. Base Station # |

Secondary Beam # 1 Secondary Beam # 2

Monitoring Node

Primary Beam

Primary Base Station

Fig.611: The node then exchanges the handshake with doedary base station # 3
and then uses this to determine signal strengtheit compares the two and uses it to
decide which one to communicate with

What happens is as shown in Big0and 611. The Secondary Base Station # 1 shall
output the node i.d. and timing to the node. Thigds then processed by the node
which shall then emit the ACK signal. The Secondgage Station # 1 shall then
return ACK-REC. The node shall measure the strengthi®ACK-REC signal.

Then the same procedure is repeated by SecondarySiztsen # 2. The node then
compares the two signal strengths. It then issuesBegin signal to the Secondary
Base Station with which it intends to begin transiisand sends a —=(Tx-Begin) to

the other Secondary Base Station. Transmission novaegin.
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State Transition Diagram

Base Stations

Fig.612: State Transition Diagram for the 3 base station case

3 BS

Primary BS
Protocol State state
INIT idle
TIMING DATA WirelessTx
RECACK wirelessRx
TXRECACK WirelessTx
DATA wirelessRx
EOD wirelessRx
SENDDATATO2BS OpticalTx
END Sleep

Table 6.6: Correlating the base station state wighpttotocol state
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Fig.6.13: State Transition diagram for the seconthase station

3 BS
Protocol State

INIT
RXTIMINGDATA
SENDTIMINGDATA
RECACK

TXACK

WAIT

OK/NOTOK

DATA

EOD

END

Sec BS state

idle
opitcalRx
wirelessTx
wirelessRx
WirelessTx
idle
wirelessrx
wirelessrx
wirelessrx
sleep
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Monitoring Node

Fig 6.14 State Transition diagram for the node
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3 BS

Protocol state Node State
INIT Idle
TIMINGDATAFROM1 RX
TXACK TX
RXRECACK RX
DATA TX
EOD TX
SWITCHTOBS?2 Tx+RX
WAIT calc
TXACKTO2 TX
RXRECACKFROM?2 Rx
TXACKTO3 TX
RXRECACKFROM3 RXx
SELECTONE calc

Table 6.8: The states of the protocol corresportléspecific states of the node

The initial state of both the Base Station and theerie Init during which
both of them idle as shown in Figs 6.12 and 6.14.Wthe timing data is sent by the
Base station, it goes into the TimingData state Wwimrresponds to the Wireless-
transmit hardware state as shown in table 6.6. Dlde s then in the RecTimingData
state when it receives the timing data as showigr6.14 and table 6.8. Its own
hardware state is Receive. It then moves to the TxA@ide and if the beam is not
blocked, the base station hardware subsequentlyigme¥/ireless-Receive mode

and the protocol state of the base station is R&AS€shown in table 6.6. The node
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then transmits the data which the base stationveseintil the base station transmits

EOD and the node receives it.

If however, the beam is blocked, the base statiodssére data to the other
base station via the fiber using the OpticalTx hardvatate (table 6.6) and then goes
off to sleep. This timing data is then receivedtyy $econdary base station whose
hardware is in the OpticalReceive mode (table 6t7po sends the timing data to the
node and repeats the same steps as shown in Figfhd@ver, after TXRecACK it
goes into idle while it waits for the base statiomaspond. The behavior of the base
station differs depending upon the response it gets the node. If it is selected then
it receives the data from the node. If it is narthit goes off to Sleep as seen in Fig

6.13. This behavior is identical for both base stegtio

The node on the other hand receives TxACK to baeselstations
successively. After receiving the acknowledgemergipgdrom both, it determines

which one has a higher power and transmits dataatg#rticular base station
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M edium Access Table

3 BS caze
Time Slot BE no. Node no. |BS Baam No. | Nede Beam no. Prim. BS Stop 2=c. BE 1 Btop S=c BE 2 Stop Noda Stop

Oirizinal Bzam | Bzam 2Bezam 3 Bzam 4 Beam ] Bzam 2 Beam 3 Beam 4 Beam | Beam 2 Bzam 3 Beam 4 Bzam 1 Bzam 2 Bzam 3 Bzam 4

-

1 1 1 1 2 no Vs vas Va2 Va2 Va2 Va2 vas Va2 Va2 Va2 Va2 Va5 no Vs Vs
2 1 2 2 I was no vas vas ] was vas vas vas vas was vas no ] vas vas
3 1 3 1 3 no Vs vas Va2 Va2 Va2 Va2 vas Va2 Va2 Va2 Va2 Va5 ] no Vs
4 1 4 2 4 wez ves Wes no VEs Ves Ves Wes Ves Ves Ves Ves ves wes Vs no
5 1 5 3 1 wes a3 no W w5 wEE W Vs W W wEE W no a5 wEs was
After first block
1 1 1 1 2 no vas vas vas Vs vas vas vas vas vas vas vas vas no vas vas
2 3 2 4 2 wes ves Wes Ves VEs Ves Ves Wes Ves Ves Ves no ves no Vs ves
3 1 3 1 3 no vas vas vas Vs vas vas vas vas vas vas vas vas vas no vas
4 1 4 2 4 wag ves ves no vas ves ves ves ves ves ves ves ves ves ves no
5 1 5 3 1 wes vas no waE waE waE waE vag waE waE waE waE no was vas vas
New Original
1 1 1 1 2 no Vs vas vas was vas vas vas vas vas vas vas vas no vas vas
2 3 2 4 2 wes vas vas a3 a3 a3 a3 vas a3 a3 a3 no a3 no vas Vs
3 1 3 1 3 ne Vs vas vas was vas vas vas vas vas vas vas vas was no vas
4 1 4 2 4 s vas vas no a3 a3 a3 vas a3 a3 a3 a3 a3 s vas no
5 1 5 3 1 wes vas no v W W v Vs v v W v no waE vag vas
After see. block
1 1 1 1 2 no Vs vas vas was was vas vas vas vas was vas vas no Vs vas
2 2 2 1 4 was Vs vas v no Va2 v vas v v Va2 v Va5 i) Vs no
3 1 3 1 3 neo Vs vas vas was was vas vas vas vas was vas vas was no vas
4 1 4 2 4 was Vs vas 1o Va2 Va2 v vas v v Va2 v Va5 i) Vs no
5 1 5 3 1 wes Vs no ves ves ves ves Ves ves ves ves ves no ves ves ves

Table 6.9: Medium Access Table for the 3 Base Siatase

Table 6.9 shows the medium access table for the Harse station case. The
entries shown above describe the situation that oedues the primary beam gets
blocked. The transmission then may occur througleettie second or the third base
station. Depending on signal strength the third lsa@sgon was chosen.
Communication takes place using thebkeam of the third base station and tA& 2
beam of the node. When this path gets blocked weuke the ¥ beam of the second

node and the®beam of the first node to communicate.
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Simulation

Assumptions
1. Power received by the Secondary Base StationhenErimary Base Station is

identical.

2. All the nodes are at a fixed distance fromladi three Base Stations.

3. Signal is either perfectly received or not recéigtall i.e. a binary event.

4. The blocking of beam is a purely random everdcturs once every ten
transmissions to one and only one node. This nodedsen at random. The

transmission at which the blocking occurs is alsaoanly chosen.

5. The Secondary Base Station is chosen randomigoi@ toss.
6. Effective fiber BS to BS spacing is assumed to®endwhich gives rise to 50 nsec
BS to BS delay assuming the fiber index of refractich%s

Simulation Parameters

Protocol #1 - 3BS

BS-Bs delay 50
Determining time 66.66667
Processing delay 1 100
Sec BS 1 Data Ex 66.66667

Sum 1 283.3333
Processing delay 2 100
Sec BS 2 Data Ex 66.66667

Sum 2 450

Table 6.10: Simulation Parameters
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Simulation Methodology

Using a random number generator select a number betwaed 10 to denote the
time slot when the blocking shall occur. We assuma¢ once every 10 iterations the
beam is blocked. This is because we are designimipéoworst case scenario. A
blockage once every 10 transmissions shall denb&am blockage once every 25 to
30 seconds. Design a coin toss simulator to determiich base station is selected.
Delay in case Secondary Base Station # 1 is selectzdculated as shown above as
Is the case for Base Station #The result is as shown in Fig 6.15

Simulation Results
500 -
450 4

400 -

transmission
[
1
=

200 -

150 -

100 -

Additional delay if beam is blocked once every 10

50 - Average

Fig. 6.15: Additional delay if the beam is blockatte every 10 transmissions. X
axis contains iteration number
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Take the above 100 iterations and then take the g@efdis gives us one data point.

We perform this 20 times. We then repeat the expetimé¢he blockage were to

occur once every 20 transmissions and once evemaB8missions. The resultis as

shown in Fig 6.16

3 BS

5 400

-

=, 380 +

-

i

° 360 -

5

= 340 A

£ 320 -

=

-

E 3'.:'0 ] L L] I L] L] I L] L] I L] L] L] I L] ] I ] ] 1

I 3 5 7 9 11 15 15 17 19 21

Every 10 Transmissions 8= Every 20 Transmissions  —@=Every 30 Transmissions

Fig 6.16: Average Additional delay. X axis denotes iteration number

From Fig 6.16 it is evident that the delay is betw@40 ns to 400 ns which is

comparable to the single base station case. Thesembb@ppear to be a strong

dependence upon the number of times the beam ikddoc

But there are two other advantages to this methiostlyFwe have assumed in the

single bases station case that either a 6 sector®saator switched beam antenna is
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used. Hence the delays appear comparable. But in toré&tend the range, it is
advisable to use narrow beamwidths for the sectdnis. implies that the number of
sectors shall increase increasing delay. Howevehisncase, we can use very narrow
beams without significantly increasing delay. Thuesre is overall range extension. In
fact it is preferable to use narrow beams as it shadlige the probability of blockage.
Also this technique guarantees end to end deliweych is very important in the
applications that we have considered. This is Smgmtly different compared to the

one base station, where a significantly large olgeatd block multiple sector beams

Effect of moving obstructions

A

. Jammer path
Transmitter .

Receiver

I
1
1
1
1
1
1
1
. Jammer

Fig. 6.17: Moving obstruction that blocks the pa#ftvieen transmitter and receiver

Hitherto we have considered the effect of a stationbsgroction on the
network in the case a single base station is usegdneihe case 3 base stations are
used in order to provide redundancy. The two cagpsa to be nearly identical in all
respects. This raises the question of complexitycstl The network utilizing three
base stations clearly involves installing and maiirg three base stations. This

clearly adds to cost and complexity. This might eaoise might wonder about the
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benefits of this scheme. One of the principal besefitthis scheme is that the added
redundancy ensures that at all times, under all sikzblockage, transmission shall be
maintained especially in the case of moving obsiactn particular, we consider the

network shown in Fig 6.17.

This is illustrated by the plo&.18to 620 that plot the additional loss caused
if the beam is blocked. As we can clearly see irctige of a single base station, a
moving obstruction shall at some point or anotheclblll the beams as shown in Fig
6.18, thus necessitating another handshake prosocbfurther delays and data loss.
However, this problem is largely alleviated in thee®f three base station network
as one of the beams is never blocked by an obstructosMing along a straight path

as shown in Fig.20

Beam Blocked by

/T
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! l
= ! |
e 1
.g . I
| !
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s ! E
o [
g I
s [
F 60 [ |
Té No Blockage ! Primary LN SOy
= | Beam Beam Beam
80 L"'ﬁ"--l.__{i? #3
-100
-10 -5 0 5 10

Distance covered by jammer in m

Fig. 6.18: The drop in signal strength as the dbjeaving forward progressively
blocks the first second and third beams of a sixosesstitched beam antenna
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Beam Blockages
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Fig.6.19: The beam connecting the node to the skggrbase station may be blocked
if the object is moving along a straight line thaslion both beams
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Fig.620: The beam connecting the node to the secondarysbatsen may be blocked
if the object is moving along a straight line thaslion both beams
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2 Base Station Case

Diagram Representation

Base Station # 1
Base Station # 2

Monitoring Node S

Fig.621: Representation of the network employing 2 basesis
Description
In the previous sections we considered the effecsimigumultiple base
stations to guarantee delivery in case of beam blacKEyee base stations placed at
120 with respect to each other did certainly providedasired mechanism.
However, there is another way of accomplishing theesaffe do so by using just 2
base stations as shown in B¢l In the previous section we assumed that the space

over which the nodes were distributed was effectiirel¥ dimensions. However, in a
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3 dimensional space it still might be possibledoamplish the same guaranteed end
to end delivery without using so much redundaneyehy reducing installation and
maintenance costs. The operation of such a scheexlsined in the state machine
diagram shown in Fig 6.22, 6.23 and 6.24. In thse¢as in the case of the 3 base
stations case, if the beam were to get blockedineapy base station informs the
secondary base station of the same using the filokibbae. The secondary base
station then initiates communication with the prignbase station by sending the
timing details to the node. The node which hasyebteceived the ACKREC now
switches on the beam that faces the secondaryshbatsen, receives the timing data,
issue RECACK and then continues with its commurocaas it would have done in

the case of the primary base station

State M achine

Base Station

pel

Fig 6.22: State transition diagram for the primary [fts¢ion
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2 BS

Protocol State Primary BS state
INIT idle
TIMINGDATA WirelessTx
RECACK wirelessRx
TXRECACK WirelessTx
DATA wirelessRx

EOD Rx
SENDDATATO2BS Optical Tx

END Sleep

Table 6.11: Correspondence of the protocol state thi primary base station state

.

R
St
-
ek

.

Fig. 6.23: State Transition diagram of the Secon&arse station

2 BS
Protocol State Sec BS state
INIT idle

RECTIMINGDATA  OpticalRx
SENDTIMINGDATA WirelessTx

RECACK wirelessRx
TXRECACK WirelessTx
DATA wirelessRx
EOD wirelessRx

Table 6.12: Correspondence of the protocol state thii secondary base station state
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Node

Fig.6.24: Node state transition diagram

2 BS

Protocol state Node State
INIT idle
TIMINGDATAFROM1  rx

TXACK tx
RXRECACK rx

DATA X

EOD tx
SWITCHTOBS2 Tx+Rx
TXACKTO2 tx

RXRECACKFROM2 X

Table 6.13: Correspondence of the protocol state thiie node state
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As seen in Figures 6.22, 6.23 and 614 initial state of both the Base
Station and the node is Init during which both arthidle. When the timing data is
sent by the Base station, it goes into the Timing3#dte which corresponds to the
Wireless-transmit hardware state as explained irt@dl1. The node is then in the
RecTimingData state when it receives the timing.dédaown hardware state is
Receive as shown in table 6.13. It then moves t@ ¥« K mode as shown in Fig
6.22 and if the beam is not blocked, the base statodware subsequently goes into
Wireless-Receive mode according to table 6.11 hagtotocol state of the base
station is RecACK according to Fig 6.22. The nddumnttransmits the data which the
base station receives until the base station trae€@D and the node receives it as

shown in Fig 6.22 and 6.24.

If however, the beam is blocked, the base statiodsstire data to the other
base station via the fiber using the OpticalTran&aitiware state and then goes off
to sleep as seen in Fig 6.23. This timing dathes treceieved by the secondary base
station whose hardware is in the OpticalReceivie sta shown in table 6.12. It too
sends the timing data to the node and repeats the sieps as the first base station

and receives data from the node
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M edium Access Table

2B8
Time Slot B number WNodz no. BS Bzam No. Node Beam no. Prim. BE Stop 2=c. BS Btop Mode Stop
Beam 1 Beam 2 Beam 3 Beam4 Beam 1| Beam 2 Beam 3 Beam4 DBeam | Bezam 2 Beam 3 Beam 4
Original
1 1 1 1 2 no vas vas ] vas ] vas ] Vas no vas vas
2 ] 2 2 Lowas no vas ] vas ] vas ] o vas vas vas
3 1 3 1 3 no v vas ] v ] v ] ves ves no ves
4 1 4 2 4 e vas vas no vas was vas W Ve Vs vas no
5 1 5 3 1 was Vs no ] Vs was Vs ] o vas Vs vas
1B8
Time= Slot B number Wode number| B Bzam Mo, | Node Bzam no. Prim. BE Stop 2=c. BS Btop Mode Stop
After 1st blockaze
1 1 1 1 2 no vas vas vas vas vas vas vas vas o vas vas
2 2 2 3 3 was vas vas ] vas ] no ] Vas vas no vas
3 1 3 1 3ino Vs vas ] Vs v Vs ] vas vas no vas
4 1 4 2 4 ez v vas no v ] v ] ves ves v no
5 1 3 3 1 wes vas no was vas e vas was no Ve vas Ve
2B8
Time= Slot B number Wode number| B Bzam Mo, | Node Bzam no. Prim. BE Stop 2=c. BS Btop Mode Stop
New Oniginal
1 1 1 1 2 no vas vas vas vas vas vas vas vas o vas vas
2 2 2 3 3 was vas vas vas vas vas no vas vas vas no vas
3 1 3 1 ino vas vas ] vas ] vas ] vas vas no vas
4 1 4 2 4 ez v vas no v ] v ] ves ves v no
5 1 5 3 1 was Vs no ] Vs v Vs ] no vas Vs vas
2B8
Tims 8lot  BE number Wodz number| BE Bzam Mo. | Nodz Bzam no. Prim. BE Stop 2zc. BE Btop Mod= Stop
After 2nd blockage
1 1 1 1 2 no vas vas vas vas vas vas vas vas o vas vas
2 ] 2 2 vas no vas vas vas vas vas vas o vas vas vas
3 1 3 1 ino vas vas ] vas ] vas ] vas vas no vas
4 1 4 2 4 was vas vas no vas ] vas ] Vas vas vas no
5 1 5 3 vas Vs no ] Vs v Vs ] no vas Vs vas

Table 6.14: Medium Access Table for the 2 Base Statas®

Shown above in table 6.14 is the medium access fabkthe 2 bases station
case. In this we observe that when the beam perttptoithe primary base station is
blocked i.e. the path comprising of beam no. 2 ofodse station and beam no. 1 of
the node, communication is switched to beam nd.t#se station 2 and beam no. 3

of the node. This communication takes place uhi#l beam is blocked and then we
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revert back to base station 1, to continue commutinital his of course assumes that

by this time the path to base station 1 has bezaretl

Simulation
Simulation Parameters and Methodology
The simulation parameters are evaluated in a fadioihar to that in the previous

two cases. The methodology is used is also iddniite results are as shown in Fig

6.25

Simulation Results

1E-07
8E-08 |
6E-08 -
4E-08 |
2E-08 |
“
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 96‘3‘ 95

/

/’
-

Average

Fig. 6.25: Additional delay caused by the protdndhe 2 base station case. The x
axis denotes the iteration number

The results in this case as shown in Fig 6.25 diffamie significant respect
from the previous two cases as shown in Figs 6/6a6d 6.15. In this case no

selection is required to be made. Hence we eithez haro additional delay in case
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of normal transmission or a fixed value of delayase of blockage. Hence the

average value remains the same irrespective of nunfiiierations.
Position of the second base station

L oss X Blockage Probability Calculation

0.02
0.015
0.01-

i
‘ 'im%

0.005- i

# m; .,1‘.,

um,‘i.,‘.,'.

Fig. 6.24: 2 dimensional Gaussian function withozerean

Now in the case of 3 base stations, the probalwfigll three being blocked
especially as they are positioned 12part from each other. Now in the case when
only two base stations are involved, the probabiitplockage depends upon the
location of the second base station. We are assutmat@ finite sized object blocks
the beam. This implies that the probability of ldage is maximum at the center. As
we move further away from the primary base statio@,probability of blockage
decreases, reaching finally a zero probability ahityfi We model this blockage

probability as a Gaussian function in 2 dimensidie formulation is as follows:
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In the 2 dimensional nonsingular case, the probglulkinsity function with

mean (0,0) is given by

1 x?
exp (— < [— +
210,01 — p? 20—p?) o o 0x0y

) = y—zp”]

Now if p=0 then,

() = 1 1x2+y
flxy)= ZnaxayeXp( 2|02 (73%)

The results are as plotted in MATLAB © as shown ig .26

Single M onitoring Node

Let us consider the case when a single monitoring modsed. Now, we are
faced with the following problem. As is evident fradhe previous graph, the further
we move away from the central node, the lower theaiiity of blockage.

However, the further we move away, the loss may adsloidher resulting in a higher
BER. The loss depends on the relative position ofribeitoring node with respect to
the primary base station. The node location is ahaseandom, while the base
station location is fixed at the origin, as in threypous graph the room is assumed to
extend from -5 m to 5m in both x and y directiond &0 m in the z direction

The loss as a function of distance and the proityabi a function of distance
are plotted. We seek to minimize this function. Vi pontours of the above
mentioned product so as to create a “topographical map , as it were, of the terrain as
shown in Fig 6.27. Placing the second base statlmmgy any of the contours will

result in an identical value of the Lossx Blockageb@bility function
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-5
-5 0 5

Fig.6.27: Base Station is placed at (0,0). The noddipo is selected at
random. Contour plot of Loss x Blockage Probability

M ultiple Monitoring Nodes
Note in our network we have more than one node. Wisider the
case of 5 monitoring nodes that are randomly. Theeptigin of such an

arrangement in 2 dimensions is shown in Fig 6.28

Fig.6.28: 5 randomly placed nodes with the Base @tatt the origin
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_5 -5 -5
-5 0 5 -5 0 5 -5 0 5

Fig 6.29 Contour plots of the loss x blockage probabilityddferent node
arrangements

We thus seek to minimize the loss x blockage pridibaproduct. We now
run 6 iterations of the same algorithm in order totet¢he optimal point. As is
evident from the Fig 6.29, the suitable point variesegdramatically depending on
node placements. Since the hardware to implemergrtitecol was not yet available
at the time of writing, it is difficult to experimeand find out the ideal location. This
implies that reliable mathematical techniques rtedake developed in order to
determine the location of the secondary base stafibese must methods must be in

the form of algorithms that work irrespective of thesiioning of the nodes.
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L ocation of the secondary base station - Getting Initial Iter ate

We now consider how to generate the position osdmmndary base station.

We do so by the following procedure. Consider the cAfige monitoring nodes that

are randomly placed ranging from -5 to 5 min all thdieections. The base station is
placed at the point (0,0 as shown in Fi$.30

< 3 -4
Fig.6.30: 5 randomly placed nodes in 3 dimensional spacefl@nd the base station
at the point (0,0,0)

Fig.6.31: Draw vectors from the nodes to the base station.
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E‘}'};n

an

Fig 6.32: Invert the vectors and take the averageevaliihe x and y coordinates

[Py

Fig 6.33: Nodes (red) Primary base station (blue)pSaary base station (yellow)
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The procedure for finding the location of the secondase station now
proceeds as follows. We construct vectors from thesdo the primary base station
as shown in Fig.31 This gives us a notion about the distance andlitieetionality
between the nodes and the base station. Now welMi&elto find the point least
likely to be affected by beam blockage. We do sonbgiting these vectors and
taking the average as shown in Fig 6.32. The argumé¢hat a point that is
diametrically opposite to the base station woulddagiiring an extremely large
object to block. In some cases this may not evgmassible. This gives us the desired

point. Now we plot this point on the contour plotsi®wn in Fig 6.34.

S _
Secondary
Base Station
Location
0
-5 - -
-5 0 5

Fig.6.34 Location of the secondary base station on theotwglot

Now, when we consider the location of the secondasglstation in Fig 6.34

we realize that the location on the Loss x Blockamgdability contour plots is not
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optimal. Now if we are to find the correct locationa reliable way, we need a

methodology of finding this position irrespectivetié location of the sensor nodes.

Improving theiter ate — Newton’s Method

In mathematics, Newton's method is a well-known atgorifor finding roots
of equations in one or more dimensions. It can a¢soded to find local maxima and
local minima of functions, as these extrema aredlés of the derivative function.

We now see the algorithm given below. It describesibthodology for
finding the root. Essentially what we are doingysng to reduce the value of the
gradient which serves the function of the derivativhigher dimensions to a value
below a certain error threshold. This is akin to rédythe derivative to zero. The
resulting value of the function then is at the deseidlemum. A detailed explanation
is given in Appendix A.

Algorithm [29,30]
newton(x; £ ; 1)
1. ro= IVFMl

2. Do while

2.1 Compute VZf(x)
2.2 Factor V?f(x)= LL”
2.3 Solve LL® s = -Vf(x)

2.4 x =x + s

N
(6,

Compute Vf(x).
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0
Final
Position
-5 - -
-5 0 5

Fig. 635: Variation of position of the secondary base stawiith iterations

The effect is seen in the FiguBe85 As can be clearly seen from the Big5,
at the first iteration the algorithm is not able tadfiout which direction is the
direction it should move to minimize the functidhhowever, recognizes this and
rectifies itself in the second iteration. As the itera$ increases the position is
progressively refined till we reach a point of minirhass x Blocking probability.
This gives the final position as shown in Fig 6.8Bbe advantage of the approach we
have described is that this methodology can be eghpdi any arbitrary network

conFiguration.
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Compar ative Analysis
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Fig. 6.36: Histogram of the average delay. The x exigates the number of
transmissions per blockage that occurs.

We collect the average value of the additional delysed by the protocol for
the Single base station 6 and 8 sector switchehlaedenna form Fi§.6 and 6.7
and the same value for the three base station case-igpfl5. the average value for
the 2 BS case is also computed. As can be seentlfrefigure, the 2 base station
case has lesser additional average delay thantiee twto cases. The additional delay
for the three base station case is marginally bettahéthree base station case

compared to the 8 sector switched beam antennaaldasmarginally worse than a
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six sector switched beam antenna. The histogranredsals a minimal difference

with the number of blockages.
Sensitivity Analysis

It is important to note that in calculating theseagislwe have made certain
assumptions about the values of the component sleldys was essential as the
hardware that would enable such a network does n@xyst. Also certain
assumptions were made about the average node tetadisa distance and base
station to base station distance. These assuménceetavork geometry. However,
since we are not aware of the exact details whicldotause a considerable
difference in the observed results. We hence dec¢mstlidy the influence of varyin
the individual component delays on the overall penince. The results are

summarized below.

1000 -
900 -
800 -
700 -
600 -
500 -
400 -
300 -
200 -
100 -

U I ] ! 1

0 5 10 15 20
Node to BS distance (in m)

Average Delay (in nsec)

«~3BS —®6sector 8 sector —=*+2 BS

Fig.6.37: Variation in average delay with average rodgase station distance
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Fig 6.37 shows that as the node to BS distanceasess, the effect on average
delay is more or less linear. It is also note wortlat the effect on the two base
station case is the least. The delay for the 3 Haters case is comparable to that of
the 6 sector switched beam antenna at lower valuesde to base station distance,
however, at greater distances delay increases muat substantially for the 3 base

station case

14000 -
12000
[ 0000
8000
6000
4000
2000

Average Delay (in nsec)

2 £ § 8 ¢
Processing Delay (in nsec)
-3 BS =6 sector — 8 sector

Fig.6.38: Variation in average delay vs. processingydinat occurs in handshake
operation

Now, in order to handle the non line of sight comfitas explained earlier, we
are using a handshake protocol. This involved tlerand the base station
exchanging timing information, Acknowledge and Aclihedge Receive signals.
The signals involve the signals being processeith®yn board microprocessor. The

effect of this delay is plotted in Fig 6.38. At lowelues of processing delay, the
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three show comparable performance. However, at lagjees the 3 Base Station
case is least affected. The delay rises sharp#sticase of the 8 sector switched

beam antenna and moderately so in the case ofgbetér switched beam antenna

1800 -
1600 -
1400 -
1200 -
1000 -
800 -+
600 -
400 -
200 -+

0 T . . 1 )

0 50 100 150 200 250
BS to BS distance (in m)

Average Delay (in nsec)

—+3 Base Station =2 Base Station

Fig.6.39: Variation in average delay as a functiothefchange on the BS to BS
distance

We have assumed that the separation of the basenstatithe three and two
base station case is roughly 10m. This is not fiXdtk average separation between
the any two base stations however could vary. Gdpdibér to the home (FTTH) is
used. We now wish to find out the effect of varyingthiber distance on the average
delay. As seen in Fig 6.39 the effect is primarily d#inéAlso the delay for the three

base station case is higher than that for the twe s@dion case.
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Summary

In this chapter we considered some schemes for alleyitte beam blockage
problem by the use of switched beam antennas. Wegrdesa handshake protocol to
resolve the beam blocking issue. We then proceexldddign networks that utilize a
single base station, two and three base statiogir Behavior is compared and
contrasted. The sensitivity of these networks toateoms in component parameters

was also investigated
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

Contributions of thisthess

ROF-based monitoring networks have been considerednaiging solution
to increase the capacity, coverage, bandwidth, astallity. One such application that
we have envisaged is in highly secure locations whare prone to human attack. In
this case high definition video and images coulaificantly improve the quality of
monitoring.

We have considered some of the basic schedulirgdkagorithms and found
them to be unsuitable for our application primarilyamtount of the fact that they
were designed for use at low bit rates. Also they Ipastempt to minimize power
consumption. They also are not designed for useticalrapplications where failure
to detect is not deemed acceptable.

When an emergency occurs, in the protocol we desdighis possible to
obtain data from a single node as the data obtanoed dther nodes may not be
relevant. Adapting schedules according to varyingiregnents is accomplished
using three modes for our MAC protocol. We shall elabaratthis in the next
chapter as well. We have also studied the performahour protocol and considered
its dependence on the component timing parametensber of nodes etc. This was

done by performing a Monte Carlo simulation.

At 60GHz the beams are exceedingly narrow and probtkage from

several factors unlike at lower frequencies. Alswsiwe are considering indoor
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applications, we have to take into account thetfaat people will always be moving

around. This further complicates matters as it mag te beam blockage.

We considered various solutions to alleviate the lproland we decided that
the best possible solution involves the use of switicbeam antennas. We also
concluded that a random selection of beams for tranemissinsufficient as a

technique for sustaining communication.

We modify our protocol by implementing a handshakéarge before
transmission begins. The base station sends outid@a timing as usual but
instead of beginning transmission as in the prevaaisg, the node sends out an
Acknowledge or ACK signal. Upon receipt of thisgthase station shall respond with
an ACKREC (Acknowledge Receive). Now if the beamlasked this process

cannot take place.

In the first case we used a single base stationyealo not add any
redundancy. This greatly simplifies design and redumst but as we shall see,
guaranteed end to end communication may not alwaygsibranteed. Now if the
beam is detected as blocked we proceed as indisated sate machine diagram
below. If the base station does not receive the A@Kal, then it knows that it has to
switch by one beam. Since the base station haoeitved the ACK signal it shall
not transmit the ACKREC signal, hence the node kntvasthe beam is blocked
then it too shall shift the beam by 1. We now seadid and timing using the second

set of beams, if the process takes place as debeedttis acceptable, otherwise we
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shall repeat the process till we get a set of beadnosigh which communication can

proceed.

We also proposed a scheme in which three baserstatiere used. In this
case, the node then exchanges the handshake witletbndary base station # 1 and
then uses this to determine signal strength. Tlae tleen exchanges the handshake
with the secondary base station # 2 and then hgetotdetermine signal strength. It

then compares the two and uses it to decide whieht@oommunicate with.

In the third scheme that we proposed, we used twe btations and in case
one beam was blocked, the other was used to comatenigth the beam. In this
way end to end communication was guaranteed. Wedalstribed a scheme that

enables us to determine the position of the seBasaé Station.

Future Work

The function of the MAC protocol can be broadly diddeto three

categories [17]:

V2 Channel Access Policies
V. Scheduling and Buffer Management
Vi. Error Control

We have in this work primarily focused on the first atpd this work. In the future,
parts ii and iii will have to be dealt with as theatiwith the issues of flow control and

error control. This would be a significant extensionhie scope of this research.
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Another extension that is necessary is the degmnipf the protocol to enable
information transfer between the base station andehtal controller. This
information transfer takes place through the fiber nekwThis is the next stage of
the process of development of the protocol. It mustdied just as there are several
nodes per base station, there are also several taéisas per central controller.

Hence, it is important to implement this stage.

Most importantly, it is important to develop theadhaare that enables this
transmission to take place. The development of fatiggrated chips that accomplish
this is of primary importance. The architecture oflthse station and the node are
described in chapter 3. This will then enable usnolement the networks and then

study their behavior.
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APPENDIX A

NEWTON’S METHOD

The following is a discussion on the mathematicakigaound needed to utilize
Newton’s method as described in chapter 6. It has been adapted from [29,30]
Iterative Methods for Optimization

The constrained optimization problem is to minimiZamaction f over a sel/ ¢ RV.
Definition

A local minimizer, therefore, is anx€ Usuch thaf (x *) < f(x) for all x € U near x
It is standard to express this problemasa, ., f (x)

Definition

A global minimizer is a point *€ U such that' (x *) < f(x) forallx € U

Sufficient Condition

Theorem

Let f be twice continuously differentiable in a ndigihnood of x. Assume that
Vf(x) = 0and thatv?f(x) is positive definite. Then x is a local minimizerfof
We shall define a series of x’s, starting from an initial guess x0, s.t. the series
converges towards x * which satisfies f(x * ) = 0. Fki* will also be an extremum
i.e. stationary point, of f

The second order Taylor expansion of f(x),

fla+Az) = f(a) + (x)Ac + 3 f"(x) A

attains its extremum wheix solves the linear equation:
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fi(z) + f(z)Ar = 0.
Alternatively, one may expani{X) to first order inAXx,
[z +Az) = fi(z) + Az f(x)
giving us the same equation as above when we e§uir 0. Thus, provided

thatf(irf) is a twice-differentiable function and the aliguess®n is chosen close

enough to x, the sequence{xdefined by

f(2n) . n =0

Tt = T )

will converge towards the root of f, i.e: Xor which f(x+) = 0.

The geometric interpretation of Newton's method is @lh&ach iteration one

approximatesf (X) by a quadratic function aroi¥nl , aad thkes a step
towards the maximum/minimum of that quadratic fumati(lf f(x) happens tbea

quadratic function, then the exact extremum is fonnehe step.)
The above iterative scheme can be generalized toadelrmensions by replacing the

derivative with the gradier,? f(x} and the reciprocal of the second derivative with

the inverse of the Hessian matrf I f (X) . One obtainstdrative scheme

Xnt1 = Xpn — [Hf(x0)] 7'V f(x5), n > 0.

Usually Newton's method is modified to include a $raedp sizey >0

Xp+1 = Xn — Y[H [ (%,)] 7'V f(x5).
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This is often done to ensure that the Wolfe conditiare satisfied at each

stepXn — Xn+1 of the iteration.

Newton's method converges much faster towards a he@gimum or minimum

than gradient descent. In fact, every local minimhas a neighborhood N such that,
if we start withXo € N, Newton's method with step sjzel

converges quadratically (if the Hessian is invertibléniat neighborhood).Finding the

inverse of the Hessian is an expensive operatiothesbnear equation
-1
Pn = Xn41 — Xp = _[Hf{xnj] vffxn:], n > 0

is often solved approximately (but to great accurasy)gia method such
asconjugate gradient. There also exist various quasithin methods, where an

approximation for the Hessian is used instead.
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