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Abstract

Maximum likelihood (ML) receivers for space-time coded tmlé-input multiple-output (MIMO)
systems with Gaussian channel estimation errors are pedposwo different cases are considered.
In the first case, the conditional probablity density fumet{PDF) of the channel estimate is assumed
Gaussian and known. In the second case, the joint PDF of t#eneth estimate and the true channel
gain is assumed Gaussian and known. In addition to ML siget@ation for space-time coded MIMO
with ML and minimum mean squared error channel estimatioh,si@gnal detection without channel
estimation is also studied. Two suboptimal structures areld. The Alamouti space-time codes are
used to examine the performances of the new receivers. &limresults show that the new receivers
can reduce the gap between the conventional receiver withneh estimation errors and the receiver

with perfect channel knowledge at least by half in some cases

Index Terms

channel estimation, imperfect, maximum likelihood, MIMO.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) techniques have dae well recognized as effective
methods for increasing the reliability and the data rate @fir@less communication system
[1]- [4]. The results in [1]- [4] are based on the assumptibperfect channel knowledge. In
practice, however, perfect channel knowledge is nevetablai Instead, one has to estimate the
channel. When the channel is estimated, estimation errdr®eaur. These estimation errors
cause performance degradations. Therefore, the systdormpances reported in [1]- [4] are
only upper limits, and the exact performances of MIMO syst&vith channel estimation errors
are yet to be determined. Inspired by this, many researtia@esexamined the effect of channel
estimation errors on the performances of MIMO systems. kamgple, in [5]- [9], the effect of
channel estimation errors on the capacities of MIMO systeassbeen evaluated. These results
give the maximum achievable transmission rates or the ptetiing gains of MIMO systems
when the channel knowledge is not perfectly known. In [1Q}4][ the authors analyzed the

error rates of MIMO systems with imperfect channel estioratiThe loss in terms of diversity
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gain due to imperfect channel estimation can be determiued these results.

In addition to the analyses of the channel capacities andrtioe rates of MIMO systems with
channel estimation errors in [5]- [14], several researsihave also studied ways of improving
the performances of MIMO systems when channel estimaticoreioccur. For example, in
[15]- [18], several methods were proposed to improve théopmances of MIMO systems by
optimizing the pilot powers and the pilot positions. In [1By assuming a Gaussian channel
estimation error and using the correlation between the ridlagstimate and the true channel
gain, the authors derived the optimum maximum likelihoozkreer for space-time coded sig-
nals in the presence of channel estimation errors. Thisuexcdesign is valid for orthogonal
space-time codes. In [20], the authors derived the optimwaximmum likelihood receiver for
any space-time code, which can be regarded as a genemlizdtihe receiver in [19]. The
results in [19] and [20] suggest that one can improve theopexdnces of MIMO systems by
using additional knowledge of the joint statistics of thachel estimate and the true channel
gain. This conclusion agrees with those made in [21], whesiagle-input and multiple-output
diversity system was considered. Motivated by this obsEmain this paper we extend the

results in [20] to two more general cases by using methodsasito those in [21].

Specifically, in this paper, we derive the maximum likelidddIL) receivers for space-time
coded MIMO systems when channel estimation error is Gawssi particular additional
knowledge of statistics of the channel estimate and/orrie ¢hannel gain is available. The
assumption of Gaussian estimation error is justfied by tbetfeat many channel estimation er-
rors are determined by Gaussian noise in the estimatiorgrabe seen from [20] as well as (6)
and (8) in the next section. It is also justified by the fact thany well-designed estimators are
asymptotically Gaussian when the sample size is large [28]assume a block-fading channel,
where the length of a data packet is chosen to be smaller kigachiannel coherence time, to
simplify the receiver design, similar to [19] and [20]. Twdférent cases are discussed. In

the first case, the conditional probability density funet{®DF) of the channel estimate, condi-
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tioned on the true value of the channel gain, is assumed @aussd known. The conditional
Gaussian PDF of the channel estimate can be obtained byzargatyr simulating the mean and
the variance of the channel estimates. In the second caaddition to the conditional PDF of
the channel estimate, conditioned on the true channel tfe@rPDF of the true channel gain is
also assumed Gaussian and known, which is the case when M® Mhannels are Rayleigh
or Ricean faded. Therefore, we assume a joint Gaussian PORdahannel estimate and the
true channel gain. We derive the general structures of theeédeivers in both cases. Based on
these general structures, we then study two special casastiv ML channel estimator and the
minimum mean squared error (MMSE) channel estimator aré. Udeese receivers presumably
work in two steps: a first step of using the pilot symbols foamhel estimation and a second
step of using the data symbols and the channel estimategif@al sletection. To make this study
fully comprehensive, we also propose ML receivers withdw#rmel estimation, where the pilot
symbols are used directly in the signal detection. Finally,present two suboptimal receivers
with simplified structures and compare their performancel the conventional receivers by
simulation.

The remainder of this paper is organized as follows. In $adti the system model is intro-
duced. In Section I, the ML receivers for the first case asspnted where only the conditional
PDF of the channel estimate is known. Section IV discusseMthreceivers in the second case
where the joint PDF of the channel estimate and the true @ayain is known. Numerical

results are shown in Section V.

Il. SYSTEM MODEL
A. Channel Model

Consider a MIMO system withtransmitter antennas andeceiver antennas. The transmitter
sends data packets witki data symbols and/ pilot symbols to the receiver. For simplicity,
we assume that the firéf symbols in the data packet are data symbols and the following

symbols in the data packet are pilot symbols. Assume a fadikg channel where the channel
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gain remains approximately the same during the transnmsdithe whole data packet, similar

to [19] and [20]. The received data symbols can be expressed a
Y=CX+Z (1)

whereY is ar x N matrix representing the received data symb¥ls: [Y; Y, --- Y,]T
with thei-throwY,; = [Y;; Y, -+ Yin], i =1,2,--- 7, T denotes the transpose oper-
ation,C is ar x t matrix representing the MIMO channel gail®¢,= [C; C, --- C,]7
with thei-throwC,; = [C;; Cie -+ Cyl,i=1,2,--- ,r, X isat x N matrix represent-
ing the transmitted space-time coded signXls+ [X; X, --- Xy] with the j-th column
X;=[Xy Xy - Xylt,j=1,2,---,N,andZisarx N matrix representing the noise,
Z=[7Z, Z, --- Z,]"withthei-throwZ, =[Z; Zpn -+ Zin]ii=1,2,---,7.
DenoteC = [C; Cy --- C,]asthel x rt channel gain vector. Assume a separable
Kronecker correlation model. In a Ricean fading channel,eleenents ofC are assumed to
be circularly symmetric complex Gaussian random variablgs mean£{C;} = m,;, i =
1,2,---,r, andrt x rt covariance matrixa’R @ T, where2a? is the mean fading power of
the scattering componerR, represents the x r covariance matrix of the receiver antennas,
represents thex ¢t covariance matrix of the transmitter antennas, @andpresents the Kronecker
product. In [23] and [24], a Bessel model and an exponentialehbave been proposed for
the antenna correlations, respectively. We assume eqoesgpantennas and use the Bessel
model in this paper. Therefore, tifg j)-th element ofR satisfiesR (¢, j) = Jo (2r%|i — j|),
i,j = 1,2,---,r, and the(s, j)-th element ofT satisfiesT(i,j) = Jo (2r%|i — j|), i,j =
1,2,--- ,t, whereJy(-) is the zero-th order Bessel function of the first kinds the wavelength,
d.|i — 7| is the distance between thgh receiver antenna and theth receiver antenna, and
di|i — j| is the distance between tli¢h transmitter antenna and theth transmitter antenna.
For convenience, we leh = m; m, --- m,] be thel x r¢ mean channel vector and
m=[m; my, --- m,]’ bether xtmean channel matrix. The elements of the channel

noise matrixzZ are assumed to be independent, circularly symmetric contpdissian random
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variables each with mean zero and variageé Further,C is independent of.

Using (1), the likelihood function can be expressed as

1 15 . OO H
f(Y|C,X) = We L Y (Yi-CiX) (Y- CiX) )

whereH represents the Hermitian transpose. When the channetyamerfectly known, one

has the ML receiver as
X = arg m}%n{tr ((Y = CX)(Y — CX)™)} (3)

wheretr(-) denotes the trace of a matrix. We denote (3) as the genievezcén practice, it
is impossible to know the channel gain mattixperfectly. Instead, one has to use the pilot

symbols in the data packet to estimate it.

B. Channel Estimation

The received signals of the pilot symbols can be written as
Q=CP+W 4)

where Q is ar x M matrix representing the received signals of the pilot syisibQ =
Q: Q. - Q" withtheithrowQ; = [Qa Qi -+ Qim), i = 1,2,---,7, P
is at x M matrix representing the transmitted pilot symbdts= [P; P, --- Pj] with
thej-th columnP; = [P; Py --- Pyl',j=1,2,---,M,andW is ar x M matrix rep-
resenting the noise corrupting the pilot symba&,= [W; W, ... W,|T with thei-th
rowWw, = [W;; Wi - Wiyl,i=1,2,---  r. Similar to [20], we assume that > ¢,
P is known,(PP#)~! exists and®P* is real.

Using (4), the ML channel estimator f@ can be derived by finding thex ¢ matrix C that
minimizes||Q — CP||?, where|| - ||? is the sum of the squares of all elements in the matrix. It

was derived in [20] that the ML channel estimator is given by

C = Qr (PP (5)
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whereC is ther x ¢ matrix representing the channel gain estimatgs; [C;, C, --- C,|7

with thei-throwC; = [Cy Cip -+ Cyl, i = 1,2,---,r. For later use, denoté —
[C, C, --- (C,]asthe channel estimate vector. Using (4) in (5), one has
C =C+wpPi PP (6)

Therefore, the ML channel estimatér gives an unbiased estimate Gfwith a Gaussian esti-
mation error of WP# (PP#)~1,

When the covariance matrix of the channel gains and the meamehmatrix are known,
the MMSE channel estimator fdE can also be derived by finding the x ¢ matrix F that
minimizes E{||QF — C||?}. After some manipulations, the MMSE channel estimator can b
derived as

C =QF (7)

whereF = (PHTP+ Z_zIMxM +PH ‘;‘;TP)—lPH[TJr ‘;‘;‘j‘] andI,; s is theM x M identity

matrix. Compare (7) with [20, eq. (12)], one sees that [20(&8)] is a special case of (7) when

T = I,; andm = 0. Further, using (4) in (7), one has
C = CPF + WF (8)

which gives a biased estimate ©f This bias can be removed by multiplying both sides of (8)
with (PF)~! from the right, when(PF)~! exists. Note that the MMSE channel estimator in
(7) can only be used when the covariance matrix of the tratesnmantennad’ and the mean
channel matrixn are known.

Using these channel estimates, the receiver decision rule
X = arg min{tr ((Y —EX)(Y - CX)H)} 9)

has been widely used in current systems. In this paper, we&gign new receivers that improve
upon the performance of (9). These new receivers can beneltdly processing the channel

estimates or the pilot symbols used to estimate the chamimalsetter way. No extra knowledge
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of the true channel gain is needed. They can also be obtajnesiihg additional knowledge of
the statistics of the true channel gain, similar to [20]. twer, [20] only considered the case
when the MIMO channels are independent and identicallyidiged. Here, we obain results

for the case of correlated MIMO channels.

[11. CONDITIONAL PDFOF CHANNEL ESTIMATE

In the first case, no extra knowledge of the true channel gaavailable. One only knows
the conditional Gaussian PDF of the channel estimate, tondd on the true channel gain.
This knowledge is available for many receivers by analysisimulation of the estimator per-
formance. Therefore, one has

1(610) = >—1t|5 B T € G AL BT (G, B (10)
)" 1

whereA is thert x rt covariance matrix oRe{(i’} or Im{é’}, Re{-} andIm{-} give the real
and imaginary part of a complex number, respectivAly,' (i1, i) is the(i,, io)-th submatrix of
A7! obtained by evenly partitioningh;* into ar x r block matrix, andE{C;} = C;A(i) —
B(i). Using (10) and (2), it can be shown that

fevex) = [ [rviexseie)c
Du puarran (11)

A

Wheref e f represents at-dimensional integraljC = dC4; - - - dC,;, D, is a constant inde-

pendent ofX, A, is art x ¢ matrix which can be partitioned intorax r block matrix with the

(i1, 5)-th submatrixA; (i1, is) = A (i) AT (i1, 12) A7 (ia) + XUL;’ | - | denotes the determinant

of a matl’iX,u = [u1 U - ur] andui = Y;2H + Z;:l<éi1 — B(Zl))Al_1<Zl, Z)AH(Z)
withi=1,2,--- ,r. The optimum ML receiver in this case can be derived from ékl)
SN S G S
X = arg m}én{ln | A 2uA1 u’}. (12)
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Comparing (12) with (9), one sees that there is an additiorza term ofln |Al| in the new
receiver. In general, (12) is not equivalent to (9). The raein (12) applies to all fading
channel models, including Ricean, Nakagamand Laplacian channels, as no knowledge of
the statistics of the true channel gain is assumed in theaten. It also applies to any channel
estimators satisfying (10).

A special case occurs when the ML channel estimator in (53ésluln this case, one further

has

A~

X = argm}én{rln|PPH+XXH|

tr <(YXH + CPPH)[PPY + XX~ (YXH + CPPH)H)

52 (13)

since from (6), one haA (i) = I, B(i) = 0 andA; = 1., @ [¢*(PP¥)~1]. Note that the
optimum receiver in (13) is equivalent to the conventioeakiver in (9) wheiX X is constant
for all X. Note also that the MMSE channel estimator cannot be useq &smno knowledge of
the covariance matriX' and the mean channel matiix is available in this case.

Observe that both the receiver in (9) and the receiver in i{i2)lve a two-step procedure.
In the first step, channel estimation is performed by ughtp obtain an estimat€. In the
second step, signal detection is performed by udhgnd C. The only difference is in the
second step whef¥ andC are processed using (9) in the conventional receiver, whilg are
processed using (12) in the optimum receiver. As a furthetysit is also of interest to examine
the detection oiX without using channel estimation [20]. From (4), the likelod function of

the pilot symbols can be expressed as

1 _ 1y _C _CP)H
f(Q’P|C) e —(27T0.2)TM6 202 Zz:l(Qz ClP)(Q’L CIP) . (14)

Using (14) and (4), one has

/(Y.Q.PX) =/ /fY|CX (Q.P|C)dC

0307 L iz VX + QP[PPI XX~ [v, X 4+ Q PH] (15)

|PPH + XXH]
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whereD, is a constant independent®¥f. Therefore, the optimum ML receiver without channel

estimation can be obtained from (15) as

A

X = argm}én{rln]PPH+XXH|

202 (16)

tr (YXH 4+ QPH)[PPY + XX/~ 1(YX" + QP™)") }
Comparing (16) with (13), one sees that they are actuallydheesas the ML channel estimator
satisfiesC = QP (PP¥)~! in (13). Therefore, the optimum receiver without channéhes-
tion in (16) can be treated as a special case of the optimueivexovith channel estimation in
(12) when ML channel estimation is performed.

To make a fair comparison, in the following, we assume thh liee conventional receiver
in (9) and the optimum receiver in (12) use ML channel estiomat Thus, we will focus on
(13) or (16). The receiver in (13) (or (16)) requires six mamultiplifications, two matrix
additions, one matrix inversion, and one matrix determin®&tost of them have to be done for
each possible sequenceXf On the other hand, the conventional receiver in (9) regufike
matrix multiplifications, one matrix addition and one matinversion, and most of them are
done only once for all possible sequenceXof Therefore, the new receiver is more complex
than the conventional receiver. We propose two simpler gtilnal structures that are based on
each space-time coded symbol (STCS) in the following for ledenparison.

In the first suboptimal structure, the detection considacheSTCS separately. Assume that

one STCS spans a period/otiata symbol intervals and thatis a multiple ofh. Thus, one has

X=[S S --- Su] 17)
whereS,, = [Xp-npy1 -+ Xm-1)n+s) 1S then-th space-time coded symbol with =
1,2,--- N andN' = % The sequence detector in (16) can then be simplified to

S, = argrrslin{rln|PPH+SnSnH|

tr ((?nsf + QPH)[PP¥ +8,SH] (Y, SH + QPH)H)

202

(18)
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whereY, = [Y(-Dr+l ... y(-Dhth) js the received signal &, andY/ represents the
j-th column ofY, 5 = 1,2,--- | N. Assume that the signalling constellation size/isThe
sequence detector in (16) has a time complexity 9f and a space complexity dft to store
the decoded sequence, the detector using the Viterbi Higohas a time complexity af't x J?
and a space complexity dft x (J + 1) to store the survivor paths and the decoded sequence,
while the STCS-based detector has a time complexityWof J"* and a space complexity of
Nt to store the decoded sequence. The larger the valhespthe higher the complexity of the
STCS-based detector will be, but the better the performahitee G TCS-based detector can be
expected to have. Wheén= N, the STCS-based detector becomes the sequence detechar. Int
special case when the Alamouti space-time coding schensed; one further has= 2, h = 2,
X1(2n—1) X1(2n) Ty —$*2

S, = = "2 | where(-)* denotes the conjugate operation.
X2(2n—1) X2(2n) Tpy T

The STCS-based detector becomes

Tn 2+l’n 2 i ~
(Zny, ny) = arg min 2r1n(1+|%|2+|93n2|2 %tr(YnYE)—FtT(QQH)
n1y ¥n2 -

2 ) - 2 2
TnysTng dP 20-2(1 + ‘1711‘(;51712‘ )
P

tr ((?nsngQH + QPHS, YH ))
— 19
20 T Jem P T Jem ) (19)

whered? = tr(PP#)/t. Note that the receiver in (19) is equivalent to the conwerati receiver
when phase shift keying (PSK) signals are used.
In the second suboptimal structure, the detection is pedrbased on the decisions of the

previous data symbols. Specifically, the decision-baséettta is given by

~

S, = argrrslin {rln PP? + X(n—1)X"(n—1) +8,S
— st ((?ns{j +Y(n - DX (n - 1) + QPH) (20)
PP + X(n—1)X"(n—1)+8,84]!

(Y8 +¥(n— )X!(n— 1)+ QP#)") }

wheren = 2,3,--- , N/, X(n —1)=1[S1 Sy --- 8S,_4] represents the data decisions of
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the previous: — 1 space-time coded symbol§;(n — 1) = [Y; --- Y,_,] represents the
received signals of the previous— 1 space-time coded symbols, and the initial condition is

given by

~

S, = arg Héin {rin|PP” +S,S{|

tr (V181 + QPH)[PPY + 8,17 (Y 81 + QPH) ")

202

(21)

The decision-based receiver in (20) has the same time caitypées the STCS-based detector.
It needs two additional memory units to store the valueXof — 1)X*(n — 1) and Y (n —
1)XH(n —1). Thus, its space complexity is slightly higher than the STiaSed detector. When

the Alamouti space-time code is used, (20) can be simplied a

d%((n_ 1) |xm‘2+ |IN2|2)
& &,
e PPy (7, ¥ 4 SO (Y (0 — 1)YH (0 — 1)) + tr(QQH)

dZ d%

202(1 4 Bl |l Plenal

a2 2

(Zpy, Tn,) = arg min {27’111(1—1—

Tny,Tng

tr (Y,87(PQY + X(n — 1)¥¥(n — 1)))
207(d + [tm |2 + [tns]? + B (n — 1)
tr (Y0 = DX"(n — 1) + QP1)S, YY)

— 22
202+ Jom P+ Joml + Bl — 1)) (22)

whered? (n — 1) = tr(X(n — 1)X (n — 1)) /t. We will compare the performances of (18) and

(20) with that of the conventional receiver with ML channslimation in Section V.

IV. JOINT PDFOF CHANNEL ESTIMATE AND TRUE CHANNEL GAIN

In the second case, one has extra knowledge of the statidtibe true channel gain. We

assume that the channel estimate and the true channel ggoirgly Gaussian distributed with
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PDF

o 1 1 —r r - - LA e WH
C.C - = @ s73 D=1 :1(02‘1 *m(zl))All(11>12)(012*m(l2))
f( ) ) (27T)2rt|A2‘6 ! ?

0”3 Liy=1 Lig=1(Ciy —m(i1)) Aoz (in,i2) (Cip —m(iz))

o3 Li=1 Liy=1(Ciy —m0(i1)) A (i1,i2) (Cip —m(i2)) ¥

67% i 21 iy =1 (Ciy —m(i1)) Ani (i1,i2) (Ciy —1r(i2)) (23)

whereA, is the2rt x 2rt covariance matrix ofRe{C}Re{C}] or [Im{C}Im{C}] with A, =

ZJ11 Z}12 . . . ~ A .
, X171 is thert x rt covariance matrix oRRe{C} or Im{C}, Xy, is thert x rt

221 222
covariance matrix ofRe{C} or Im{C}, X, is thert x rt cross-covariance matrix between

Re{C} andRe{C} or Im{C} andIm{C}, =, is thert x rt cross-covariance matrix between
Re{C} andRe{C} or Im{C} andIm{C}, Ay, = T} @ 'Sy 7 + 271 Ay = &1,
Ap=-3Z1p® ! Ay = D713y 3], @ = 3oy — 9,37, B, Avq (i1, 42), Ano(i, 2),
Aqo(iy,i9), Aoy (i1, 19) are the(iy, iz)-th submatrices a1, Agy, Ajo, Ay Obtained by evenly
partitioning A1, As, Aqa, Ay into r x r block matrices, respectively, and; = E{Ci},

1=1,2,---,r.Using (23) and (2), it can be shown that

1

JY.EX) = / / F(Y|C. X)f(C, C)dC
D3 S ivH

_ ivA
T A 24
whereD; is a constant independent®f, A, is art x rt matrix with Ay = Agy + 1, @ XX,
v=[vi vo - v]andv, = YEZ L5 my An(in, i) — 3op_ (Ciy — 1y, ) A (i, )
withi =1,2,---  r. The optimum ML receiver in this case can be derived from &4)
X = arg m}én{ln 1A,| — %VA;IVH}. (25)

The receiver in (25) has a similar form to that in (12). Howe{25) uses additional knowledge
of the statistics of the channel gain such3s andm. Therefore, unlike (12), the optimum

receiver in (25) can only be applied to Ricean fading chan@slshe Gaussian PDF of the true
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channel gain is assumed in (23). Also, the receiver in (29)iepto any channel estimators
where the channel estimate and the true channel gain s@fyIn the following, we discuss
two special cases when the ML channel estimator and the MMi@Ere! estimator are used.

When the ML channel estimator is used, from (6), it can be ddrthatm = m, ¥; =
PR T + Ly, @ [0?2(PPT)7 andXyy = 31y = ¥y = a?R @ T. These give

XXH 4+ ppH
2

Ay =33 +1,,® (26)

g

and
Y

Q.P”

iXH d 1
= + Z m;, 3o, (i1,1) + =

i1=1

(27)

vV, =

where the ML channel estimaté = QP” (PP)~! has been used. Using (26) and (27) in (25),
the optimum receiver with ML channel estimation can be cativ

When the MMSE channel estimator is employed, using (8), onals®d derivan = m(Pﬁ‘),
Y11 = Ly @ [02FIF] + o’R @ [(PF)?T(PF)], 5 = RO T, £y, = o*R @ [(PF)HT]
andX,; = o2R @ [T(PF)]. In the derivation, we assume tHa' F andPF are real in order to
make[Re{C}Re{C}] and[Im{C}Im{C}] circularly symmetric. Note thaP¥)# £ FHPH
in this case, aP andF may not be square matrices. Based on these results, one sahstio

XXH + PF(FIF)Y(PF)H

A= +1,,® -

(28)

g

and

T

H
+ Z m;, 2;21 (ilv Z) +

i1=1

Y, X

o2

Q. F(FIF)-L(PF)"

o2

(29)

vV, =

where the MMSE channel estima€é@ = QF has been used. Thus, the optimum receiver
with MMSE channel estimation can be obtained by using (28) &9) in (25). Compar-
ing (26) and (27) with (28) and (29), one observes that therapnh receiver with ML chan-
nel estimation is equivalent to the optimum receiver with BI¥l channel estimation when

PPY — PF(FHF)~(PF)? andP? = F(FIF)}(PF)".

July 25, 2008 DRAFT



14

Similar to before, it is also of interest to derive the optimML receiver without channel

estimation. From (23), one has the PDRbAS

f(C) = (2 )1|2 \'e—ézzg12221<cz-1—m(h»zgswhwxcig—m<i2>>”. (30)
)" 222

Using (2), (14) and (30), one has

Dy %wﬁgle (31)

where D, is a contant independent &, A; = I, @ XX"4PPT 1 5100 the vectorw =

[Wl Wy - W'r‘] with w; = YiXHU;QQM + Z;:l mi122_21(i1, Z) and: = 1,2,---,r. The

optimum ML receiver without channel estimation is then gy
N ; A Lo A1 H
X = arg m)én{ln |As| — §WA3 w (32)

Comparing (32) with (25), one sees that the opitmum ML recemthout channel estimation
can again be treated as a special case of the optimum ML szoeith channel estimation,
when the ML channel estimator is used, or when the MMSE cHagstenator is used and
PP/ — PF(FYF)"(PF)? andP" = F(FYF)~'(PF)". Itis also interesting to note that
[20, eq. (26)] is a special case of (32) whHBn=1,...,, T = I;,; andm = 0, as expected.

Again, to make the comparison fair, we assume that both ttisnop receiver and the con-
ventional receiver use either the ML channel estimator®@MMSE channel estimator. Further,
we assume thaP satisfiesPP? = PF(FZF)~'(PF)? andP? = F(FIF)~(PF)”. Then,
we only need to focus on the optimum receiver in (32). Theivecén (32) requiregr +2)r + 4
matrix multiplifications,(r + 1)r 4+ 2 matrix additions, one matrix inversion, one matrix deter-
minant and one Kronecker product. Most of them have to be dmmeach possible sequence
of X. In addition, some of the matrix multiplifications are of rhuarger dimension than (16).
Thus, it is more complicated than (16) and (9). Similarlyp tsimplified suboptimal structures

based on each space-time coded symbol will be derived.
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In the first suboptimal structure, the detector considech space-time coded symbol sepa-

rately. Using similar methods as before, one has

~ S, S7 4 ppH
Asz(n) =1 ® nT + 35 (33)
and
YZ’VLSH + QZPH d
w;(n) = = + Z my, 355 (i1, 1) (34)
i1=1
where Y, = [Yim-vni) -+ Yim-vniw] is thei-th row of Y, defined as before and
w(n) = [wi(n) wa(n) --- w,(n)]. Then, the STCS-based receiver is given by
. - 1 -
S, = argmin{ln |As(n)| = Sw(n) Ay (n)w" (n)} (35)
wheren = 1,2,--- , N’. When the Alamouti space-time code is used, one further ha<,

h=2andAs(n) = LI P 2) PR S

g

In the second suboptimal structure, the detection is basethta decisions of previous sym-

bols. Similarly, one has

S.S” + X(n —1)X"(n—1) + PP¥
2

As(n,X(n=1)) =L © +35;  (36)

o

and

Y ST+ Yi(n—1)X7(n-1)+QP"
Zmll 22 2172

2

wi(n,X(n—1)) = (37)

g
i1=1

whereX(n — 1) andY (n — 1) are defined as before. Then, the decision-based receivigeis g

by

S, = arg Héin{ln |As(n, X (n—1))| — %W(n, X(n—1))A3 (n, X(n — 1)w(n,X(n - 1))}
(38)

wheren = 2,3, --- , N’ and the initial condition is given by

A~ ~ ~

S: = argmyin{In | Ag(1)] - Sw(D) A7 (1w (1)}, (39)
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In the case when the Alamouti space-time code is used, ontitaer simplify the expression

of Ag(n, X(n— 1)) asAs(n, X(n— 1)) = Lem e rdptdin-l)y 4 571 Note that the
above results only apply to a separable Kronecker coreglatiodel wheres,;, = o’R @ T.
However, these results can be easily extended to any ciiorelmodels by replacin@,, =
o’R ® T with other covariance matrices in (10) and (23) in the deidgva In the next section,

we compare the derived new receivers with the conventiataiver.

V. NUMERICAL RESULTS AND DISCUSSION

Consider Alamouti space-time coding. For convenience, wmigethe novel STCS-based
receiver as the NovSTCS receiver, the novel decision-bassgiver as the NovDB receiver,
the conventional receiver based on each STCS with ML charstehation as the ConvML
receiver and the conventional receiver based on each ST@GSMMISE channel estimation as

the ConvMMSE receiver. The average signal-to-noise rafNR)Ss defined as

_ tr(PP") + NtE, 20a°
7= N 202

(40)

whereF is the average energy of the data symbol aids normalized to 1 in the simulation.
The definition of the SNR accounts for the energy consumedéypilot symbols and by the
multiple transmitter antennas. Two signalling schemesQ2&1 and quanternary phase shift
keying (QPSK) are studied. In 16-QAM, alll pilot symbols in the data packet are fixed to
\/Lrojt\%oz’. In QPSK, all)M pilot symbols in the data packet are fixed torhe length of the data
packetis chosen as 100. We assumedhat d,.. Also, denote the Ricean factor &S In the first
case, the symbol error rates (SERs) of the NovSTCS receiveéB)nthe NovDB receiver in (20),
the ConvML receiver in (9) with (5), and the genie receiverdndre derived for 16-QAM only,
since the conventional receiver and the new ML receiver qué/alent for QPSK. In the second
case, the SERs of the NovSTCS receiver in (35), the NovDB recéiv(38), the ConvML
receiver in (9) with (5), the ConvMMSE receiver in (9) with (@nd the genie receiver in (3) are

derived for both 16-QAM and QPSK. The purpose of the simoiais to examine how much
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gain one can achieve by using extra knowledge of channédtatat To see these gains clearly,
one has to choose the same decoding complexity for all rexeiMn our simulation, we use
STCS-based detection. Thu&, = argming, {tr <(§?n — CS,)(Y, — CSn)H)} as the genie
receiver ands,, = arg ming, {tr ((Yn — CSn)(Yn — CSn)H)} as the conventional receiver
are compared with (18), (20), (35) and (38). On the other hand could compare the receivers
using sequence-based detection, where sphere decodimgffscgent way of finding a sequence
decision with reasonable accuracy. In this case, (3) andh@)ld be compared directly with
(16) and (32). Both ways of comparison will allow us to idepttie performance gains achieved
by using extra channel statistics. However, if we compaeepifoposed suboptimal receivers
in (18), (20), (35) and (38) using STCS-based detection wiéhdonventional receivers using
sphere decoding, the performance gain due to extra knowlefighannel statistics will be
compromised by the performance loss due to STCS-based idatezmtd we won't be able to
identify the performance gain easily. Note also that denigrrors may occur iﬂf((n —1)in
(20) and (38). The presented simulation results take tlee®edf possible error propagation into

account.

Fig. 1 examines the SERs of the receivers for different vabfidd. One sees that the SERs
of the receivers decrease a$ increases, up to a certain threshold. Then, the SERs of the
receivers increase dg increases. This is expected. Whehincreases, the receiver has a more
accurate channel estimate, but it also suffers from aliogahore power to the pilot symbols.

At some point where the channel estimate is accurate enougkasingl/ will mainly reduce
useful power without achieving worthwhile improvement le tchannel estimation and, thus,
overall cause performance degradation. Comparing the NG®SEceiver with the ConvML
and ConvMMSE receivers, one sees that the NovSTCS receivahjislightly better than the
ConvML and ConvMMSE receivers. Also, one notes that the NovB&iver has an obvious
performance gain over the ConvML and ConvMMSE receivers. péiformance gain increases

as M decreases. In the following, we will usg = 20. This corresponds to a pilot power of
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4.75% of the total power for 16-QAM and 20% of the total powar®PSK.

Fig. 2 shows the SERs of the receivers for different channektaiions. One sees that the
SER curves resemble the curve of a Bessel autocorrelatiatidan This is because a Bessel
correlation model is assumed and the receiver performsdsievhen the channel correlation is
the smallest. The SERs of the receivers vascillate sliglstty a\ or d,./ ) increase. Comparing
the NovSTCS receiver with the ConvML and ConvMMSE receivers,sees that the NovSTCS
receiver is slightly better. Also, the NovDB receiver oufpems the ConvML and ConvMMSE
receivers as well as the NovSTCS receiver, which agrees wélptevious observations from

Fig. 1. We will used;/\ = d,./A = 0.5 next.

Fig. 3 compares the receiver performances in Case 1 for elifferalues of- at different
SNRs. The performances of the receivers improve whémcreases. In all the cases, the
NovSTCS receiver is slightly better than the ConvML receiard the NovDB receiver has
an obvious performance gain over the ConvML receiver and thheSNICS receiver. The perfor-
mance gain increases asncreases. Fig. 4 examines the receiver performances in Zhse
different values of. In this case, the ConvML receiver performs the worst. The GtMSE
receiver outperforms the ConvML receiver, as it uses extmvedge of the covariance matrix
and the mean channel matrix of the true channel gain. The NG$Seceiver is slightly better
than the ConvMMSE receiver. The NovDB receiver performs thgt mong all the practical
receivers studied. Moreover, the performance gain ineeadhen- increases or the SNR in-
creases. Comparing Fig. 3 with Fig. 4, one sees that the Noeld8iver in Case 2 performs
slightly better than that in Case 1, as expected, since Cassuthas more knowledge of the

channel statistics.

Figs. 5 and 6 show the SERs of the receivers in Case 1 and Casp&;trealy, for different
values of the Ricean K factor. From these figures, one seeghbatceiver performances
improve when the value ok increases. This is expected, as a larger valug aforresponds

to a better channel condition. Again, the NovDB receivepedbrms all the other practical
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receivers. The performance gain increases when the valifellnéreases or the SNR increases.
This implies that the performance gains of the NovDB reaedwer other receivers observed in
Figs. 1 to 4 are also achievable wh&n> 0. Figs. 7 and 8 show the SERs of the receivers in
Case 2 for QPSK signaling. In general, the receivers usingdgRghaling perform better than
those using 16-QAM, under the same conditions. Also, ons Bex the performance gains of

the NovDB receiver with QPSK are smaller than the correspmngains with 16-QAM.

VI. CONCLUSIONS

Novel ML receivers for space-time coded MIMO systems withu&aan channel estimation
errors have been derived. Numerical results have shownthikabverall performance of the
system depends on several design parameters includingmhiean of pilot symbols, the channel
correlation, the number of antennas, the Ricean K factorladignaling scheme. Future work

includes an examination of new receivers for other MIMO eyt with estimation errors.
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Fig. 1. Symbol error rates of receivers for different valoés/ whenr = 4, % = dy =3,
K =0, and 16-QAM is used.
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Fig. 2. Symbol error rates of receivers for different valoééfg or df whenr = 4, M = 20,

K =0, and 16-QAM is used.
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Symbol error rate
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Fig. 3. Symbol error rates of receivers in Case Irfer 2 (solid line),r = 4 (dashed line), and

r = 6 (dash-dotted line), whe#} = & = 0.5, M = 20, K = 0, and 16-QAM is used.
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Fig. 4. Symbol error rates of receivers in Case 2fer 2 (solid line),r = 4 (dashed line), and

r = 6 (dash-dotted line), whe#} = & = 0.5, M = 20, K = 0, and 16-QAM is used.
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Fig. 5. Symbol error rates of receivers in Case 1A0r= 0 (solid line) andK = 2 (dashed

line) whenr = 4, %
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Symbol error rate
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Fig. 6. Symbol error rates of receivers in Case 2Aor= 0 (solid line) andK = 2 (dashed

line) whenr = 4, % = % = 0.5, M = 20, and 16-QAM is used.
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Fig. 7. Symbol error rates of receivers in Case 2fer 2 (solid line) andr = 4 (dashed line),

d¢

when® = 4 = 0.5, M = 20, K = 2, and QPSK is used.
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Fig. 8. Symbol error rates of receivers in Case 2A0r= 0 (solid line) andK = 2 (dashed

di

line), whenr = 4, % = % = 0.5, M = 20, and QPSK is used.
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