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Asymptotic stability and blow up for a semilinear damped wave
equation with dynamic boundary conditions.
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Abstract

In this paper we consider a multi-dimensional wave equation with dynamic boundary conditions,
related to the Kelvin-Voigt damping. Global existence and asymptotic stability of solutions starting in
a stable set are proved. Blow up for solutions of the problem with linear dynamic boundary conditions
with initial data in the unstable set is also obtained.

Keywords: Damped wave equations, stable and unstable set, global solutions, blow up, Kelvin-Voigt damp-
ing, dynamic boundary conditions.

1 Introduction

In this paper we consider the following semilinear damped wave equation with dynamic boundary conditions:

Uy — Au — alAug = |ulP~2u, ze, t>0
u(z,t) =0, x€To, t>0
ou adu _ (1)
ug(x,t) = —a [%(iﬂ,t) + a—yt(l“,t) +rlug | Pug(z,t) | x €Ty, t>0
u(z,0) = uo(x), u(x,0) =u(z) x € 9,

where u = u(z,t),t > 0, 2 € Q, A denotes the Laplacian operator with respect to the = variable, 2 is a

0

regular and bounded domain of RY | (N > 1), 992 = Ty U I'y, mes(Ty) >0, [N = & and 5 denotes
v

the unit outer normal derivative, m > 2, a, o and r are positive constants, p > 2 and wug, u; are given

functions. For the sake of simplicity, in this paper we consider the problem (1) where we have set a = 1.

From the mathematical point of view, these problems do not neglect acceleration terms on the boundary.
Such type of boundary conditions are usually called dynamic boundary conditions. They are not only
important from the theoretical point of view but also arise in numerous practical problems. For instance in
one space dimension, the problem (1) can modelize the dynamic evolution of a viscoelastic rod that is fixed
at one end and has a tip mass attached to its free end. The dynamic boundary conditions represent the
Newton’s law for the attached mass, (see [3, 1, 6] for more details). In the two dimension space, as showed in
[30] and in the references therein, these boundary conditions arise when we consider the transverse motion
of a flexible membrane 2 whose boundary may be affected by the vibrations only in a region. Also some
dynamic boundary conditions as in problem (1) appear when we assume that {2 is an exterior domain of
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R3 in which homogeneous fluid is at rest except for sound waves. Each point of the boundary is subjected
to small normal displacements into the obstacle (see [2] for more details). This type of dynamic boundary
conditions are known as acoustic boundary conditions. More results on the wave equations with acoustic
boundary conditions can be found in [9].

Before state and prove our results, let us first recall some works related to the problem we address.

Among the early results dealing with this type of boundary conditions are those of Grobbelaar-Van Dalsen
[13, 14] in which the author has made contributions to this field.

In [13] the author introduced a model which describes the damped longitudinal vibrations of a homogeneous
flexible horizontal rod of length L when the end x = 0 is rigidly fixed while the other end x = L is free to
move with an attached load. This yields to a following systems of partial differential equations:

utt_umm_utmmzou IEE(O,L),t>O
u(0,t) = u(0,¢) =0, t>0
ue (L) = — [ug + uea] (L, 1), t>0 (2)

u(x,0) =ug (x),u (2,0) =vo (z) x€(0,L)
U(Lvo):na Ut(Lvo):ﬂ'

By rewriting problem (2) within the framework of the abstract theories of the so-called B-evolution theory,
an existence of a unique solution in the strong sense has been shown. An exponential decay result was also
shown in [14] for a problem related to (2), which describe the weakly damped vibrations of an extensible
beam. See [14] for more details.

Subsequently, Zang and Hu [35], considered the problem

Ut — D (Uz)py — ¢ (Uz),, =0, xz€(0,1),¢>0,
u (0,t) =0, t>0
(p(uw)t+Q(uI) (17t)+kutt (17t)) =0, t=>0,

u(z,0) =ug (x), ug (2,0) =uy (z), =€ (0,1) .

(3)

By using the Nakao inequality, and under appropriate conditions on p and ¢, they established both an
exponential and polynomial decay rates for the energy depending on the form of the terms p and g¢.
It is clear that in the absence of the source term |u|P~2u and for r = 0, problem (2) is the one dimensional
model of (1). Similarly, in the case where the source term vanishes identically and for r # 0, m = 2 and p =
2, Pellicer and Sola-Morales [28] considered the one dimensional problem as an alternative model for the
classical spring-mass damper system, and by using the dominant eigenvalues method, they showed that the
large time behavior of the solutions of problem (1) is the same as for a classical spring-mass damper ODE,
namely:

myu” (t) + diu (t) + kru(t) = 0, (4)

when a tends to zero, where the parameters m; , d; and k; are determined from the values of the spring-mass
damper system.

Thus, the asymptotic stability of the model for small values of a has been determined as a consequence of this
limit. But they did not obtain any rate of convergence. This result was followed by recent works [27, 29]. In
[29], a continuous model for a spring-mass-damper system has been treated, where possible differences in the
internal deformation of the spring are considered. More precisely, they investigated the following problem

Ut — Ugye — QUtgy :O, x e (0,1), t>0
u(1,t) = —¢ [ug + qug, +rug] (1,8), t>0.

By using the spectral analysis approach, they showed that for different values of the parameter «, the limit
behaviors are very different from the classical ODE (4). While in [27] the author considered a one dimensional



nonlocal nonlinear strongly damped wave equation with dynamical boundary conditions. In other words,
they looked to the following problem:

Ut — Ugy — OUpgy + Ef (u(l, t), uﬁ\(/lét)) = O7
u0.1) =0, (6)

wn(1,1) = —¢ [ug + oge + 1] (1,8) — f (u(l,t), #) ,

with € (0,1),¢t >0, r,a > 0 and € > 0. The above system modelises a spring-mass-damper system, where
the term ef (u(l,t), L\/l;)) represents a control acceleration at * = 1. By using the invariant manifold

theory, the authors proved that for small values of the parameter e, the solutions of (6) are attracted to a
two dimensional invariant manifold. See [29], for further details.

We recall that the presence of the strong damping term —Auw; in the problem (1) makes the problem different
from that considered in [11] and widely studied in the literature [34, 31, 32, 10, 33] for instance. For this
reason less results were known for the wave equation with a strong damping and many problems remained
unsolved. Especially the blow-up of solutions in the presence of a strong damping and a nonlinear boundary
damping at the same time is still an open problem. In [12], the present authors showed that the solution of
(1) is unbounded and grows up exponentially when time goes to infinity if the initial data are large enough.
Recently, Gazzola and Squassina [10] studied the global solution and the finite time blow-up for a damped
semilinear wave equation with Dirichlet boundary conditions by a careful study of the stationary solutions
and their stability using the Nehari manifold and a mountain pass energy level of the initial condition.

The main difficulty of the problem considered is related to the non ordinary boundary conditions defined
on I'y. Very little attention has been paid to this type of boundary conditions. We mention only a few
particular results in the one dimensional space and for a linear damping i.e. (m = 2) [16, 28, 7, 18].

A problem related to (1) is the following:

Ut — Au + g(ut) = f in 2 x (Oa T)
% + K(uw)uy + h(w) = 0, on 9Q x (0,T) (7)
u(z,0) = wo(x) in Q
us(z,0) = wui(x) in Q

where f = f(x,t) and the boundary term h(u;) = |u|?u; arises when one studies flows of gas in a channel
with porous walls. The term u; on the boundary appears from the internal forces, and the nonlinearity
K (u)ug on the boundary represents the internal forces when the density of the medium depends on the
displacement. This problem has been studied in [7], in the one dimensional case and in [8] for N-dimensional
with N > 1. By using the Faedo-Galerkin approximations and a compactness argument, they proved the
global existence of the solution. Also, the exponential decay of the total energy of problem (7) has been
proved under the condition f = 0.

Most of the above mentioned papers only treat particular cases of problem (1). The aim of our previous
paper [12] and of this paper is to apply known methods in order to investigate the more general problem (1).
Recently, the present authors studied problem (1) in [12]. A local existence result was obtained by combining
the Faedo-Galerkin method with the contraction mapping theorem. Concerning the asymptotic behavior,
the authors showed that the solution of such problem is unbounded and grows up exponentially when time
goes to infinity if the initial data are large enough and the damping term is nonlinear (i.e. m > 2).

As we have said before, our problem (1) can be seen as a model which describe the interaction between an
elastic medium and a rigid mass. So, it seems more convenient to recall some results related to the interaction
of an elastic medium with rigid mass. By using the classical semigroup theory, Littman and Markus [22]
established a uniqueness result for a particular Euler-Bernoulli beam rigid body structure. They also proved
the asymptotic stability of the structure by using the feedback boundary damping. In [23] the authors
considered the Euler-Bernoulli beam equation which describes the dynamics of clamped elastic beam in



which one segment of the beam is made with viscoelastic material and the other of elastic material. By
combining the frequency domain method with the multiplier technique, they proved the exponential decay
for the transversal motion but not for the longitudinal motion of the model, when the Kelvin-Voigt damping
is distributed only on a subinterval of the domain. In relation with this point, see also the work by Chen et
al. [5] concerning the Euler-Bernoulli beam equation with the global or local Kelvin-Voigt damping. Also
models of vibrating strings with local viscoelasticity and Boltzmann damping, instead of the Kelvin-Voigt
one, were considered in [24] and an exponential energy decay rate was established. Recently, Grobbelaar-
Van Dalsen [15] considered an extensible thermo-elastic beam which is hanged at one end with rigid body
attached to its free end, i.e. one dimensional hybrid thermoelastic structure, and showed that the method
used in [25] is still valid to establish an uniform stabilization of the system. Concerning the controllability
of the hybrid system we refer to the work by Castro and Zuazua [4], in which they considered flexible beams
connected by point mass and the model takes account of the rotational inertia.

In this paper we consider the problem (1) and we will show that if the initial data are in the “stable set”, the
solution continues to live there forever. In addition, we will prove that the presence of the strong damping
forces the solution to go to zero uniformly and with an exponential decay rate, even if the boundary damping
is nonlinear i.e. m > 2. To obtain our results we combine the potential well method with the energy method.
We will also proved that in the absence of the nonlinearity in the boundary term (that is, in the case where
m = 2), the solution blows up in finite time.

Let us now give a short summary of the content of this paper. In section 2, after having stated the local
existence and uniqueness theorem obtained by the authors in [12], we will prove that if the initial data are
in the stable manifold, the solution continues to live there forever and so we will prove the global existence
and the exponential decay of the solution.

In section 3, we prove the blow up result of the problem (1), in the case of a linear boundary damping (that
is, m = 2), in spite of the presence of the strong damping term Aw;. The technique we use follows closely
the method used in [10], which is based on the concavity argument due to Levine [19]. Let us mention,
that despite the methods used here are well-known tools to prove the global existence, exponential decay
and blow of solution, therefore, the main novelty of the work presented in this paper is that we will use
these techniques to study the asymptotic behavior of the semilinear damped wave equation with dynamic
boundary conditions. To our knowledge, this has not been done before and this is the first paper dealing
with the asymptotic behavior of such problem.

2 Asymptotic stability

In this section, we will first recall the local existence and the uniqueness result of the solution of the problem
(1) proved in [12]. Then we state and prove the global existence and exponential decay of the solution of
problem (1). In order to do this, a suitable choice of the Lyapunov functional will be made.

Let us first present some material that we shall use later in this paper. We denote

Hp, () ={ue H'(Q)/ ur, =0} .

By (.,.) we denote the scalar product in L?(Q) i.e. (u,v)(t) = / u(z, t)v(z, t)dz. Also we mean by ||.||4 the
Q
L9(Q2) norm for 1 < g < oo, and by ||.||q,r, the L¢(T"1) norm.
Let us denote for v € H} ()
[0l = allvl3 r, +7lVol3 (®)
Let T > 0 be a real number and X a Banach space endowed with norm ||.||x. LP(0,7;X), 1 < p < oo

denotes the space of functions f which are L? over (0,T) with values in X, which are measurable and
IIfllx € L? (0,T). This space is a Banach space endowed with the norm

T 1/p
Iflle o, x) = </O |f|§<dt> :



L>(0,T; X) denotes the space of functions f : ]0,7[ — X which are measurable and ||f||x € L*(0,T).
This space is a Banach space endowed with the norm:

£l 1) = ess sup | f]|x-
0<t<T
We recall that if X and Y are two Banach spaces such that X — Y (continuous embedding), then
L?(0,T;X) — L?(0,T;Y), 1 <p < oo.

We define the critical Sobolev exponent for the trace functional space by:

2(N -1) .
_ _ >
= N5 if N >3 (9)
400, it N=1,2.

Let us define the space Yr as:
Yo = { (v,00) : v € O([O,T],H%O( ))mol ([ 7], L2(Q))
v € L2 (O,T; H%O(Q)) mLm((o, T) x rl)}
endowed with the norm:

T
2 2
[0l = gmavs [l + NV0l| el +/0 [Vor(s)[13 ds -

For m < @, from Poincaré’s inequality, the continuity of the trace operator on I'y and Sobolev imbedding
this norm is equivalent to:

lull = max [IVullz + [luell2] (10)
In this work, we will deal with the weak solution of the problem (1), consequently, we use the same definition
as in [12].

Definition 2.1. A function u(x,t) defined on Q x [0,T], such that

u € L>*(0,T;Hp, () ,
w € L?(0,T;Hp () NL™((0,T) xIy) ,
ug € L (0,T;HE, () NL>®(0,T;L*(Ty))
uy € L™ (0,T;L*(Q))NL>®(0,T;L*Ty)) ,
u(z,0) = wuo(x),
u(x,0) = wui(x),

is a generalized solution to the problem (1) if for any function w € H{ () N L™(I'1) and ¢ € C*(0,T) with
©(T) = 0, we have the following identity:

T T
[t uw@ ety = [ [0+ (Vu Va)o) + a(Tu Vo)) oo d
0 0.
+ /0 gp(t)/F [utt(t)+r|ut(t)|m_2ut(t)}wdodt.



Theorem 2.1. [12] Let 2 < p < ¢ and max (2, %) <m<q.

q —-p
Then given ug € H (Q) and uy € L*(Q), there exists T > 0 and a unique solution u of the problem (1) on
[0,T) such that

w e (o711, H,(@)nc (0,71, L2(2)),

u € L2 (O,T; H%O(Q)> mLm((o, T) x rl)
We proved this theorem by using the Faedo-Galerkin approximations and the well-known contraction map-
ping theorem.
q

Definition 2.2. Let2<p< g, max |2, ———
qg+1-p

u the solution of (1). We define:

) <m <@, up € H{ () and uy € L*(Q). We denote by

Traw = sup{T >0, u=u(t) exists on [O,T]}

Since the solution u € Yp (the solution is “regular enough”), from the definition of the norm given by (10),
let us recall that if Thee < 00, then

lim ||Vul|2 + ||ut]]e = +o0.
t—=Tmax

t<Tmax

If Thnax < 00, we say that the solution of (1) blows up and that Tya. is the blow up time.
If Thnax = 00, we say that the solution of (1) is global.

In order to study the blow up phenomenon or the global existence of the solution of (1), and following [10],
we define the functions I,.J : HE (Q) — R by:

=
S

~—
I

IVull3 =l .

=~
£
\

1 1
IVl =l

For a given function u € H{ (£2), when we will use the evaluation of the above functions at a time 0 < ¢ <
Tinaz, for the sake of simplicity, we will write:

~
—~

~
~—

IVu)ll3 = u®]} (11)

<
—
~+
~—

1 1
sIVu®)lz - @l - (12)
We then define the energy of a solution u of (1) as:
1 1
E@t) = J) + lu@3 + 5luw®lzr, V0 <t < Tna (13)

As in [12], multiplying the first equation in (1) by u; and integrating over Q and with respect to ¢, we obtain
the following energy identity :

E(t) — E(s) = — /t llu(r)||2dr, Y0<s<t< T (14)

Thus the function E is decreasing along the trajectories.
As in [26], the potential well depth is defined as:

d= inf max J(Au). (15)
u€HE (2)\{0} A=0



We can now define the so called “Nehari manifold” as follows:
N = {ue HE (Q\0}; I(u) = 0}.
N separates the two unbounded sets:
Nt ={ue H (Q); I(u) >0} U{0} and N~ = {ue H (Q);I(u) <0}.
The stable set W and unstable set U are defined respectively as:
W={ueH} (Q;J(u) <d} NN and U ={ue H} (Q);J(u) <d} NN".
It is readily seen that the potential depth d is also characterized by (see [10])
d:fféi}&‘](“)' (16)
As it was remarked by Gazzola and Squassina in [10], this alternative characterization of d shows that

2d,
B = dist(0,A') = min |[Vul|; = 1?1)2 > 0. (17)
In Lemma 2.1, we would like to prove that if the initial datum wug is in the set AT and if the initial energy
E(0) is not large (we will precise exactly how large may be the initial energy), then u(t) stays in N, for
each ¢t € [0,T'), where u(t) is the solution of (1) obtained in Theorem 2.1.
For this purpose, as in [10, 34], we denote by C, the best constant in the Poincaré-Sobolev embedding
H}, () = LP() defined by:

Ot = inf {||Vullo : u € H} (), Jull, = 1} (18)
Let us denote the Sobolev critical exponent:
2N
_ —_— if N >3
p=¢ N-2> "=
400, ifN=1,2

Let us remark (as in [10, 34]) that if p < p the previous embedding is compact and the infimum in (18)
(as well as in (15)) is attained. In such case (see, e.g. [26, Section 3]), any mountain pass solution of the
stationary problem is a minimizer for (18) and C, is related to its energy:

—2 oy
d= p—2p c /=2, (19)

Let us remark also that in the Theorem 2.1, we have supposed that p < g where g is defined by (9). As
d < p, we may use the above characterization of the potential well depth d.
We can now proceed in the global existence result investigation. For this sake, let us state three lemmas.

q _
— | <m<q.
g+1- p) ==
Let ug € N, ug # 0 and u; € L*(Q). Moreover, assume that E(0) < d. Let us define u the solution of
problem (1) in the sense of the Defintion 2.1. Then u(t,.) € NT for each t € [0, Thnaz)-

Remark 2.1. Let us remark, that if there exists ¢ € [0, Tjnq.) such that
E@#) <d and wu(t)e N*

Lemma 2.1. Assume 2 < p < ¢ and max (2,

the same result stays true. It is the reason why we choose t = 0.
Moreover, one can easily see that, from (19), the condition F(0) < d is equivalent to the inequality:

cr <2—pE(0)) T (20)

p—2

This last inequality will be used in the remaining proofs.



Proof. Since I(ug) > 0, then by continuity, there exists T < Tjqe such that I(u(t,.)) > 0, for all t € [0,T%).
Since we have the relation:

p—2 9 1
J(t) = —=—||Vulls + =1I(t), Vtel0,T,
()= L= Va3 + 1), Vi D T.)

we easily obtain :

-2
Po2)ulg, vteo,T.).

J(t)zw

Hence we have: 5
IVulf < ~=57(0), vee.1.)

From (12) and (13), we obviously have J(t) < E(t), ¥t € [0,T). Thus we obtain:
2
IVul3< —L-E@), vte0,T.)
p—2
Since FE is a decreasing function of ¢, we finally have:
2 2p
[Vullz < mE(O)a vt € [0,T%) . (21)
By definition of C,, we have:
-2
lully < CEIVullf = CEIVull5[[Vul; -

Using the inequality (21), we deduce:

2p 2
lulp < ez (S2560) T IV, vee .. (22)

Now exploiting the inequality on the initial condition (20) we obtain:
fullp < [IVul3, — Vtel0,Ty).

Hence ||Vul|3 — [|ul[} >0, ¥t € [0,T%). This shows that u(t,.) € N, V¢t € [0,T.). Since the energy E is
decreasing along trajectories, we have the following inequality:

p—2 P
. 2p 2 2p 2
P < P
thI% C? [p 2E(t)] Cr [p — 2E(O)} <1,

Thus by repeating this procedure, T, is extended to Ti,qz- O

T > <m<q.

q+1-p

Let ug € Nt ug #0 and uy € L?(2). Moreover, assume that E(0) < d. Then the solution of the problem
(1) in the sense of the Definition 2.1 is global in time.

Lemma 2.2. Assume 2 < p < ¢ and max <2,

Proof. Since the map t — FE(t) is a non increasing function of time ¢, and using the relation (21), we have:

1 1 (r—2)
E(0) > B(t) = gllull3 + 5w, + o

1
”qu% + El(t) ) vVt € [07 Tmaw)'

By Lemma 2.1, we know that u(t,.) € N for all ¢ € (0,7T]. Hence,

(p—2)
2p

1
B(0) > o lue3 + [Vull3, vt € [0, Trmaa)-

Thus, Vt € [0, Tinae), the norm ||Vullz + |Jul2 is uniformly bounded by a constant depending only on E(0)
and p. Then by Definition 2.2, the solution is global, that is T},q, = 00. O



The following Lemma is crucial in the proof of our result. A similar one (but for a different problem) was
introduced in [17].

Lemma 2.3. For every solution of (1), given by Theorem 2.1, only one of the following assumption holds:
(i) if there exists some t > 0 such that u(t) € W and E(t) < d, then u(t) € W and E(t) < d, Vt > t.
(ii) if there exists some t > 0 such that u(t) € U and E(t) < d, then u(t) € U and E(t) < d, Vt > .

(ii) E(t) > d, ¥t > 0.

Proof. Without loss of generality, we may assume that £ = 0 and all along the paper, we suppose that ug # 0.
Let us first prove (i). Indeed, exploiting inequality (14), we deduce that the energy functional is a non-
increasing function and consequently, E(t) < d, for all t € [0, Tynaz). Therefore (13) implies that J(t) < d
for all ¢ € [0, Thqs)- This together with Lemma 2.1 gives (i).

Secondly, let us prove (ii). Let ug € U such that E(0) < d. Then (14) implies that

E(t)<E(0)<d, Vte(0,Thae)

Next, let us assume by contradiction that there exists ¢ € [0, Tinaz) such that u(f) ¢ U and by continuity
I(u(f)) = 0. This implies that u(f) € N. Now using (16), we get J(u(f)) > d. This cannot be true since
J(u(t)) < d, for all t € [0, Tnaz). Consequently, (ii) holds.

The assertion (iii) is always true if (i) and (ii) are false. This completes the proof of Lemma 2.3. O

We can now state the asymptotic behavior of the solution of problem (1).

Theorem 2.2. Assume 2 < p < ¢ and max (2,%) <m < q. Letuy € Nt and u; € L2(Q).
q -P

Moreover, assume that E(0) < d. Then there exist two positive constants C and £ independent of t such

that:

0<E({t)<Ce™ &,  Vt>0.

Remark 2.2. Let us remark that these inequalities imply that there exist positive constants K and (
independent of ¢ such that:

[Vu(®)|3 + w5 < Ke™¢, V¢ >0.

Thus, this result improves the decay rate of Gazzola and Squassina [10, Theorem 3.8] (although the problem
investigated by the two authors is slightly different), in which they showed only the polynomial decay of
the wave equation with strong damping and Dirichlet boundary conditions on the whole boundary of the
domain. Here we show that for any initial data satisfying ug € N'* and u; € L?(2) and verify the inequality
(20), the solution can decay faster than 1/¢, in fact with an exponential rate, even in the case m > 2.

Also, by adapting the following proof in the spirit of the work done by Gazzola and Squassina in [10], we
can show an exponential decay rate even in the absence of the strong damping (« = 0) and m = 2.

Proof. Since ug € N and E(0) < d, by Lemma 2.1 and Lemma 2.2, we already have u(t) € N for all
t > 0. So we firstly get:

0 < E(), YVt >0.

The proof of the other inequality relies on the construction of a Lyapunov functional by performing a suitable
modification of the energy. To this end, for € > 0, to be chosen later, we define for u € N' T,

VE>0, L(t):E(t)—l—a/

upudr + a/ uurdo + £ | Vull3. (23)
Q r, 2



Let us see that we have: for all ¢t > 0

IL(t) - E(t) =

€
a/ utuda:—|—5/ uutda—k—a”VuH%
Q r, 2

Since we have proved in Lemma 2.1 and Lemma 2.2 that for all ¢ > 0 I(¢) > 0 and ||Vul||2+||u]|2 is uniformly
bounded by a constant depending only on F(0) and p, using Young’s inequalities on the two integral terms
and then Poincaré’s inequality, there exists a constant C' > 0 such that:

< CeE(t).

€
a/ utuda:—l—s/ uutda—k—a”VuH%
Q r, 2

Consequently, from the above two inequalities, we have
(1-Ce)E(t) < L(t) < (14 Ce)E(t), vt > 0.
It is clear that for ¢ sufficiently small, we can find two positive constants §; and S5 such that
B1E(t) < L(t) < B2E(t), vt > 0. (24)

By taking the time derivative of the function L defined above in equation (23), using problem (1) and formula
(14), and performing several integration by parts, we get:

dL(t)
— = ol Vuld = a7, + 3 2| Vull3

—i—sHqu + <€||u,g||§7p1 —er |ut|m_2utud0. (25)
Iy

Now, we estimate the last term in the right hand side of (25) as follows.
By using Young’s inequality, we obtain, for any ¢ > 0

—m

4 m m—1 m/(m— m
< —Jlull r, + ———=8"/" D | (26)
m m

|m—2
m,Iy m,I'y*

s wiudo

I

The trace inequality implies that:
lullmr, < ClIVullz",

m,F1

where C' here and in the sequel denotes a generic positive constant which might change from line to line.
Since the inequality (21) holds, we have

" 2pE(0)\ T
fullze, < (Z2E2) T pvult @)

Inserting the two inequalities (26) and (27) in (25) and using (22), we have:

dL(t) m—1 m/(m— m
T < oVl (L 1) i,
+ellugll3 + elluell3 (28)
5 (2pE(0)\ T 2 =2
ro” "™ P P 2
+e C( ) +C}:(—Eo> — 1| |Vul3.
<0
From (20), we have
p—2
2p 7
cr ( E(0 > —1<o.
TEPR



Now, let us choose § large enough such that:

(M_ c(2pE(0)> +Cf(2—pE(0)> —1><o.
m p—2 p—2

Once § is fixed, we fix € small enough such that:

(gm_—l(;m/(m—m B 1) <0,

m

From (28), we may find n > 0, which depends only on §, such that:

— < ol Vull3 +elluls + el

dL(t
ad 2~ enlIVull3

Consequently, using the definition of the energy (13), for any positive constant M, which will be chosen
below, we obtain:

dL(t M
O < vtemeyve (14 ) ful - ol vl

Me M
+ (% e ) lullr, +e (5 —n) I9ul3 (29)
By using the Poincaré inequality and the trace inequality

w3 < ClVul3
luelr, < ClVuls,

choosing again ¢ small enough and M < 27, from (29), we have:

%(f) < _MeE(t), W0

On the other hand, by virtue of (24), setting £ = Me/f2, the last inequality becomes:

dz_it) < —EL(t), vtz (30)

Integrating the previous differential inequality (30) between 0 and ¢ gives the following estimate for the
function L:
Lt)<Ce™,  Vt>0.

Consequently, by using (24) once again, we conclude
E{t)<Ce &,  vt>0.
This completes the proof of Theorem 2.2. O

Remark 2.3. In [12], we have proved the following result:

Theorem 2.3. Assume 2 <p < q and m <p. Let ug € Hf () and u; € L*(Q).
Suppose that
E(0) < d and ||[Vuol|, > C7/ P72

Then the solution of problem (1) growths exponentially in the LP norm.
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The present result on the asymptotic stability completes the above result on the exponential growth since
when up € N't, we have: ||[Vugl, < c,*/ 2,
Indeed, since d is the mountain pass level of the function J, we have J(up) < d. From (21), this writes:

-2 1
Tuo) = F5 = Vuoll3 + - 1(0) < d

Since up € N't, we have I(0) > 0 and consequently,

p—2
WHVUOHE <d.

Using identity (19), we get finally ||Vuo|, < cor/P2,

3 Blow up

In this section we consider the problem (1) in the linear boundary damping case (i.e. m = 2) and we show
that if for some t € [0, Tinaz) , u(t) € U and E(t) < d then the solution of (1) blows up in finite time. Our
result reads as follows:

Theorem 3.1. Assume 2 < p < g and m = 2. Let u be the solution of (1) on [0, Timaz). Then Tyax < 00 if
and only if there exists T € |0, Tynaz) such that:

u(t) el and E(t) <d. (31)

Proof. Without loss of generality, we may assume that ¢ = 0.

Let us suppose that u(0) € U and E(0) < d. We will prove that Tiee < 0o by contradiction. We will
suppose that the solution is global “in time” and we will use the concavity argument due to Levine [19, 20]
where the basic idea of this method is to construct a positive functional 6(t) of the solution and show that
for some v > 0, the function #~7(¢) is a positive concave function of ¢. Thus it will exist T such that

tlir%rl 677 (t) = 0. From the construction of the function 6, this will imply that:
rg

lm ||[Vulz + ||ut2 = +oo.
t—T*

t<T*
In order to find such v, we will verify that:

d*077(t)

== 00" — (10 ()] <0, wezo. (32)

Thus it suffices to prove that 0(t) satisfies the differential inequality

2

00" —(1++)0 (t)>0,  Vt>0. (33)
From Lemma 2.3, we firstly have:
E(t) <dand u(t) €U, vt € [0, Thag)-

It is clear that N can be seen as a set which separate the two sets N* and N~ in Hf, .
From the definition (15) of the potential well depth d, for u € H} (22)\{0}, we have:

1
p—2 (IVulZ\ ™7
d<supJ(Au) = —— . 34
= =Ty <|u|?f’ 3

12



On the other hand, since V¢ € [0, Tinaz) , v € N ™, we have:
Vt € [0, Thnaz) , L(t) <O

This inequality gives naturally V¢ € [0, Tnas), [Vull3 < |lull5. Therefore, using this last inequality, the
inequality (34) becomes:

p—2 2
VYt € [Ovaax)y d< W HV’UJHQ,

which will be used as:
2dp
p—2
Assume by contradiction that the solution w is global “in time”. Then for any T° > 0, let us define the
functional 6 as follows

<|[Vu®)l3.  Vt€[0,Tmaz) - (35)

t t
0t) = lu®l3+ llu@®)lr, +a/0 IV (s) ||§ds+7“/0 lu (s) I3, ds
T —t) [of|Vuol3 + rlluollzyr,],  Vte0,T). (36)

Taking the time derivative of (36) we have:

t
o't = 2/utud:17—|—2/ utuda—|—2a/ /VuVutdxds
0 Ja

Q Ty
t
—|—2r/ / upudods. (37)
o Jry

Replacing us by its expression given by problem (1) and using Green’s formula (see [21]), the function ¢’ is
differentiable and we have:

0" (t) = 2 [lue(0)lI3 — Va3 + llullf + [lu ()]

%,Fl] °

Therefore, using the definition of § given by (36), we can easily see that:

o0 () — 20 (02 = 2000) (013 — [ F0) 3+ ol + ) ]
~ 0+ [0~ (7~ ) [all Vol + il ]| (39)

xﬁm@@+wmm&m+aéHVW@@w+réumwﬁﬁw]
+(p+2)n(t)

where the function 7 is defined by:

mw=bu@@+wwm;n+aA|vwwﬁw+rénwm@mw}

t t
xhwxm@+|mam&\+a4|vWam%s+¢4|m@n;nw} (30)

t t 2
— [/ upudx —|—/ uudo + a/ / VuVuidxds + T/ / utudads} .
Q Iy 0o Ja o Jr,

Our purpose now is to show that the right hand side of the equality (38) is non negative. Let us firstly show
that n(t) > 0 for every ¢t € [0,7). To do this, we estimate all the terms in the third line of (39) making use

13



of Cauchy-Schwarz inequality, and compare the results with the terms in the first and second line in (39).
For instance, when we develop the square term in the inequality (39), we estimate the terms as follows:

2
(/ utud:zc)
Q
2/ utudaj/ upudo
Q Iy

Also, the following estimate holds:

IN

lu@®)3]ue(®)]3 and

IN

w3 r, w1 + llue @13 r, lu@)]3-

¢ ¢
2a/ /VuVutdajds/ wpudr < oz||ut(t)||§/ Vu (s) ||5ds
0 JQ Q 0

t
allu(t)2 / IVur (s) [ 2ds.

By carrying “carefully” all computations based on the same estimates as above, we finally obtain
n(t) >0, vVt € [0,7T).

Consequently, the equality (38) becomes

where
W = 2 [l = IVa@I3 + lulls + @l r,]
~+ 2){ w3 + lue (1) 3 r,

t t
+o [ 1Vu@lds+r [ ol ds}

Let us remark that
t
C(t) = —2pE(t)+ (p—2)||[Vu®)ll3 — (p+ 2)a/ [Vuy () [|5ds
0
t
~0+2)r [ )l ds
From the equality (14), we have:

B(t) + a/ot Vua(s)|2ds + r/ot lus(s) |2 p,ds = B(O), Yt e [0,T). (40)
Thus we can write:
C(t) = —2pE(0)+ (p—2)IVu(®)|l
+o=2a [ I Vul)3ds + (o —2)7 / ()l s
Therefore, by using (35) and since F(0) < d we have:

t) > 2p(d—E©)+ (p—2a / Vs (3)]13ds + (p — 2)r / e ()12 r, ds

t t
> (- 2a / IV ue(s)|3ds + (p — 2)r / lue(s) 3.0, ds.

14



Hence, there exist tg > 0 and 6 > 0 such that
¢(t) >0, Vt € [to,T) .
Also, since 6(t) is continuous and positive, there exists p > 0 such that
0(t) > p, vt € [to, T) .

Consequently,

_pt2

0(t)0" (t) 0'(t)> > ps,  Vtelt,T).

Setting

the differential inequality (33) is verified on [to,T'). This proves that 6(t)~7 reaches 0 in finite time, say as
t — T*. Since T™* is independent of the initial choice of T, we may assume that T* < T'. This tells us that:

lim 6(t) = +oo.

t—T*

From Poincaré’s inequality and the continuity of the trace operator on I'1, by the equation (36) defining 6,
this implies that:

lim ||Vullz = +oc0.

t—T*

t<T*

Thus we cannot suppose that the solution of (1) with m = 2 is global “in time”, that is Ty < 00.
Conversely, let us suppose that T,., < co. We want to show that there exists T € [0, Tynaz) such that:

u(®) € U and E(F) < d.

Notice first that, for every 0 < ¢ < Tyqz, by Holder’s inequality, there holds

/HWWﬁW2%</HWWHW>.
0 0
/||Ut(7-)|*d7'2 /Ut(T)dT
0 0

t 1 2
A|mwnw725@wmu—wmno. (41)

By the help of (40) and (41), we thus have:

Thus since

)

> ‘Hu(t)H* — [lu(0)]l«

*

we have:

B(t) < B0) ~ 7 (lu)]. ~ [uo)].

2

(42)

To prove that the conditions (31) are necessary, we will adapt the study of the dynamics of the waves
equation performed by J. Esquivel-Avila in [17].

We proceed by contradiction and we assume that for all ¢ > 0, u(t) ¢ U. Then, by Lemma 2.3, we have
either:

i) u(t) € Wand E(t) <d or
ii) E(t) >d

15



In the first case, Lemma 2.2 implies that the solution is global in time. This is not possible since we assumed
that Thnar < 00. In the second case by using (42) we get

2
(hu®)ll = u(©)]).) < t(B©) —d) V€ [0, Toma):
Thus for any time T' € [0, T}q.) there exists a constant C'(T) such that
[w(T)|« < C(T). (43)
On the other hand, from Definition 2.2 and if T}, < oo, then

tim (e ()13 + [V (0)3) = +oo .

t—=Tmax

Since the energy F is decreasing along trajectories, we have the inequality:

1 1
5 (@50, + @3 + [Vu®)]3) < E(u(0)) + EHUHQ
This implies that
lim  [fu(t)], = +o. (44)
t—Tmas
t<Tmax

Combining (44) with the Poincaré inequality, we deduce that for every M > E(0), there exists £ > 0 such
that

M <

p—2 N2 P—2 N2
|z < ——||Vu(t)||3- 45
5 u(®)ll; < or Vu ()]l (45)
This inequality is exactly the same as inequality (35), where d is replaced by M. Consequently following the

proof of the sufficiency part of the theorem, by replacing d by M and by defining the same function 6 but
for t € [t, Tynaz), we deduce that the solution blows up in finite time 7% € (, Tjpaz). Thus we obtain:

lim ||Vul|2 = +o0.
t—T

t<Tx

and this contradicts (43). O

Remark 3.1. The term f(u) = |u[P~2u is clearly responsible for the blow up situation. It is often called
the “blow up term”. Consequently when f(u) = 0, or f(u) = —|u|P~2u any solution with arbitrary initial
data is global in time and the result of Theorem 3.1 holds without condition (20).

Remark 3.2. It’s early well known ([19, 20]) that this blow up result appears for solutions with large initial
data i.e. E(0) < 0. We note here that if F(0) < 0, then the blow up conditions (31) hold.
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