
High resolution quantitative seismic imaging of a

strike-slip fault with small vertical o set in clay-rocks

from underground galleries. Experimental Platform of

Tournemire, France.
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ABSTRACT

Imaging tectonic faults with small vertical offsets in argilittes (clay-rock) using geophysical

methods is challenging. In the context of deep radioactive waste disposals, the presence

of such faults has to be assessed since they can modify the rock confining properties. In

the Tournemire Experimental Platform (TEP, France), fault zones with small vertical off-

sets and complex shape have been identified from underground works. However, 3D high-

resolution surface seismic methods have shown limitations in this context that led us to

consider the detection and characterization of the faults directly from underground works.
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We investigate here the potential of seismic full waveform inversion (FWI) applied in a

transmission configuration to image the clay-rock medium in a horizontal plane between

galleries, and compare it with first-arrival traveltime tomography (FATT). Our objective

is to characterize seismic velocities of a block of argilittes crossed by a subvertical fault

zone with a small vertical offset. The specific measurement configuration allows us to ne-

glect the influence of the galleries on the wave propagation and to simplify the problem by

considering a 2D isotropic horizontal imaging domain. Our FWI scheme relies on a robust

adaptation of early-arrival waveform tomography. The results obtained with FATT and

FWI are in accordance and both correlate with the geological observations from the gallery

walls and boreholes. We show that even though various simplifications are done in the

inversion scheme and only a part of the data is used, FWI allows to get higher resolution

images than FATT, and is especially less sensitive to the incomplete illumination as it uses

also diffracted energy. The results provided in this study highlight the complexity of the

fault zone, showing a complex interaction of the main fault system with a secondary system

composed of decimetric fractures associated with the presence of water.
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INTRODUCTION

Due to their confining properties, indurated argillaceous formations (clay-stone) are consid-

ered as potential host media for geological storage of high-level long-life radioactive waste

(Boisson et al., 2001) or as geological barrier (cap-rock) for hydrocarbons trapping or CO2

storage (IPCC, 2005). However, long term confining properties of the clay-rock layers might

be affected by the presence of faults and fractures caused by past tectonic events (Bonin,

1998).

The confining properties of argillaceous rocks and the draining properties of tectonic

structures are key parameters for the safety assessment of nuclear waste repositories. For

this reason, the French Institute for Radioprotection and Nuclear Safety (IRSN) is con-

ducting research programs in the argillaceous formation of the Tournemire underground

Experimental Platform (TEP, Aveyron, France) in order to improve its ability to expertise

the French storage project conducted by ANDRA (French National Agency for Radioactive

Waste Management). The Toarcian argillaceous formation of Tournemire is affected by

strike-slip faults with small vertical offsets (a few meters) which are well observed in the

TEP, several of them being intercepted by underground galleries and boreholes. The TEP

is thus an excellent site to investigate the properties of this type of fault, taking advantage

of the direct access provided by the underground works.

3D seismic experiments are non destructive methods that can be conducted from the

surface to detect deep faults. However, these faults can be difficult to detect from the

surface in argillaceous layers because their vertical displacement can be smaller than the
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vertical resolution of surface seismic, and because of the weak impedance variations inside

the clay medium. This is the case of strike-slip faults in the TEP that have a clear expres-

sion in the clay layer under the form of various faults with small vertical displacements (a

few meters at the level of the underground works). However, a 3D high resolution surface

seismic experiment could not detect them, although one was successefully detected in the

deeper limestones layer, due to the higher impedance contrast and the larger vertical offset

(Cabrera, 2002). The difficulty of detecting faults in the argillaceous layer from surface

seismic data leads us to consider the detection and characterization of this type of fault

directly from the underground works. The use of the underground galleries thus provide a

more favorable configuration, where the imaging plane crosscut the fault plane perpendicu-

larly. Moreover, imaging faults directly from underground works can help to determine the

position and geometry of future galleries in a deep repository.

Given the large investigation distances (≈ 100 m) and the high resolution needed (few

meters) to provide details on this kind of structure, seismic methods are well adapted geo-

physical techniques. They could provide useful quantitative information about the changes

in rock properties. The literature concerning seismic imaging from underground works is

not very abundant, and most of the work concerns the prediction of changes in rock prop-

erties when tunneling by Tunnel Boring Machines (TBM), for road or rail transport. In

those cases, the objectives are generally to detect, at lower cost, all kinds of geological dis-

continuities (faults, joints, cavities, groundwater, abrupt changes in lithology, overpressure

conditions or depressions, etc.) located in the axis of the tunnel during its excavation, and

to determine their distance from the tunnel front. Those works are motivated by production

and safety needs, but above all by the needs to predict rapid rock changes that may damage
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the TBM. For that purpose, Sattel et al. (1992) are probably the first authors who adapted

the VSP processing, commonly used in oil exploration, to the tunnel configuration to get

horizontal seismic profiles in the tunnel axis. This technique, known as Tunnel Seismic

Prediction (TSP) is now commercialized, and has been improved and used by other au-

thors (Kruger et al., 2010; Inazaki et al., 1999; Ashida, 2001). The experimental processes

generally involve a few tri-axial receivers and a higher number of explosive sources, and

allow to detect rock changes thicker than 10 m up to 100 m from the tunnel front in hard

rocks like gabbros, granites, sandstones or pyroclastic sediments. More recently, following

the example of inverse VSP of oil exploration using the drill bit as a seismic source, several

authors were interested in the use of the TBM itself as a source (Kneib et al., 2000; Taylor

et al., 2001; Ashida, 2001; Petronio and Poletto, 2002; Poletto and Petronio, 2006). With

this approach, geological changes could be detected at several hundreds of meters from the

tunnel front in very hard homogeneous mica-schist. Bohlen et al. (2007), Jetschny et al.

(2010) and Jetschny et al. (2011) also suggest the use of very strong guided tunnel-shear

waves to detect structures ahead of the tunnel, and detect any rock quality changes up to

50 m from the tunnel front in gneisses, using a pneumatic impact hammer.

More classical 2D seismic reflection techniques can also be used to image geological reflec-

tors located below or above the tunnel (Schmidt, 1959; Gendzwill and Brehm, 1993; Taylor

et al., 2001). Those authors were able to detect reflectors at a few tens of meters using

sledge hammer in potash mines.

The prediction of changes in rock properties in the progress of tunneling is most of the

time constrained by poor illumination due to the existence of a single gallery. When several

galleries are available, tomographic methods can be considered to characterize velocity in
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the area located between the galleries. Crosswell traveltime tomography has been widely

used in vertical planes between boreholes for oil exploration purposes (Bregman et al.,

1989), and acoustic waveform tomography has also proven its potential in this configura-

tion (Pratt and Worthington, 1990; Song et al., 1995; Pratt and Shipp, 1999). The use of

seismic tomography from underground works in other configurations are much less conven-

tional and concerns mainly civil engineering or radioactive waste storage. A refraction and

a transmission example between two galleries in limestones are presented by Cardarelli et al.

(2003). In the anisotropic granitic rocks of the Grimsel underground rock laboratory, vari-

ous experiments were conducted to test tomographic methods for assessing the rock quality

of future radioactive waste storage facilities (Maurer and Green, 1997; Buehnemann and

Holliger, 1998; Albert et al., 1999; Cosma and Enescu, 2001). The authors show that even

with explosive sources allowing to propagate very high frequency energy between boreholes

separated by more than 150 m, tomography images did not allow to detect all the shear

zones and lamprophyres with the resolution needed. In the nuclear waste repository area

of Yucca Mountain (Nevada), a large scale tomography experiment was also performed by

Gritto et al. (2004) between the top of the mountain and the 100 m depth Exploration

Study Facility tunnel (ESF), in order to characterize subsurface faults, fracture networks

and lithologic features in the repository area (in volcanic tuff). By exploiting the arrival

times of the refracted wave on the targeted layer, they could identify a high stress area and

a highly fractured zone.

Only few seismic studies were published about indurated clays. Most of them con-

cern the characterization of the Excavation Damaged Zone (EDZ) (Nicollin et al., 2008;

Ramambasoa, 2001; Gelis et al., 2010; Leparoux et al., 2012). One of the most relevant
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studies regarding fault characterization with seismic methods in this context is the one of

Zinszner et al. (2002). The authors provided an experimental study of anisotropy param-

eters at various scales in non-fractured and fractured clay-rock zones of the TEP. They

use laboratory measurements, sonic logs and crosshole tomography. One can also note the

numerical study proposed by Marelli et al. (2012) which deals with the acoustic and elastic

waveform inversion of high-frequency borehole seismic data to monitor the bentonite plugs

to be used in radioactive waste repositories in argilittes, and the study of Manukyan et al.

(2012). To our knowledge, the only other studies concerning the underground detection

and characterization of heterogeneities like tectonic faults in clay-rocks are the preliminary

studies performed for the work presented in this paper (Magnin and Côte, 2006; Magnin,

2010; Bretaudeau et al., 2010, 2011b).

The objective of this study is to characterize the seismic velocities of a block of argilitte

crossed by an approximately 10 m thick subvertical strike-slip fault zone with a small ver-

tical offset. The properties we are interested in are the location, size, shape and seismic

velocities inside and around the fault zone and the associated fractured areas. To achieve

this goal, our study is conducted in 2D in a subhorizontal plane by taking advantage of the

U-shape illumination conditions provided by the underground galleries of the TEP. In par-

ticular seismic tomography and full waveform inversion (FWI) are performed to get velocity

maps with a sufficient resolution to detect first and potential second order heterogeneities.

In a first step, the site is presented, all the data available are compiled, and a preliminary

characterization of the rock properties is done. That information is used to validate the

various assumptions needed to build a numerical model of the investigated zone and plan

the acquisition of a dense seismic dataset. Synthetic viscoelastic data are computed in the
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numerical velocity model and compared with the experimental data. We detail in the third

part the two imaging techniques used: first arrival traveltimes tomography gives a smooth

velocity map, and FWI of the transmitted P-wave can be achieved using a robust norm

and very little a-priori information to get higher-resolution velocity maps. First, the results

obtained for synthetic data are presented and discussed. Then both techniques are applied

on the field data. Both results are then validated by comparison with the structural infor-

mation obtained from horizontal logs and geological observations on the wall of the galleries

and in boreholes. A final structural interpretation is proposed and discussed in the last part.

GEOLOGIC SETTING AND SITE CHARACTERIZATION

The TEP is located in a Mesozoic marine basin on the Southern border of the French

Central Massif. The sedimentary series in this site is characterized by a sub-horizontal

monoclinal structure (dip <5➦) composed of three major layers of Jurassic age (figure 1).

The whole structure is affected to the north by a regional fault: the Cernon fault. The

Tournemire argillaceous medium corresponds to a 250 m thick layer consisting of argilittes

and marls (Toarcian and Domerian). This argillaceous layer is located between two lime-

stone and dolomite layers (Aalenian/Bajocian in the upper part, and Carixian/Sinemurian

in the lower part) separated by two aquifers. Tectonic faults and fractures at different scales

affect this monoclinal structure. The fractures are mainly developed in the limestone and

dolomite series. In contrast, the argillaceous medium is affected by several faults with small

vertical offsets (few meters), which are associated with fractured zones (Cabrera et al., 1999;

Bonin, 1998; Constantin, 2002).
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The TEP is composed of a 1.9 km long railway tunnel which was excavated in a NS

direction more than a century ago in the Toarcien argilitte layer (figure 1). Several recent

galleries have been excavated since 1996 in directions perpendicular and parallel to the tun-

nel (figure 2). Some Jurassic normal fault and strike-slip faults related to the compressional

N-S to NW-SE trending Pyrenean tectonics (40-50 My ago) are intercepted in the galleries

and in boreholes. The fault zone studied here is subvertical and oriented in the N-S direction

(F1 in figure 2). This is an old normal Jurassic fault reactivated during the compressional

tectonics. Its vertical extent is several hundred meters and its vertical offset is a few meters

at the level of the galleries (Cabrera, 2002). The horizontal displacement is around a few

tens of meters. The affected zone at the gallery WEST08 is approximately 10 m large and

is characterized by fractures, fault planes and cataclastic material. The eastern side of the

fault is an abrubt boundary whereas the west side appears as a succession of undisturbed

rock and fractured zones. The width of the zone with grinding material is approximately 5

m, and is concentrated on the eastern side of the fault. A second fault zone (F2 in figure

2) with an almost similar orientation and a well delimited cataclastic zone (≈ 1 m) with

grinding material and calcite is also intercepted. The area investigated in this study is

delimited by the old tunnel and the galleries WEST08, SOUTH08 and WEST03.

The particular context of the TEP implies for seismic imaging a number of specificities

and difficulties that have to be studied before choosing an imaging technique.

As shown in figure 2, the underground configuration provides an original illumniation of the

target with up to 3 perpendicular galleries that can be used to image a subvertical structure

in a subhorizontal plane. But 3D effects may have an influence and have to be considered.

Furthermore the Toarcian argilitte formation is characterised by a strong vertical transverse
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anisotropy (∼30%) measured by (Zinszner et al., 2002).

The imaging issue in the context described above in its full complexity should require 3D

viscoelastic anisotropic modeling and inversion. Because it is computationally prohibitive,

especially for FWI, various simplifications have to be done. The main assumption is con-

sidering our investigated domain to be a 2D horizontal isotropic plane. The validity of the

assumptions is discussed hereafter in the specific context of the TEP, taking into account

the rock properties and the geometry of the galleries.

To characterize the rock outside of the fault zones, we take advantage of the presence of

several long vertical boreholes crossing the investigated area and for which logs are avail-

able. Preliminary measurements were also performed in the TEP in 2009 and 2010 (Magnin,

2010) to get horizontal velocities, including high resolution seismic refraction surveys along

the gallery WEST08 (crossing the fault zone) and a few records in the gallery WEST08

with shots in the gallery SOUTH08. Those records led to estimate the P and SH waves

velocities in the unfractured argilitte in the horizontal direction to 3700 m/s and 2150 m/s

respectively. Using the Thomsen’s anisotropic parameters determined by Zinszner et al.

(2002), we were able to infer also the vertical velocity in the frequency range of interest

and plot the anisotropic velocity diagrams for P, SH (in-plane polarisation) and SV (out-of-

plane polarisation) waves of figure 3. The bedding plane is inclined about 5 degrees to the

north, and the galleries are nearly horizontal. The thick black line on figure 3 represents the

position of the galleries relative to the bedding plane. This shows that the weak inclination

of the isotropy plane relative to the imaging area does not affect significantly the velocities,

resulting in an error of respectively 0.21%, 0.18% and 0.36% on P, SH and SV velocities.
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This allows us to consider the medium to be isotropic in the investigated domain if the 2D

assuption is respected.

The vertical logs of upward and downward boreholes drilled from the tunnel indicate

that at the galleries, the argilitte layer can be considered homogeneous up to the Aalenian

limestones located 40-50 m above, except for some decimetric limestone beds located be-

tween 36 and 45 m from the galleries. The vertical P-wave velocity in argilittes is 2900

m/s. Aalenian limestones are isotropic with Vp = 4500 m/s. Thus no refracted wave on

limestone beds can be recorded between the galleries because the limestone layers are not

located within 20 m from the galleries. Moreover a reflection on the Aalenian layer should

be recorded at 34 ms. The use of horizontal excitation in the galleries is not favorable

to such vertical reflections and the vertical transverse anisotropy is also associated with

a very high attenuation anisotropy (Zhu et al., 2007). Thus the recorded waves reflected

from the Aalenian limestones and from the decimetric limestone beds are not expected to

carry a significant energy. But it must be verified in the data, and removed if necessary

to allow the inversion of the seismic waveforms in 2D with isotropic propagation assumption.

Because of their 3D shape, the galleries can not be fully taken into account in the model

used for 2D modeling and inversion. However, their impact on the generated and recorded

waveforms can be quite significant, especially because, depending on the wavelength, waves

do not interact in the same way with the galleries free surface. For low frequencies, the

wavelengths are large compared to the gallery size, thus both compression waves and shear

waves generated on the wall of the gallery behave as if they were propagating in an ho-

mogenous medium (without gallery). But when the wavelengths are small compared to the
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gallery size, the wall of the gallery behave as an infinite free surface, allowing propagation of

Rayleigh waves. For intermediate wavelengths, Jetschny et al. (2011) show that a tunnel-

surface-wave propagates along the gallery. This tunnel-wave is dispersive with velocities

varying from S-wave to Rayleigh wave velocity when the wavelength-to-diameter ratio vary

from 1.2 to 0.6. The curve in figure 4-a illustrates, following Jetschny et al. (2010), the

role of the gallery as a function of the frequency in the case of the TEP galleries where the

diameter is about 4 m. Following Jetschny et al. (2010), the TEP tunnel-wave behaves like

a body shear wave up to 500 Hz, like a Rayleigh wave above 1000 Hz, and is a dispersive

tunnel-wave in between.

Moreover, the galleries are surrounded by a low velocity disturbed zone (Excavation Dis-

turbed Zone - EDZ) of 0.5 to 2 m (Magnin and Côte, 2006; Nicollin et al., 2008; Gelis et al.,

2010; Leparoux et al., 2012). The EDZ is caused mainly by unloading joints and fracturing

resulting from the argilitte desaturation (Matray et al., 2007; Hedan et al., 2012). This zone

is characterized by lower velocities and strong wave attenuation all along the gallery walls.

The radius affected depends on the driling technique, the size, type, shape, orientation and

age of the galleries. The propagation nearby the gallery walls is thus more complicated: the

frequency content is lowered by the EDZ due to strong attenuation, P-waves are refracted

beyond the EDZ, and Rayleigh waves are dispersive due to the velocity gradient. This is

illustrated in the dispersion diagram in figure 4-b where higher modes can be seen for fre-

quencies higher that 500 Hz. To check the behavior of the tunnel-wave in our configuration

in the TEP, a 12-geophone shot gather is recorded on the wall of the gallery WEST08 for a

hammer shot in gallery SOUTH08. A maximum of energy is recorded at about 300-400 Hz,

and the P- and S-wave are still energetic respectively up to 1500 and 1000 Hz. Those data

are compared with 2D viscoelastic numerical modeling using similar sources, when the two
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galleries are replaced respectively either by absorbing boundary conditions (PML layers) or

by free surfaces, using the modeling code of Brossier (2011). The results in figure 5 show

that P- and S-waves transmitted directly between the galleries are well reproduced but the

Rayleigh wave that propagates along the free surfaces of the two galleries is not recorded

in the field. Those observations validate our assumption for data recorded in transmission

between galleries, the galleries would be better modeled in 2D by considering an infinite

medium without galleries. For the waves generated and recorded on the same gallery wall

(refracted, tunnel and Rayleigh waves), this assumption would be valid only up to 500 Hz.

Several small scale high resolution refraction surveys conducted along the wall of the

gallery WEST08 (Magnin, 2010) gave an estimation of averaged velocities inside the fault

zone (Vp = 3350 m/s) and in the undisturbed rock (Vp = 3700 m/s). The distance where

lower velocities are detected is about ten meters. The velocity contrast can be represented

by its reflection and transmission coefficients R = 0.05 (respectively T = 0.95). This very

low reflection coefficient means that most of the energy is transmitted, and very little energy

is reflected by the interface. However, the refraction survey also shows that the fault zone

is composed of small size high velocity and low velocity blocks with velocities ranging from

2600 to 3700 m/s. Furthermore, possible sparse fracturation associated with the breccia

could make the interfaces smoother, and could cause severe attenuation. In any case, the

fault zone, in terms of seismic imaging, appears in this configuration to be a very unusual

target: the background clay medium is supposed to be homogeneous, and the fault zone

does not present itself as a blocky low velocity area, but rather as an alternance of com-

minuted zones with compact undisturbed blocks or fractured regions. We expect that the

footprint of the fault in the seismic data will be very complex.
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Several attempts to evaluate the attenuation coefficients were performed by several

methods (e.g. spectral ratio, rise time). However, none of the methods could provide ac-

curate estimates, probably due to the presence of medium heterogeneities and to the EDZ.

Finally, a coarse estimation of an effective quality factor was done by trial and error with

numerical modeling. The quality factors estimated (Qp = 25 and Qs = 15) are lower than

those suggested by Zinszner et al. (2002) (Qp ≈ 100).

Considering these parameters and the 2D isotropic assumption discussed above, a nu-

merical velocity model as close as possible to the medium is constructed to better under-

stand the complexity of the seismic wave propagation in underground works, and to perform

simultaneously the imaging process on synthetic data for a known medium. Numerical sim-

ulations are presented in next part and compared to measured data.

2D FIELD DATA ACQUISITION

The acquisition layout extends over the old tunnel and the galleries WEST08 and SOUTH08,

forming an U around the area of investigation (figure 2). 96 geophones were driven hori-

zontally directly into the rock along the walls of the galleries WEST08 and SOUTH08. In

the tunnel, 20 more geophones where placed in 2 m boreholes in order to pass the tunnel

masonry and the EDZ that is bigger in this area. In order to record the horizontal dis-

placement and to get both the low frequency content needed for FWI (Virieux and Operto,

2009) and the high frequencies needed to have sufficiently high resolution, 40 Hz geophones
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were used. The distance between the receivers was 1 m in the gallery SOUTH08 and 2 m

in the gallery WEST08, except around the fault zone where the distance was restricted to 1

m. 20 geophones were put in the tunnel every 4 m. The good coupling of the receivers was

provided by phenylsalicylate. Data were acquired with a frequency sampling of 48 kHz for

205 shot positions distributed regularly every 1 m all along the tunnel (105 shots) and the

gallery SOUTH08 (50 shots), and every 2 m along the gallery WEST08 (50 shots), except

closed to the fault zone where the distance between 2 sources was restricted to 1 m. The

source was a sledge hammer of 3.5 kg horizontally projected on the walls. The hardness of

the rock along the walls allows the hammer to provide energy from 30 Hz and up to more

than 1000 Hz, with a maximum of amplitude around 400 Hz. A coherent signal is recorded

up to 600 Hz for the longest transmission distances between the galleries SOUTH08 and the

tunnel. Accurate positions of shots and geophones in 3D were recorded by a land surveyor.

The complete dataset thus comprises 23780 traces, including transmission and reflection

configurations.

To generate a similar synthetic dataset, we built a numerical model of the investigated

area and used a 2D isotropic viscoelastic frequency-domain discontinuous Galerkin finite-

element modeling algorithm to simulate the propagation in this model (Brossier, 2011).

The velocity model is sketched in figure 6. The viscoelastic properties, summarized on the

same figure, are based on the preliminary characterization presented previously. Density

and attenuation are assumed to be constant in the whole domain. The model includes the

main fault zone F1 (considered thickness 5 m) and the smaller fault zone F2 intercepted in

the gallery WEST08 (thickness 1 m). The width of the fault zones is chosen to be the width

of the disturbed zones with grinding material observed in the gallery WEST08. The model
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is extended to the north in order to reproduce large offset body wave reflections on the fault

zone from gallery SOUTH08. Then it is extended on the 4 sides to include 45 m thick PML

absorbing boundary conditions (not shown in figure 6). The model is finally discretized in

triangular regular meshes with a size of 0.15 m to compute the data in the frequency range

40-1200 Hz, and to avoid numerical dispersion. The sources are implemented in the code as

forces oriented normally to the wall of the galleries, and the receivers give the particle ve-

locity in the direction normal to the walls. Their exact positions in the experimental setup

(given by the land surveyor) are used for the simulation. A source wavelet built from the

first derivative of a Gaussian centered on 400 Hz is used for all the shot points. Sampling

parameters are the same as in the field.

A shot gather recorded in the field for a shot at the extremity of the gallery SOUTH08

is presented in figure 7-a, and the corresponding shot gather computed by numerical mod-

eling in figure 7-b. The direct P and S waves are well observed in the three galleries in the

experimental data, and are well reproduced by numerical modeling, respecting both ampli-

tudes and arrival times. However, many differences are observed. First, the shape of the

wavelet is more complicated in the case of experimental data, and differs significantly from

one shot to another because of the variability of the EDZ along the galleries walls. This

implies that the estimate of the source prior to the inversion of the seismic waveforms will

be essential. On the receivers located in gallery SOUTH08, we can see a slight curvature

of the direct P-wave indicating its refraction at the limits of the EDZ, and the spreaded

shape of the direct S-wave that suggests velocity dispersion and high frequency attenuation.

Diffractions on the galleries corners, not present in the synthetic data, are observed in the

experimental data. The footprint of the fault, although very weak, is clearly visible in the
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synthetic data where body wave reflections (gallery SOUTH08) and diffractions (gallery

WEST08) are present. However only a few very weak shear waves diffracted by the main

fault zone nearby gallery WEST08 are visible in the experimental dataset. No reflections

can be identified from gallery SOUTH08. No signs of a potential reflector below or above

galleries has been detected in the data, which contributes to validate the 2D assumption.

As a conclusion, the reflection configuration from a single gallery is probably inadequate

for imaging the fault zones, because the data seems to contain only information about the

immediate vicinity of the gallery wall (i.e. dispersion, refraction, but no reflection). More-

over, we see that the waveforms recorded on the gallery where the waves are generated

are highly complicated by the presence of the galleries and the EDZ whereas the footprint

of the galleries on signals recorded in transmission is not critical. Due to the difficulty to

model those galleries and the poor information that can be provided by those data regard-

ing reflected waves from the fault zone (Bretaudeau et al., 2011a,b), we think it is more

appropriate to take into account only the signals recorded in transmission.

METHODOLOGY

To characterize the fault zone, we use two different approches: first-arrival traveltime tomog-

raphy, and full waveform inversion. Inversion of traveltime data is generally well constrained

if ray coverage is sufficient (existing rays in all directions). Thus it is a quite robust tech-

nique. However, the resolution of traveltime tomography is limited by the width of the first

Fresnel zone (
√
λd where λ is the P-wave wavelength and d the ray length), and traveltime

tomography can only provide partial information such as an average velocity in the regions

17



where azimuthal coverage is incomplete. In our configuration, resolution of tomography

should not be better than 25 m for the largest propagation distances and 10 m for the

shortest. This is not sufficient to image the details of the fault zone in all the regions of the

investigated domain. Furthermore, the regions distant from the gallery WEST08 suffer from

an insufficient ray coverage for some azimuths, due to the 3 sides incomplete illumination.

Conversely, waveform inversion techniques in transmission are less sensitive to azimuthal

coverage, because diffractions are also used in addition to the transmission phase information

used in traveltime tomography (Pratt, 1999; Shen et al., 2006; Gao et al., 2007). The di-

rectly transmitted phases provide the low wavenumbers of the velocity model, as when using

FATT. The diffractions provide higher wavenumbers and allow repartition of the diffracted

energy in all the directions, thus improving the illumination of the investigated domain.

Moreover, the expected resolution of FWI should improve the one of first arrival traveltime

tomography as it reaches it optimal resolution of λ/2 for zero-offset reflection dataset (3

m with P-waves and 1.75 m with S-waves at 600 Hz). Despite being a technique subject

to intense development for the last 25 years, the FWI has not yet proven its robustness

in the case of complex experimental data (Virieux and Operto, 2009). Those difficulties

are among others due to the complexity of the direct and inverse problem, to numerous

approximation (2D, acoustic, no attenuation, isotropic) and to ill-conditioning. However,

encouraging results on experimental data have already been presented in transmission con-

figurations between boreholes (Pratt and Shipp, 1999). The choice of the initial velocity

model is often a crutial point in waveform inversion, as large wavelengths in the model are

necessary to recover smaller wavelengths, and because very low frequencies are generally

not available for surface data at the exploration scale. Many authors use traveltime tomog-

raphy to obtain the smooth initial model needed (Pratt, 1999; Pratt and Shipp, 1999). In
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our configuration, because very low frequencies are available in the data (below 40 Hz, thus

P-wave wavelengths larger than 90 m), tomography is not necessary to initiate waveform

inversion. In this article, tomography and waveform inversion are not used sequentially, but

are used as two independent techniques to process the same dataset, and to compare results.

In the following section, we first describe the methods and explain how they are used

in this paper. Then both techniques are applied to a synthetic case based on our current

knowledge of the medium, in order to evaluate the potential of each method. After that

we present how the data are prepared for inversion, followed by inversion results. At last,

we compare our results with other data from geological observations and borehole logs, and

discuss them.

First-arrival traveltime tomography

The traveltime data are inverted here using a simultaneous iterative reconstruction tomog-

raphy algorithm (SIRT) (Gilbert, 1972) based on an analytical pseudo-ray computation.

This approach is not accurate in processing refraction traveltimes, but it can handle very

quickly a large number of rays, and gives accurate tomographic images for transmission

configurations with moderate velocity contrasts (Côte, 1988). Each cell of the velocity map

receives a contribution from all the rays passing through a circular area of influence. The

diameter of this area can be defined by a physical criterion such as the ray wavelength

or the width of the first Fresnel zone. In the presented results, the diameter is fixed to

12 m. In each area a weight is assigned to each ray to compensate for the heterogeneous

azimuthal distribution of the rays. Starting from an homogeneous model with Vp = 3700
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m/s, the solution is reconstructed iteratively until the total misfit value no longer decreases

significantly (150 iterations).

To test the potential of the SIRT tomography for our problem, we first process synthetic

traveltimes computed with an eikonal solver (Podvin and Lecomte, 1991) in the velocity

model presented in figure 6 with the exact sources and receivers positions. The velocity

map obtained after 150 iterations is represented in figure 8-b. The darkened zone represents

the uncovered areas (no rays). A low velocity zone associated to the fault zone is detected

in the whole investigated domain. Nearby the gallery WEST08 where azimuthal ray cover-

age is good (rays exist in most directions) the fault is imaged with a satisfying resolution

and velocities inside the fault reach 50% of the true velocity perturbation. However, when

one moves away from the gallery WEST08, the azimuthal coverage decreases, the velocity

anomaly is therefore smoothed and the position of the fault becomes ambiguous. A triangu-

lar low velocity area associated with the fault appears in the velocity map but does not allow

the accurate location and velocity estimation of the fault zone. This kind of information

corresponds to the one accessible from data recorded with the U-shape acquisition geometry.

Full waveform inversion

Full-waveform inversion is commonly solved as a linearized least-squares problem which

attempts to minimize the misfit ∆d between the recorded data dobs and the data d(m)

computed by numercal modeling in the model m (Tarantola, 1984; Pratt and Worthington,

1990; Virieux and Operto, 2009). In the frequency domain, the wave-equation is a linear
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system and can be recast for each frequency in a compact matricial form:

Av = s, (1)

where A is the sparse complex impedance matrix, vector s contains the source terms, and

the vector v is the monochromatic seismic wavefield that is obtained by solving this linear

system.

The objective function to be minimized can be defined by:

C(m) = ∆d†Wd∆d = ∆d†Sd
†Sd∆d, (2)

where Sd is a diagonal weighting operator that can be used to give a relative importance

to each data, and † means conjugate-transpose (adjoint).

Assuming this objective function to be convex at the current frequency and in the

vicinity of the current model parameter m, its minimization using Gauss-Newton method

gives the following solution for the perturbation of the model to be estimated:

δm = H−1∇C, (3)

where ∇C and H are respectively the gradient of the objective function and the Hessian

operator.

Using adjoint-state formalism (Plessix, 2006) avoids explicit computation of the Frechet

derivatives and leads to the following expression of the gradient:

∇C = ℜ
[

v
∂A

∂m
A−1∆d∗

]

= ℜ
[

v
∂A

∂m
vb

]

, (4)
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where vb = A−1∆d∗ is the monochromatic wavefield obtained from the backpropagation

of the data residuals ∆d. The term ∂A
∂m

is the so-called diffraction matrix that contains the

radiation pattern of the diffractors.

The complete Hessian operator is generally too expensive to be computed. Even if recent

developments have shown promising results of the truncated Newton for 2D acoustic FWI

(Metivier et al., 2013) in order to take into account the full Hessian operator, we prefer to

use here the L-BFGS algorithm that takes advantage of information from the gradient and

the gradient of the previous iterations to estimate directly the product H−1∇C without

explicit computation and storage of the Hessian operator (Nocedal and Wright, 1999).

Then the new iterate is updated with the perturbation vector δm:

mk+1 = mk + αδm, (5)

where the step length α is estimated here by parabola fitting.

The waveform inversion algorithm we use was developed by Brossier (2011). Visco-

acoustic or visco-elastic forward solution is computed by frequency-domain P0 discontinuous-

Galerkin finite-element modeling.

Full multiparameter elastic inversion is less robust than acoustic inversion, in particular

because the problem is much more non-linear. Indeed, twice more parameters are to be

determined during the inversion process. Furthermore, it requires initial model parameters

not only for Vp, density ρ and quality factor Qp, but also for Vs and Qs that are difficult
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to obtain with a sufficient accuracy in our context. Thus we choose to firstly work with

monoparameter acoustic inversion. In this scheme, Qp and ρ are kept constant during

the inversion process. However, real 3D elastic data need to be processed for supplying a

dataset than can be explained by the 2D acoustic forward model. For that purpose, we

consider as in the tomographic case only the signals recorded in transmission and reject the

signals corresponding to both source and receiver on a same gallery wall. With this data

selection, and under the acoustic approximation, we focus on the first-arrival P-wave and

waves arriving immediately after it. What remains in the signal is mostly due to multi-path

or elastic effects (slower shear waves and conversions). As it is suggested in Brenders and

Pratt (2007) and Brossier et al. (2009), a time domain exponential damping can be applied

on the seismic traces to give more weight to the first arrival, and remove (or at least reduce)

the influence of late shear waves arrivals in the data. In the frequency domain, this time

damping is expressed as:

FT
[

s(t)e−γ(t−t0)
]

= S(ω + iγ)eγt0 , (6)

with S(ω) = FT [s(t)] the Fourier transform of the signal s(t). Thanks to this property of

the Fourier transform, such a time domain damping is easily implemented by computing

the synthetic data d(m) using complex frequencies (ω+ iγ) instead of real frequencies. The

constants eγt0 , where t0 is the beginning of the time damping for each trace, is applied to the

data through the weighting vector Sd. To apply an efficient selection of the direct P-wave, t0

is obtained from the first arrival traveltime picking done for traveltime tomography. Because

this time domain damping is not sufficient to completely remove shear wave signature in all

the dataset (especially for short offsets), Sd is completed by the empirical offset-dependent

weighting function w(x) represented in figure 9-a. The weighting function for a trace i is
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thus:

Sdi = w(xi)e
γt0i , (7)

with xi the source-receiver distance for trace i. The empirical function w(x) is designed

to give poor importance to shortest offsets where shear waves may have an impact on any

shot gathers, and a decreasing importance with offset, in order to reduce impact of noisy

large-offset data.

Because FWI is an ill-posed problem with non-unique solutions, regularization is needed

to better control the inversion process and avoid getting unrealistic results. It can be done

by adding a penalization term in the objective function (Menke, 1989):

Cp(m) =
1

2
∆d†Wd∆d+

1

2
ǫ(m−mprior)

†Wm(m−mprior). (8)

The weighting operator Wm is thus used to penalize solutions for bigger values of (m −

mprior). The penalization degree is adjusted by the constant ǫ and the operator Wm. By

replacing mprior by the local initial model, it is possible to have a selected mitigation of the

impact of the gradient. The minimization of this regularized problem gives the following

perturbation model:

δm = (H+ ǫWm)−1∇C. (9)

In the present paper, the model weighting operator Wm is defined by Wm = Sm
†Sm and

allows to give a different weight to the gradient to each inverted parameter of the model.

It is equivalent to using the Levenberg-Marquart damping coefficient, but with a different

coefficient for each inverted parameter. In the test presented further in the paper, we use

the weighting operator Sm represented in figure 9-b. Small constant values are used in most

of the domain to regularize the inversion while giving a lot of confidence in the data, and
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higher values are given in areas where illumination is poor to give more weight to the initial

model and avoid the appearance of artifacts. Here, Wm is also used, as in Operto et al.

(2006), to apply a Gaussian smoothing of the gradient ∇C to regularize the inversion. The

correlation length of the Gaussian smoothing used in this work is a function of the P-wave

wavelength at the local frequency, calculated with the background velocity Vp =3700 m/s.

Amplitudes of the data are difficult to reproduce accurately with the modeling tool be-

cause of the inaccurate Qp model and the 2D acoustic approximation. Because we think

in such a case amplitude misfit could cause instability of the inversion process, and may

generate imaging artefacts, we define a new objective function in which each complex com-

puted and recorded data are normalized (Shen, 2010). The data residuals are thus defined

for each data i by:

∆di =
dobsi

√

dobsi
†dobsi

− di(m)
√

di(m)†di(m)
. (10)

This new objective function is insensitive to amplitudes and minimizes only the phases of

the data. Moreover, according to Shen (2010), the acoustic inversion problem recast with

this new norm is more robust than classical L2 norm when applied to elastic data.

The lowest frequency for which signal-to-noise ratio is estimated to be good enough in

the data is approximately 50 Hz. Because the investigated domain is supposed to be quite

homogeneous with small contrasts, and because at this frequency the P-wave wavelengths

are very large (λP =74 m), starting the inversion with an homogeneous initial velocity

model with Vp =3700 m/s should be sufficiently accurate to avoid cycle skipping (Sirgue
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and Pratt, 2004). Then we inverse small groups of frequencies where the minimum fre-

quency is chosen to increase so that the corresponding wavelengths decrease in each group

of a constant portion (here 12%). The frequency and associated wavelengths for each of

the 22 selected frequency groups are represented in figure 9-c. The choice of the number

of frequencies and the size of the groups is a compromise between robustness provided by

redundancy and increasing computational times. The highest frequency inverted is 580 Hz.

At each iteration, inversion of the velocities must be preceded by the determination

of each of the source wavelets to be used to compute d(m). Because there is a linear

relation between the source and the wavefield, each computed shot gather can be directly

multiplicated by a correction term sc obtained at each frequency by linear least-square

minimization of the misfit between observed data dobs and the data computed in the current

model (Pratt, 1999):

sc =
d(m)†dobs

d(m)†d(m)
. (11)

Finally, because we know the velocities in the investigated domain can only be lower

than the background velocity due to the presence of faults and fractures, we impose a upper

limit of 3750 m/s on the inverted velocities.

As for the SIRT tomography, we first apply our methodology to synthetic data computed

in the velocity model presented in figure 6 with the exact sources and receivers positions.

The synthetic data are computed using the same forward modeling engine as the one used
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for inversion, but a slightly different grid size is used, and the source wavelet as described

previously (first derivative of a Gaussian centered on 400 Hz) is used.

The velocity map obtained at the final frequency is represented in figure 8-c. The dark

zone represent the uncovered areas which corresponds to the areas for which high values

of the operator Wm are used. As expected, the image obtained with FWI shows a much

higher resolution than with traveltime tomography, and the whole fault zone is imaged with

a similar resolution (even in the southern area). The velocities inside the fault zone are

well estimated in the northern region of the model (90% of the true velocity perturbation)

whereas this accuracy decreases in the southern region where illumination is not so good.

The whole shape of the fault zone is well defined, but a few low velocity artefacts are how-

ever present in the image.

APPLICATION TO FIELD DATA

Data preparation

The first arrival P-wave traveltimes are picked manually on the whole dataset. Since the

medium is fairly homogeneous and allows the transmission of seismic energy at frequencies

higher than 600 Hz, the time picking did not present any major difficulties. Figure 10

displays the average velocity computed for each ray transmitted between two galleries as

a function of the propagation direction in the imaging plane. This representation allows

to highlight a central symmetry reflecting the reciprocity, and thus the quality of the trav-

eltime picking. Furthermore, the concentration of data close to the 3700 m/s isovelocity

circle confirms the azimuthal isotropy assumption. Finally, the variability of the velocity
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dispersion depending on the direction of propagation clearly indicates that some groups of

rays (for instance (g1)) pass through relatively homogeneous argilittes, while other groups

are delayed due to slower areas (g2, g3).

The amplitude of the complete field data are corrected for their 3D geometrical spreading

by multiplying them by
√
t to better fit with the 2D geometrical spreading of the numerical

model. Then the eγ(t−t0) weight is applied to each trace in the time domain, t0 being the

picked traveltimes. Signal before t0 is set to 0 to remove noise amplification caused by

the exponential weight. A compromise has to be encountered for the parameter γ between

an inefficient damping that leave too strong elastic footprint in the data, and an excessive

damping that leave too little information in the data, and could lead to inaccurate results.

Figure 11 and 12 show examples of common shot gathers from two different shot positions

respectively at the extremity of the gallery SOUTH08 (x = 50 m) (figure 11) and at the

beginning of the old tunnel (x = 16 m) (figure 12), without (a-c) and with processing (d-f).

It shows that the exponential damping used (γ = 500) removes most of the footprint of the

direct shear waves and late arrival shear waves diffractions and mode conversions, and gives

a bigger relative importance to the early arrival P-wave. However, this is true only when

source receiver distance is sufficiently large to separate the main direct P and S waves. Thus

the damping is not sufficient for instance when receivers and shots are on the same gallery

(example figure 11 a and d, and figure 12 c and f), or when both shots and receivers are

located in corners (example figure 12 b and e). This justifies to use only transmitted data

jointly with the weighting function Sd of figure 9-a. The same damping is applied to the

modeled data through the operator Sd. This weighting is an efficient and pragmatic way

to make a seismic dataset more explainable by the acoustic waveform inversion tools, but
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it is obviously not perfect. Indeed much acoustic information (diffractions) is also removed

by the damping, and the direct P-wave that is brought out by the damping is also mixed

with shear diffractions with non-negligible amplitudes (see for instance the receivers located

near the fault zone ( 60 m) in figure 11-e) that are not explainable by the acoustic inversion.

Inversion results

With both techniques, an homogeneous model with Vp = 3700 m/s is used as starting

model. The EDZ (<2 m) is smaller than the wavelengths used, thus we neglect it in a

first approximation. For tomographic imaging, we proceed to 150 iterations until the total

traveltime misfit represented in figure 13-a could not decrease significantly anymore. In a

manner similar to the representation of the traveltime data in figure 10, figures 13-b and

13-c illustrates the amplitude and repartition of the average velocity misfit of each ray for

the homogeneous initial velocity model and for the velocity model obtained at last iteration.

Initial model gives large distribution of the velocity misfit with some rays showing misfit up

to 500 m/s, and with an average misfit of 75 m/s. In the final inverted model, the distribu-

tion of the velocity misfit is reduced in all directions to an averaged velocity misfit of 30 m/s.

For waveform inversion results, the source wavelet coefficients at each source position

are first estimated for each new frequency group and at each iteration, and are used to

correct the synthetic data before computing the gradient. This allow the computed data to

fit the experimental data. Because the source wavelet coefficients are estimated in a smooth

homogeneous initial velocity model, they probably absorb a part of the heterogeneities of
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the medium close to the source positions. This might help to take into acount the effect of

the EDZ that is not considered in the initial velocity model. Then the coefficient have to be

re-estimated at each iteration in the updated velocity model. We present in figure 14 the

decrease of the normalized total misfit for the first frequency group (52-63 Hz). Inversion is

stopped after 15 iterations because the cost function does not decrease anymore. For this

frequency group, the total misfit decreases significantly and stabilize to about 60 percent of

its initial value. This large value shows that a part of the data can not be fully explained

by the inversion. It also shows that some data is better explained by the model inverted

than the initial homogeneous model. Figure 15 shows, for two different shot gathers, the

phases and amplitudes (computed but not inverted) of recorded data and data computed

in the initial homogeneous model and in the model obtained at last iteration at the first

frequency of the first frequency group (52 Hz). Amplitudes are not well modeled for all

the shots in the initial model, and the amplitude misfit is not reduced in the final model.

Phases computed in the initial model and in the field data have a similar shape and a misfit

smaller than π, which means that the source wavelet estimation is successeful and that

there is no cycle skipping. The phase misfit with the final inverted model clearly fit better

with the experimental phases than with the initial model. However, the phase misfit is

not reduced in a similar manner for all source-receiver pairs. In general, a more important

misfit is observed on shots and receivers located in the corners, where diffraction on the

galleries intersections can’t be well explained, and where the acoustic approximation is not

well respected. The final velocity model obtained with this frequency group is used as an

initial model for the following frequency group, and so on, until the 20th frequency group

(450 Hz). The two last frequency groups (509 Hz, 580 Hz) do not allow convergence to

realistic results: this is detected because a large number of periodic anomalies appear in
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the images that are not consistent with the images obtained at the previous frequencies.

This limitations can be explained by the lower signal-to-noise at those frequencies for some

shots, and to cumulative errors in the inverted velocity models at previous frequencies, that

lead the inversion to be stuck in a secondary minimum of the cost function.

The final reconstructed velocity maps obtained with tomography and for last iteration

of frequency group 450 Hz with damped robust acoustic full waveform inversion are shown

in figures 16-a and 16-b.

The velocity map obtained with traveltime tomography (figure 16-a) have to be inter-

preted carefully because, as we showed previously on synthetic data, the east-west resolution

decreases with the distance from the gallery WEST08 due to the absence of a 4th gallery

and the lack of rays passing in the north-south direction. However, the resolution nearby

the gallery WEST08 is sufficient to identify some small features (few meters). In the corner

between gallery WEST08 and the tunnel, a strong low velocity anomaly associated to the

fault zone F2 is detected. This anomaly have a complex shape, with different features ori-

ented between the north direction and the N150 direction. The fault zone F1 is well detected

close to the gallery WEST08. Its width at the gallery WEST08 is approximately 20 m, and

its orientation is close to the North. Far from the gallery WEST08, a low velocity anomaly

associated to the fault zone F1 is detected, but its position is not accurately known because

of low resolution in this area. Several other small low velocity anomalies are detected, es-

pecially along the galleries (30 m along gallery SOUTH08, 90 m along gallery WEST08,

50 m and 110 m along the tunnel). Those anomalies might correspond to smaller fault or

fractured zones associated to the faults F1 and F2, to the EDZ, or to a combination of both.
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On the velocity map obtained with FWI (figure 16-b), the strong low velocity associated

to fault F2 is also well detected. Although artifacts seem to affect the imaging in the corners

where the coverage is less good, the complex shape of the fault zone F2 is also identified,

highlighting several features with orientations ranging between North and N150. Because it

also use diffractions, the FWI is less sensitive to illumination than traveltime tomography,

thus the fault F1 can be imaged in a wider area than with tomography, and with a better

resolution. The fault zone F1 is imaged at its expected position and orientation nearby the

galley WEST08. Its width is about 20 m. However the anomaly disappears at more than

50 m from the gallery WEST08, which is not in agreement with a continuous geological

fault. More low velocity elongated anomalies oriented between N and N140 are also clearly

detected between the tunnel and the position of the fault F1. Several of the small anoma-

lies detected along the galleries with traveltime tomography are also detected (50 m and

100-110 m along the tunnel, 90 m along the gallery WEST08). Finally, a complex shape

anomaly is detected between the gallery SOUTH08 and the fault zone F1. This anomaly

also suggests the presence of a structure oriented close to N140 direction.

VALIDATION, DISCUSSION AND INTERPRETATION

Both velocity maps obtained with traveltime tomography and FWI show several common

features. The fault zone F2 appears in both results to have the most important impact on

P-wave velocity. The fault zone F1 is at its expected position at least up to 50 m from

the gallery WEST08, and its width is approximately 20 m. Several small features are also

detected at the same positions with both techniques. But the most important information
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confirmed by both techniques is the evidence of the coexistence and interaction of two fault

systems with orientations respectively to North and N130-150. However, the magnitudes of

the anomalies differ in the two results, and some detected anomalies that are not confirmed

by the two images could be imaging artefacts.

In order to validate the imaging results and to assess the performance of the two quan-

titative imaging approaches used in this study, a detailed mapping of the structures that

can be observed in (and around) the investigated area was preformed (Cabrera, 2013). This

information comes from direct field observations performed during the last 10 years on the

walls and the ground of the galleries during their excavation, and from boreholes crossing

the area. Several boreholes (4 to 16 m) were also drilled at some specific locations to val-

idate and discuss the velocity maps obtained with the two methods presented previously.

The structure mapping and the borehole locations are presented in figures 17-a and 17-b,

superimposed on the zone of the velocity maps that can be interpreted.

Moreover, a high resolution refraction survey was performed all along the gallery WEST08

using the seismic data generated and recorded along this gallery as described above. The

velocity profile behind the EDZ (approx. 1.5 m from the wall) was extracted using plus-

minus technique and median filtering. The refraction profile is displayed figure 18 with the

corresponding profiles extracted from the traveltime and FWI velocity maps and the the-

oretical profile designed from the a-priori geological knowledge (position of the cataclastic

zones associated to F1 and F2). The structure mapping along the gallery WEST08 is also

presented in the same figure.

Both P-wave velocity models, obtained with tomography and FWI, are in good accor-
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dance with the fault and fracture positions identified by the structure mapping of Cabrera

(2013) in figure 17. Most of the events identified in the structure map are detected by the

imaging processes: Fault zone F1 oriented in the North-South direction, fault zone F2 with

independent structures oriented from North-South to N140 direction, and several small fea-

tures located nearby the galleries. Even the small anomalies oriented N140 detected with

FWI between the fault F1 and the tunnel and between the fault F1 and gallery SOUTH08

seems to correspond to existing small fractured zones (width of several tenth centimeters)

observed in boreholes. Both velocity maps and the structure mapping agree together to

show the complexity of the studied area, and to show that this complexity is related to the

interaction between two fault systems, oriented North-South and N140, respectively. We

can also note that the width and shape of the different structures can vary considerably

from one point to another over relatively short distances. On the velocity profiles along the

gallery WEST08 (figure 18), we see that all curves are consistent. The refraction profile is

the most accurate because it provides a high resolution local estimate. The profile obtained

with tomography is smoother due to the low resolution, and the profile obtained with FWI

have a higher resolution, but the velocity estimations are less accurate. The underestima-

tion of the magnitude of velocity anomalies with FWI of real data was already observed

by Bretaudeau et al. (2013). It can be associated with the presence of noise in the data.

However all profiles agree with the structure mapping along the gallery. In particular, we

see that the most pronounced velocity anomaly match the intersection of the eastern fault

plane of F1 where it consists of grinding material and of a small strike-slip fault oriented

N140. At this point, velocity reaches locally 3100 m/s, which corresponds to a contrast of

16% against the undisturbed rock.
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Both geophysical results and direct observations are in agreement and show that the

main North-South fault system is partially intersected by another fault system oriented

N140. The fault F1, which was initially a normal fault, was reactivated in strike-slip during

the Pyrenean compression. During this tectonic phase, other structures like F2 which is a

pure strike-slip fault were also created. Secondary structures oriented N140 that intersected

the North-South fault system were also created. The formation of the N140 fault system

can be interpreted as a consequence of changes of the stress field orientation. Those faults

could have segmented and displaced pieces of the North-South fault zone studied here. We

observe that the position of the N140 structures is correlated to the most pronounced ve-

locity anomalies detected, especially if we consider their small size (submetric or metric

widths). This is consistent with some direct observations that revealed that the N140 fault

system is characterized by small openings along the fault planes, giving rise to the pres-

ence of water coming from the upper aquifer located in the Aalenian limestones (figure 1)

(Beaucaire et al., 2008; Cabrera, 2013).

Because the available boreholes do not cover some zones of the the investigated domain,

we cannot be certain of the validity of some of the detected anomalies. We know that some

of the assumptions we made for FWI (for instance acoustic approximation) are not fully

respected. Thus we propose an additional test to assess what our FWI process can really

image, considering the complexity of the studied area. For that, a complex P-wave velocity

model is built, based on the geological interpretation of both the structural mapping, the

velocity maps obtained with FWI and tomography, and the velocity estimations given by

the refraction survey. An S-wave velocity model is derived from the P-wave model using a

constant Poisson ratio. The complex interpreted P-wave velocity model is presented in fig-
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ure 19-a. It includes the strike-slip fault system F1 and F2 oriented to the North that have

been partially segmented and displaced by a posterior tectonic fault motion related to the

N140 strike-slip fault system. The eastern side of the fault F1 is sharper than the western

side (e.g. refraction profiles and direct observations). Note the presence of small size fault

oriented N140 between F1 and the gallery SOUTH08. We use this interpretated model

to generate a complete synthetic viscoelastic dataset and a complete pseudo-viscoacoustic

dataset (Vs = 0, Qs = ∞) using the same modeling code (Brossier, 2011). The true ex-

perimental source and receiver positions are used. The quality factor and density are kept

constant in the model. Then our robust acoustic FWI process is applied on both viscoa-

coustic and viscoelastic datasets. The time domain damping and the data weight designed

to remove shear-waves influence from the data are kept in the inversion process with both

datasets. For comparison, the final result of the acoustic inversion of the acoustic dataset

is presented in figure 19-b, and the result of the acoustic inversion of the elastic dataset

is shown in figure 19-c. Almost all the structures are imaged with a satisfying resolution

when the acoustic approximation is respected, except in the tunnel-WEST08 corner where

illumination is not good. However, when shear events are present and the acoustic approx-

imation is not perfectly respected, we show that the structures are imaged with a much

lower resolution. Although the main structures are detected at their expected position, the

velocity map is affected by a lot of artefacts, thus the final image is distorted. For instance,

a large anomaly is detected along the gallery SOUTH08 instead of the small N140 faults

located between F1 and the gallery SOUTH08. In a similar manner, the North-South and

N140 faults in the South-East corner of the images are all well separated when acoustic

approximation is respected (figure 19-b), but they interfer and cannot be dissociated when

the acoustic approximation is violated. That could explain why the fault zone F1 disappears
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in this region in the image obtained on real data (figure 16-b), or the presence of some un-

explained anomalies. Some similar observations on synthetic data were reported by Marelli

et al. (2012) in the case of cross-borehole experiments. This test highlights the importance

of the shear-wave diffractions in the data that are not completely removed by the time

domain damping, and that the inversion algorithm try to explain as P-wave diffractions.

That means the solution to obtain more accurate results would be to process the elastic

data using multiparameter elastic waveform inversion.

CONCLUSION

We assessed the potential of quantitative seismic imaging techniques to detect and char-

acterize strike-slip faults with small vertical offsets in clay-rock directly from underground

works, in 2D in transmission between several galleries. First arrival traveltime tomography

and a robust adaptation of full waveform inversion (FWI) were tested. Both techniques pro-

vide comparable results that are both in good accordance with the direct field observations.

Traveltime tomography provides accurate results with a satisfying resolution close to the

gallery, but is very sensitive to the illumination (ray coverage), an thus fails when a limited

measurement configuration have to be used. The FWI process proposed here is based on a

pseudo-acoustic approximation and involves data weighting and time domain damping to

remove shear-wave footprint from the data and apply successfully monoparameter Vp FWI.

Amplitudes, that are not accurately modeled, are not considered in the inversion process,

thus only phases of the data are used. As expected (Pratt and Worthington, 1990; Pratt,

1999), FWI provides velocity maps with a higher resolution than traveltime tomography.

Furthermore, FWI is less sensitive to the ray coverage as it uses the whole waveforms. Thus
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FWI provides more information than traveltime tomography. However, we show that the

FWI result is affected by artefacts due to the acoustic approximation that is not perfectly

adapted to those data. The use of a full elastic waveform inversion process could help to

solve this limitation and provide more accurate results. Moreover, elastic inversion could

give extra information on both Vp and Vs, that could be interesting because the Vp/Vs-ratio

should be more sensitive to the changes in rock quality (as we have inside the fault zones)

or to the presence of water. However, elastic inversion is more complex to apply as the

problem is more non-linear and twice more parameters have to be determined. A smooth

Vs initial model could be inferred with the strategy used in this paper, but by windowing

the transmitted shear wave instead of the P-wave. We also think recent developments like

those proposed by Metivier et al. (2013) to take into account the full Hessian in the inversion

would be very useful to properly scale the various components of the gradient of the cost

function which is a critical point for multiparameter FWI. Constraints and cross-constraints

could also be applied to force Vp and Vs to remain consistent.

This study also yield very detailed information on this specific fault zone. We showed

the complexity of the fracturation of the argillaceous rock in this regional tectonic context.

In particular, the study highlights the complex interaction of several systems of strike-slip

faults having slipped at different times, and show the footprint of the different structures

on seismic velocities. Our results also tend to show that a secondary fault system oriented

N140 and with small fractured zones (infra-metric to metric width) can generate relatively

high velocity anomalies compared to a larger fault zone (pluri-metric width). Those results

are consistent with some direct observations, as water coming from the upper aquifer was

detected in the N140 secondary fault system that shows the high velocity anomalies.
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However, some structures detected by the seismic imaging techniques remain difficult

to validate as they are quite far from the galleries and the images are affected by artefacts.

Additional long boreholes should provide the necessary information to validate the central

part of the investigated area.
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FIGURES
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Figure 1: Geological cross-section of the Tournemire site along the tunnel of the TEP. The

galleries are located in the central part of the TEP.
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Figure 2: Map of the central zone of the TEP showing underground works and fault zones

F1 and F2 at their location (green) expected from visual inspection of galleries and from

information in boreholes. The positions of sources and receivers respectively represented in

red and blue delimit the investigated area.
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Figure 3: Anisotropy diagram computed using Thomsen’s parameters (Thomsen, 1986)

estimated by Zinszner et al. (2002) and velocities estimated in the preliminary studies.

The thick black line represent the relative inclination of the galleries compared to the

stratification plane in the most unfavorable configuration (5➦).
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Figure 4: Impact of the gallery on shear waves propagating along the galleries. (a) wave-

lengths to diameter ratio versus frequency and behavior limits according to Jetschny et al.

(2010). (b) Rayleigh wave dispersion diagram computed from premiminalry seismic data

recorded in the undisturbed rock in gallery WEST08.
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Figure 5: Effect of the galleries on shear waves : (a) experimental shot gather, (b) synthetic

shot gather computed with absorbing boundary conditions and (c) with infinite free surfaces.
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Figure 6: Velocity model of the investigated area used for numerical modeling. The model

includes viscoelastic parameters of the compact argilitte (black) and the F1 and F2 fault

zones (white). It is extended to the north to include large offset reflections from gallery

SOUTH08, and then extend with PML absorbing layers. Source and receiver positions

along the galleries are represented in blue and red.

53



Figure 7: Synthetic and experimental shot gathers: source at the extremity of gallery

SOUTH08, receivers respectively in gallery SOUTH08, WEST08 and in the old tunnel.
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(a) (b) (c)

Figure 8: 2D velocity maps obtained by tomographic and waveform inversion of synthetic

data: (a) exact model used to compute traveltimes and full wavefield data, (b) model

obtained with first arrival travel time tomography (c) model obtained with acoustic full

waveform inversion.
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(a) (b) (c)

Figure 9: (a) Data weighting function w(x). (b) Model weighting vector Sm. (c) Frequencies

and frequency goups selected.
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(a)

Figure 10: Representation of the average velocities for each source-receiver pairs with their

orientation (straight rays). Each color represent a transmission configuration (SOUTH08 ↔

WEST08, SOUTH08 ↔ TUNNEL and WEST08 ↔ TUNNEL). The group g1 correspond

to rays that propagate in the western part of the area, in rock weakly affected, and is

associated with average velocities closed to the background velocity. In comparison, the

groups g2 or g3 correspond to rays passing through the fault F1 and/or F2, and show much

more variations on the average velocities.
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(a)

(b)

Figure 11: Examples of common shot gathers from the gallery SOUTH08: (a) Raw data

(b) data after application of the time domain damping eγ(t−t0).

58



(a)

(b)

Figure 12: Examples of common shot gathers from the old railway tunnel:(a) Raw data (b)

data after application of the time domain damping eγ(t−t0).
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(a) (b) (c)

Figure 13: (a) Decrease of the total misfit (b-c) repartition of the average velocity misfit for

each ray between experimental data and data computed from homogeneous initial model

(b) and model obtained after 150 iteration (c).
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Figure 15: Phases and amplitudes at the first frequency (52 Hz) for recorded data and for

data computed in the homogeneous initial model and in the model obtained at last iteration

for two shots (a) in gallery SOUTH08 (x = 50 m) and (b) in the old tunnel (x = 16 m).

N: recorded data; ∗: computed data in the initial homogeneous model; ❼: computed data

in the final inverted model. 62



(a) (b)

Figure 16: Velocity maps obtained from the experimental data with (a) traveltime tomog-

raphy (b) damped robust acoustic full waveform inversion.
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Figure 17: Velocity maps obtained from the experimental data with (a) traveltime tomog-

raphy (b) damped robust acoustic full waveform inversion, both presented with location

of fault zones and fractured areas (black) mapped from observations in galleries and bore-

holes (blue) (Cabrera, 2013). Gray lines give locations of faults and fractures locations

extrapolation from the real observed structures.
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Figure 18: Fractures mapping and velocity profiles along the gallery WEST08 (1 m from

the gallery) from tomography and FWI compared to the high resolution velocity profile

obtained with seismic refraction.
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(a) (b) (c)

Figure 19: Velocity maps obtained in the synthetic interpreted model. (a) exact interpreted

model, final inverted models at 600 Hz from (b) damped acoustic inversion of acoustic data

(c) damped acoustic inversion of elastic data.
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