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#### Abstract

Generalizing the degenerate KAM theorem under the Rüssmann non-degeneracy and the isoenergetic KAM theorem, we employ a quasi-linear iterative scheme to study the persistence and frequency preservation of invariant tori on a smooth sub-manifold for a real analytic, nearly integrable Hamiltonian system. Under a nondegenerate condition of Rüssmann type on the sub-manifold, we shall show the following: a) the majority of the unperturbed tori on the sub-manifold will persist; b) the perturbed toral frequencies can be partially preserved according to the maximal degeneracy of the Hessian of the unperturbed system and be fully preserved if the Hessian is nondegenerate; c) the Hamiltonian admits normal forms near the perturbed tori of arbitrarily prescribed high order. Under a sub-isoenergetic nondegenerate condition on an energy surface, we shall show that the majority of unperturbed tori give rise to invariant tori of the perturbed system of the same energy which preserve the ratio of certain components of the respective frequencies.
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## 1 Introduction

We consider an analytic family of real analytic Hamiltonian systems of the following actionangle form

$$
\begin{equation*}
H=N(y)+\varepsilon P(x, y, \varepsilon), \tag{1.1}
\end{equation*}
$$

where $(x, y)$ lies in a complex neighborhood $\{(x, y):|\operatorname{Im} x|<r, \operatorname{dist}(y, G)<\beta\}$ of $T^{d} \times G$, $G \subset R^{d}(d>1)$ is a bounded closed region, and $\varepsilon$ is a small parameter.

[^0]With the symplectic form

$$
\sum_{i=1}^{n} \mathrm{~d} x_{i} \wedge \mathrm{~d} y_{i}
$$

the associated unperturbed motion of (1.1) is simply described by the equation

$$
\left\{\begin{array}{l}
\dot{x}=\omega(y), \\
\dot{y}=0,
\end{array}\right.
$$

where $\omega(y)=\frac{\partial N}{\partial y}(y)$. Thus, for $\varepsilon=0$, the phase space $G \times T^{d}$ is foliated into invariant tori $T_{y}=\{y\} \times T^{d}$ with the frequency vectors $\omega(y), y \in G$.

Under the Kolmogorov nondegenerate condition, i.e.,
$\mathbf{K )}$ the Hessian $A(y) \equiv \frac{\partial^{2} N}{\partial y^{2}}(y)$ is nonsingular for all $y \in G$,
the classical KAM theorem (see Kolmogorov [17], Arnold [1], Moser [20]) says that the majority of the invariant $d$-tori will persist as $\varepsilon$ sufficiently small. More precisely, there is a family of Cantor sets $G_{\varepsilon} \subset G$, with $\left|G \backslash G_{\varepsilon}\right| \rightarrow 0$, as $\varepsilon \rightarrow 0$, such that for each $y \in G_{\varepsilon}$, the torus $T_{y}$ persists and gives rise to a slightly deformed, analytic, quasi-periodic, invariant torus $T_{y}^{\varepsilon}$ of the perturbed system. Moreover, for each $y \in G_{\varepsilon}$ the perturbed torus $T_{y}^{\varepsilon}$ preserves the frequency $\omega(y)$ of the corresponding unperturbed torus $T_{y}$.

Recently, a fair amount of attention was given to the persistence of a fixed Diophantine torus with the preservation of the toral frequency, see Benettin et. al. [4] for a KAM approach, Eliasson [12], Gallavotti [13], Chierchia and Falcolini [10] for a direct method using Lindstedt series, and Gallavotti, Gentile and Mastropietro [14] and Bricmont, Gawedzki, and Kupiainen [5] for using renormalization groups techniques. Important generalizations to the classical KAM theorem were also made for various degenerate cases (i.e., when the Hessian $A(y)$ becomes singular), see Bruno ([8]), Cheng and Sun ([9]), Rüssmann ([24]), Xu, You and Qiu ([27]), Sevryuk ([25]) and references therein. The persistence of KAM tori has been shown under various partially nondegenerate conditions. The weakest such condition was given by Rüssmann in [24] which says that the frequencies $\{\omega(y): y \in G\}$ should not lie in any hyperplane of $R^{d}$. In the real analytic case, it is shown in [27] that the Rüssmann condition is equivalent to that

$$
\text { R) } \max _{y \in G} \operatorname{rank}\left\{\frac{\partial^{\alpha} \omega}{\partial y^{\alpha}}:|\alpha| \leq d-1\right\}=d \text {. }
$$

The matrix in the above is formed by $d$ dimensional column vectors of all the partial derivatives of $\omega(y)$ of orders up to $d-1$.

In this paper, instead of the persistence of invariant tori in the whole domain of the action variable, we shall study the persistence problem on a given smooth sub-manifold $M$ in the action space $G$, e.g., a curve or a surface, which is either closed or with boundary. Clearly, such persistence will depend on both the non-degeneracy of the unperturbed system and the differential structure of the sub-manifold. By using a quasi-linear iterative scheme introduced in [18], we shall show the following results for (1.1) as $\varepsilon$ sufficiently small:

1) The majority of the unperturbed tori $\left\{T_{y}: y \in M\right\}$ will persist under a nondegenerate condition of Rüssmann type on $M$.
2) The maximal number of the preserved frequency components of a perturbed torus is characterized by the maximal rank of the Hessian matrices $\{A(y): y \in M\}$.
3) If $A(y)$ is nonsingular on $M$, i.e., if the Kolmogorov nondegenerate condition is satisfied on $M$, then all Diophantine tori of the unperturbed system on $M$ persist with unchanged toral frequencies.
4) If the unperturbed system admits a sub-isoenergetic non-degeneracy on an energy surface, then the majority of the unperturbed tori on the energy surface will persist and give rise to perturbed tori of the same energy, whose frequency ratios of the respective 'nondegenerate' components are preserved.

These results generalize both the KAM theorem under the Rüssmann non-degeneracy and the isoenergetic KAM theorem ([2],[3],[6]). Similar to the isoenergetic case, one interesting phenomenon is that the Kolmogorov and the Rüssmann non-degeneracy can be independent conditions on a sub-manifold of $G$, i.e., one can have the Kolmogorov but not the Rüssmann non-degeneracy on a sub-manifold and vice versa. In contrast to the KAM theory on the entire region $G$, the validity of the Kolmogorov nondegenerate condition on a sub-manifold does not automatically guarantee the existence of a Diophantine torus on the manifold (hence the persistence of any torus), unless the Rüssmann nondegenerate condition is also satisfied on the manifold. It should be noted the Rüssmann nondegenerate conditions on the whole domain and on a sub-manifold are also independent conditions. Hence the persistence on a particular sub-manifold does not follow from the Rüssmann non-degeneracy on the entire domain (see the examples in Section 2 for detail).

The quasi-linear scheme we employed follows the standard KAM iterative procedure but involves solving a system of quasi-linear equations at each KAM step instead of linear ones. This has the advantage of eliminating any prescribed number of high order angulardependent terms in just one iteration, resulting in a normal form in the vicinity of a perturbed torus of arbitrarily high order.

The paper is organized as follows. In Section 2, we state our results with respect to both (1.1) and a parameterized Hamiltonian system, along with some discussion and examples. The quasi-linear iterative scheme will be described in Section 3 for one KAM cycle. We complete the proof of our results in Section 4 by deriving an iteration lemma and giving measure estimates.

Acknowledgment. The authors would like to thank the referees and editors for their valuable suggestions and comments which leads to a significant improvement of the paper.

## 2 Main results

Below, unless specified otherwise, we shall use the same symbol $|\cdot|$ to denote an equivalent (finite dimensional) vector norm and its induced matrix norm, absolute value of functions, and measure of sets etc., and use $|\cdot|_{D}$ to denote the supremum norm of functions on a domain $D$. Also, for any two complex column vectors $\xi, \zeta$ of the same dimension, $\langle\xi, \zeta\rangle$
always stands for $\xi^{\top} \zeta$, i.e., the transpose of $\xi$ times $\zeta$. For the sake of briefness, we shall not specify smoothness orders for functions having obvious orders of smoothness indicated by their derivatives taken. Moreover, all Hamiltonians in the sequel are associated to the standard symplectic structure.

We first consider the following parameter-dependent, real analytic Hamiltonian system

$$
\begin{equation*}
H=e(\lambda)+\langle\omega(\lambda), y\rangle+h(y, \lambda)+P(x, y, \lambda), \tag{2.1}
\end{equation*}
$$

where $(x, y)$ lies in a complex neighborhood $D(r, s)=\{(x, y):|\operatorname{Im} x|<r,|y|<s\}$ of $T^{d} \times\{0\} \subset T^{d} \times R^{d}, \lambda$ is a parameter lying in a bounded closed region $\Lambda \subset R^{d_{0}}$, $h(y, \lambda)=O\left(|y|^{2}\right)$. In the above, all $\lambda$ dependence are of class $C^{l_{0}}$ for some $l_{0} \geq d$.

Write

$$
h=\frac{1}{2}\langle y, A(\lambda) y\rangle+\hat{h}(y, \lambda),
$$

where $A(\lambda)$ is real symmetric for each $\lambda \in \Lambda$ and $\hat{h}(y, \lambda)=O\left(|y|^{3}\right)$. We assume the following conditions:

A1) $\operatorname{rank}\left\{\frac{\partial^{\alpha} \omega}{\partial \lambda^{\alpha}}:|\alpha| \leq d-1\right\}=d$ for all $\lambda \in \Lambda$.
A2) $\operatorname{rank} A(\lambda) \equiv n$ on $\Lambda$, and, there is a smoothly varying, nonsingular, $n \times n$ principal minor $\mathcal{A}(\lambda)$ of $A(\lambda)$.

Remark 2.1 1) In the case that $\omega$ is real analytic and $\Lambda$ is connected, the condition A1) can be replaced by $\max _{\lambda \in \Lambda} \operatorname{rank}\left\{\frac{\partial^{\alpha} \omega}{\partial \lambda^{\alpha}}:|\alpha| \leq d-1\right\}=d$, which becomes the Rüssmann condition $\mathbf{R}$ ) when $d_{0}=d$. Indeed, as pointed out in [27] for the case $d_{0}=d$, the Rüssmann condition implies that A1) holds on an open subset $\Lambda_{0} \subset \Lambda$ with $\left|\Lambda \backslash \Lambda_{0}\right|=0$.
2) The condition A2) is more or less automatic in the sense that if $n=\max _{\lambda \in \Lambda} \operatorname{rank} A(\lambda)=$ $A\left(\lambda_{0}\right)$, then due to the symmetry of $A(\lambda)$ there is an $n \times n$ principal minor of $A(\lambda)$ which is smoothly varying and nonsingular in a neighborhood of $\lambda_{0}$.

Denote $i_{1}, i_{2}, \cdots, i_{n}$ as the row indices (in the natural order) of $\mathcal{A}(\lambda)$ in $A(\lambda)$, and set $d_{*}=\max \left\{d_{0}, d\right\}$.

Our main result is as follows.
Theorem A. Consider (2.1) and let $m \geq 2$ be a given integer.

1) Assume A1),A2) and let $\tau>d(d-1)-1$ be fixed. Then there exists a $\mu=$ $\mu\left(r, s, m, l_{0}, \tau\right)>0$ sufficiently small such that if

$$
\begin{equation*}
\left|\partial_{\lambda}^{l} P\right|_{D(r, s) \times \Lambda} \leq \gamma^{2 m+l_{0}+5} s^{m} \mu, \quad|l| \leq l_{0} \tag{2.2}
\end{equation*}
$$

then there exist Cantor sets $\Lambda_{\gamma} \subset \Lambda$ with $\left|\Lambda \backslash \Lambda_{\gamma}\right|=O\left(\gamma^{\frac{1}{d_{*}-1}}\right)$ and a $C^{l_{0}-1}$ Whitney smooth family of $C^{m}$ symplectic transformations

$$
\Psi_{\lambda}: D\left(\frac{r}{2}, \frac{s}{2}\right) \rightarrow D(r, s), \quad \lambda \in \Lambda_{\gamma}
$$

which is real analytic in $x$ and $C^{m}$ uniformly close to the identity such that

$$
\begin{equation*}
H \circ \Psi_{\lambda}(x, y)=e_{*}(\lambda)+\left\langle\omega_{*}(\lambda), y\right\rangle+h_{*}(y, \lambda)+P_{*}(x, y, \lambda), \tag{2.3}
\end{equation*}
$$

where, for all $\lambda \in \Lambda_{\gamma}$ and $(x, y) \in D\left(\frac{r}{2}, \frac{s}{2}\right), h_{*}(y, \lambda)=O\left(|y|^{2}\right), P_{*}(x, y, \lambda)=$ $O\left(|y|^{m+1}\right)$,

$$
\begin{aligned}
\left|\partial_{\lambda}^{l}\left(e_{*}-e\right)\right| & =O\left(\gamma^{m+l_{0}+4} \mu\right), \quad|l| \leq l_{0}-1 \\
\left|\partial_{\lambda}^{l}\left(\omega_{*}-\omega\right)\right| & =O\left(\gamma^{m+l_{0}+4} \mu\right), \quad|l| \leq l_{0}-1, \\
\left|\partial_{\lambda}^{l} \partial_{y}^{j}\left(h_{*}-h\right)\right| & =O\left(\gamma^{m+l_{0}+4} \mu^{\frac{1}{2}}\right), \quad|l| \leq l_{0}-1, \quad|j| \leq m,
\end{aligned}
$$

and moreover,

$$
\begin{aligned}
\left|\left\langle k, \omega_{*}(\lambda)\right\rangle\right| & >\frac{\gamma}{|k|^{\tau}}, \quad \text { for all } k \in Z^{d} \backslash\{0\} \\
\left(\omega_{*}(\lambda)\right)_{i_{q}} & \equiv(\omega(\lambda))_{i_{q}}, \quad \text { for all } 1 \leq q \leq n
\end{aligned}
$$

Thus, for each $\lambda \in \Lambda_{\gamma}$, the unperturbed torus $T_{\lambda}=T^{d} \times\{0\}$ associated to the toral frequency $\omega(\lambda)$ persists and gives rise to an analytic, Diophantine, invariant torus of the perturbed system with the toral frequency $\omega_{*}(\lambda)$ which preserves the frequency components $\omega_{i_{1}}(\lambda), \cdots, \omega_{i_{n}}(\lambda)$ of the unperturbed toral frequency $\omega(\lambda)$. Moreover, these perturbed tori form a $C^{l_{0}-1}$ Whitney smooth family.
2) Assume that $A(\lambda)$ is nonsingular on $\Lambda$ and let $\tau>d-1$ be fixed. Then there exists a $\mu=\mu\left(r, s, m, l_{0}, \tau\right)>0$ sufficiently small such that if (2.2) holds, then each Diophantine torus $T_{\lambda}=T^{d} \times\{0\}, \lambda \in \Lambda$, whose toral frequency $\omega(\lambda)$ having the Diophantine type $(\gamma, \tau)$, will persist, with the normal form (2.3), and gives rise to an analytic, Diophantine, invariant perturbed torus with the same toral frequency.

In the above theorem, $d_{0}$ can be any positive integer. The case $d_{0}>d$ will typically occur when the nondegenerate condition A1) fails with respect to the original parameters of a Hamiltonian system and extra deformation parameters need to be added so that a joint nondegenerate condition of type A1) can hold with respect to the extended parameters.

When $d_{0} \leq d$, the theorem has a direct application to nearly integrable Hamiltonian systems of form (1.1) with respect to the persistence of invariant tori on a sub-manifold of $G$.

Consider (1.1) and let $M$ be a $d_{0}(\leq d)$ dimensional, $C^{l_{0}}\left(l_{0} \geq d\right)$ sub-manifold of $G$ which is either closed or with boundary. Denote

$$
\omega(y)=\frac{\partial N}{\partial y}(y), \quad A(y)=\frac{\partial^{2} N}{\partial y^{2}}(y), \quad y \in G .
$$

We assume the following conditions:
A1) ${ }^{\prime}$ For any coordinate chart $(\phi, U)$ of $M, \operatorname{rank}\left\{\frac{\partial^{\alpha}\left(\omega \circ \phi^{-1}\right)}{\partial \lambda^{\alpha}}:|\alpha| \leq d-1\right\}=d$ for all $\lambda \in \phi(U) \subset R^{d_{0}}$.

A2) $)^{\prime} \operatorname{rank} A(y) \equiv n$ on $M$, and, there is a smoothly varying, nonsingular, $n \times n$ principal minor $\mathcal{A}(y)$ of $A(y)$ on $M$.

Corollary. Consider (1.1). Let $m \geq 2$ be given and $r, \beta$ be as in (1.1).

1) Assume A1) $\left.{ }^{\prime}, \mathbf{A 2}\right)^{\prime}$ and let $\tau>d(d-1)-1$ be fixed. Then there is an $\varepsilon_{0}=$ $\varepsilon_{0}\left(r, \beta, l_{0}, m, M, \tau\right)>0$ and a family of Cantor sets $M_{\varepsilon} \subset M, 0<\varepsilon \leq \varepsilon_{0}$, with $\left|M \backslash M_{\varepsilon}\right|=O\left(\varepsilon^{\frac{1}{2\left(d_{*}-1\right)\left(2 m+l_{0}+5\right)}}\right)$, where $d_{*}=\max \left\{d_{0}, d\right\}$, such that for each $y \in M_{\varepsilon}$, the unperturbed torus $T_{y}$ persists and gives rise to an analytic, Diophantine, invariant torus of the perturbed system whose toral frequency $\omega_{\varepsilon}(y)$ satisfies

$$
\begin{aligned}
\left|\left\langle k, \omega_{\varepsilon}(y)\right\rangle\right| & >\frac{\gamma}{|k|^{\tau}}, \text { for all } k \in Z^{d} \backslash\{0\} \\
\left(\omega_{\varepsilon}(y)\right)_{i_{q}} & =(\omega(y))_{i_{q}}, \quad \text { for all } 1 \leq q \leq n
\end{aligned}
$$

where $0<\gamma \leq \varepsilon^{\frac{1}{2\left(2 m+l_{0}+5\right)}}, i_{1}, \cdots, i_{n}$ are the row indices (in the natural order) of $\mathcal{A}(y)$ located in $A(y)$. Moreover, these perturbed tori form a Whitney smooth family.
2) Assume that $A(y)$ is non-singular on $M$ and let $\tau>d-1$ be fixed. Then each Diophantine torus $T_{y}, y \in M$, whose toral frequency $\omega(y)$ having the Diophantine type $(\gamma, \tau)$ for some $0<\gamma \leq \varepsilon^{\frac{1}{2\left(2 m+l_{0}+5\right)}}$, will persist and gives rise to an analytic, Diophantine, invariant perturbed torus with the same toral frequency.
3) Let $y_{0} \in M_{\varepsilon}$ in 1) or $\omega\left(y_{0}\right)$ be Diophantine in 2). Then (1.1) admits the following normal form on $D_{y_{0}}\left(\frac{r}{2}, \frac{\beta}{2}\right)=\left\{(x, y):|\operatorname{Im} x|<r,\left|y-y_{0}\right|<\beta\right\}$ :

$$
\begin{equation*}
H_{y_{0}}(x, y)=e_{*}\left(y_{0}\right)+\left\langle\omega_{*}\left(y_{0}\right), y-y_{0}\right\rangle+h_{*}\left(y, y_{0}\right)+P_{*}\left(x, y, y_{0}\right) \tag{2.4}
\end{equation*}
$$

where $\omega_{*}\left(y_{0}\right)$ is the toral frequency of the perturbed torus associated to $y_{0}$ (hence equals $\omega\left(y_{0}\right)$ in the case 2$)$ ), $h_{*}\left(y, y_{0}\right)=O\left(\left|y-y_{0}\right|^{2}\right), P_{*}\left(x, y, y_{0}\right)=O\left(\left|y-y_{0}\right|^{m+1}\right)$, which satisfy similar properties as described in part 1) of Theorem $A$ with $\mu=$ $\varepsilon^{\frac{2}{2 m+l_{0}+5}}, \gamma=\varepsilon^{\frac{1}{2\left(2 m+l_{0}+5\right)}}$.

Remark 2.2 1) Under the Kolmogorov or isoenergetic non-degeneracy, the arbitrarily high order normal forms of type (2.4) around a perturbed Diophantine torus plays the role of the classical Birkhoff normal forms and the existence of such has implications on the measure of the set of invariant tori around the torus (see [11],[21],[22] and references therein). In particular, a more or less straightforward application of Theorem 4 and its proof in [11] to the normal form (2.4) gives rise to an exponential measure estimate of the set of invariant tori around a perturbed Diophantine torus of (1.1). More precisely, if $y_{0}$ is as in part 3) of the Corollary, $\mathcal{B}_{\rho}$ is a ball in $R^{d}$ centered at $y_{0}$ with sufficiently small radius $\rho$, and $T_{\rho} \subset T^{d} \times \mathcal{B}_{\rho}$ is the set of points lying in invariant d-tori of (2.4), then $\left|\left(T^{d} \times \mathcal{B}_{\rho}\right) \backslash T_{\rho}\right|=O\left(e^{-\frac{m}{8}}\right)$. Furthermore, corresponding to the original Hamiltonian (1.1), one can choose $m=\left[(c \gamma / \rho)^{\frac{1}{\tau+1}}\right]$ for some constant $c$ to conclude that the Lebesgue
measure of the set of points in $T^{d} \times \mathcal{B}_{\rho}$ which do not lie in any invariant d-torus of (1.1) is of the order of $O\left(\exp \left\{-(c \gamma / 16 \rho)^{\frac{1}{\tau+1}}\right\}\right)$ (see [11], page 293).

Given the above, it would be interesting to know whether the normal form (2.4) can also lead to a similar measure estimate under the Rüssmann non-degeneracy, or more generally the condition A1)'. In the later, relative measure estimates of a similar nature on a sub-manifold should be considered.
2) Both Theorem $A$ and the Corollary trivially hold when $d=1$. In this case, one can simply take $\tau>0, d_{*}=2$ (see [19] for more discussions).

To illustrate the significance and application of the Corollary, we now consider (1.1) with $d=2$ and assume that $N(y)$ has the form

$$
N(y)=h_{1}\left(y_{1}\right)+h_{2}\left(y_{2}\right) .
$$

Particular examples of $N(y)$ to be considered are

$$
\begin{aligned}
& N_{1}(y)=y_{1}+\frac{1}{2} y_{2}^{2}, \\
& N_{2}(y)=\frac{1}{2} y_{1}^{2}+\frac{1}{3} y_{2}^{3} \\
& N_{3}(y)=\frac{1}{2} y_{1}^{2}+\frac{1}{2} y_{2}^{2} .
\end{aligned}
$$

It is clear that the Hessian matrices associated to $N_{1}, N_{2}, N_{3}$ read

$$
A_{1}(y)=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad A_{2}(y)=\left(\begin{array}{ll}
1 & 0 \\
0 & 2 y_{2}
\end{array}\right), \quad A_{3}(y)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

respectively.
Below, we discuss the application of the Corollary to the Hamiltonians above on three type of analytic plan curves: line segment, parabola, and circle. Since $d_{0}=1$ in these cases, the non-degenerate condition A1)' will give rise to certain twist conditions on these curves.

Example 1 (Line segment). Consider the line segment:

$$
M_{1}: y_{1}(\lambda)=a_{1} \lambda, \quad y_{2}(\lambda)=a_{2} \lambda, \quad \lambda \in[1,2],
$$

where $\left(a_{1}, a_{2}\right)^{\top}$ is a non-zero vector. Then it is easy to see that $\left.\mathbf{A 1}\right)^{\prime}$ is equivalent to the twist condition

$$
\begin{equation*}
a_{2} \frac{\partial h_{1}}{\partial y_{1}} \frac{\partial^{2} h_{2}}{\partial y_{2}^{2}}-a_{1} \frac{\partial h_{2}}{\partial y_{2}} \frac{\partial^{2} h_{1}}{\partial y_{1}^{2}} \neq 0 \tag{2.5}
\end{equation*}
$$

on $M_{1}$.
For $N_{1}$, (2.5) becomes $a_{2} \neq 0$. Thus, if $a_{2}$ is non-zero and $a_{1}$ is arbitrarily given, then it follows from part 1) of the Corollary and the expression of $A_{1}$ that the majority of 2 -tori on $M_{1}$ will persist with unchanged second components of toral frequencies. Since $A_{1}$ is singular, part 2) of the Corollary is not applicable.

For $N_{2},(2.5)$ becomes $a_{1} a_{2} \neq 0$. Thus, if both $a_{1}$ and $a_{2}$ are non-zero, then part 1) of the Corollary and the fact that $\operatorname{rank} A_{2} \equiv 2$ imply that all Diophantine 2 -tori on $M_{2}$ will
persist with unchanged toral frequencies. In fact, since $A_{2}$ is non-singular on $M_{1}$ if $a_{2} \neq 0$, the same conclusion also follows from part 2) of the Corollary ( $a_{1} \neq 0$ is still required since Diophantine tori are considered). We note that only due to the application of part 1) of the Corollary one knows that the set of Diophantine 2 -tori on $M_{2}$ is a nearly full measure set (hence non-empty).

For $N_{3}$, (2.5) will never be satisfied with any choice of $a_{1}, a_{2}$. Hence part 1) of the Corollary is not applicable. But since $A_{3}$ is always non-singular on $M_{1}$, one can apply part 2) of the Corollary to conclude that all Diophantine 2-tori on $M_{2}$ will persist with unchanged toral frequencies. However, we note in this special situation that a toral frequency of $N_{3}$ on $M_{1}$ is Diophantine if only if $\left(a_{1}, a_{2}\right)^{\top}$ is. Hence the above conclusion holds only if $\left(a_{1}, a_{2}\right)^{\top}$ is Diophantine, in which case the persistence of all 2-tori on $M_{1}$ follows.

Example 2 (Parabola). Consider the following parabola:

$$
M_{2}: y_{1}(\lambda)=a_{1} \lambda, \quad y_{2}(\lambda)=a_{2} \lambda^{2}, \quad \lambda \in[1,2],
$$

where $\left(a_{1}, a_{2}\right)^{\top}$ is a nonzero vector. Then it is easy to see that A1) ${ }^{\prime}$ is equivalent to the twist condition

$$
\begin{equation*}
2 a_{2} \lambda \frac{\partial h_{1}}{\partial y_{1}} \frac{\partial^{2} h_{2}}{\partial y_{2}^{2}}-a_{1} \frac{\partial h_{2}}{\partial y_{2}} \frac{\partial^{2} h_{1}}{\partial y_{1}^{2}} \neq 0 \tag{2.6}
\end{equation*}
$$

on $M_{2}$.
For $N_{1}$, (2.6) becomes $a_{2} \neq 0$. Hence the same conclusion for $N_{1}$ in Example 1 is valid.
For $N_{2}$, (2.6) becomes $a_{1} a_{2} \neq 0$. Thus, the same conclusion for $N_{2}$ in Example 1 is valid.

For $N_{3}$, (2.6) also becomes $a_{1} a_{2} \neq 0$. Still, $A_{3}$ is always non-singular on $M_{2}$. Hence, if both $a_{1}$ and $a_{2}$ are non-zero, then one can apply either parts 1) 2) of the Corollary to conclude the persistence and the preservation of toral frequencies of all Diophantine 2-tori on $M_{2}$. But, again, it is because of the application of part 1) of the Corollary that one can actually conclude the existence of Diophantine 2 -tori on $M_{2}$ in the case $a_{1} a_{2} \neq 0$.

Example 3 (Circle). Consider the unit circle:

$$
M_{3}: y_{1}(\lambda)=\cos 2 \pi \lambda, \quad y_{2}(\lambda)=\sin 2 \pi \lambda, \quad \lambda \in[0,1] .
$$

Then it is easy to see that A1) ${ }^{\prime}$ is equivalent to the twist condition

$$
\begin{equation*}
y_{1} \frac{\partial h_{1}}{\partial y_{1}} \frac{\partial^{2} h_{2}}{\partial y_{2}^{2}}+y_{2} \frac{\partial h_{2}}{\partial y_{2}} \frac{\partial^{2} h_{1}}{\partial y_{1}^{2}} \neq 0 \tag{2.7}
\end{equation*}
$$

on $M_{3}$.
For $N_{1},(2.7)$ becomes $\cos 2 \pi \lambda \neq 0$, i.e., A1 $)^{\prime}$ is satisfied on $M_{3}$ except two points $(0,1)^{\top},(0,-1)^{\top}$. In view of Remark 2.11 ), one can still apply part 1 ) of the Corollary to conclude the persistence of the majority of invariant 2-tori on $M_{3}$ and the preservation of their second frequency components.

For $N_{2},(2.7)$ becomes $\sin 2 \pi \lambda \neq 0$, i.e., A1 $)^{\prime}$ is satisfied on $M_{3}$ except two points $(1,0)^{\top},(-1,0)^{\top}$. Since the lower right minor of $A_{2}$ also vanishes at these points, the
application of part 1) of the Corollary (based on Remark 2.1 1)) will only guarantee the persistence of the majority of invariant 2-tori on $M_{3}$ and the preservation of their first frequency components. In order to apply part 2) of the Corollary to obtain the persistence of all Diophantine 2-tori with unchanged toral frequencies, one needs to restrict to a closed portion of $M_{3}$ which does not contain these two points.

For $N_{3},(2.7)$ always holds and $A_{3}$ is always non-singular on $M_{3}$. One can use both parts of the Corollary to conclude the persistence and the frequency preservation of all Diophantine 2-tori on $M_{3}$.

We now consider the case that $M$ is a fixed energy surface $\{N(y)=E\}$ in $G$. Then the usual isoenergetic non-degeneracy on $M$ implies the Rüssmann non-degeneracy A1)' on $M$. Indeed, if $(\phi, U)$ is any coordinate chart on $M$, then one clearly has $\left(\frac{\partial N}{\partial y}\right)^{\top} \frac{\partial \phi^{-1}}{\partial \lambda} \equiv 0$ on $\phi(U)$. It follows from the isoenergetic non-degeneracy that

$$
\begin{aligned}
d & =\operatorname{rank}\left(\begin{array}{cc}
\frac{\partial^{2} N}{\partial y^{2}} & \frac{\partial N}{\partial y} \\
\left(\frac{\partial N}{\partial y}\right)^{\top} & 0
\end{array}\right)\left(\begin{array}{cc}
\frac{\partial \phi^{-1}}{\partial \lambda} & 0 \\
0 & 1
\end{array}\right) \\
& =\operatorname{rank}\left(\begin{array}{cc}
\frac{\partial^{2} N}{\partial y^{2}} \frac{\partial \phi^{-1}}{\partial \lambda} & \frac{\partial N}{\partial y} \\
\left(\frac{\partial N}{\partial y}\right)^{\top} \frac{\partial \phi^{-1}}{\partial \lambda} & 0
\end{array}\right) \\
& =\operatorname{rank}\left(\begin{array}{cc}
\frac{\partial^{2} N}{\partial y^{2}} \frac{\partial \phi^{-1}}{\partial \lambda} & \frac{\partial N}{\partial y} \\
0 & 0
\end{array}\right)
\end{aligned}
$$

on $\phi(U)$, hence

$$
\operatorname{rank}\left(\frac{\partial^{2} N}{\partial y^{2}} \frac{\partial \phi^{-1}}{\partial \lambda}, \frac{\partial N}{\partial y}\right)=\operatorname{rank}\left(\frac{\partial N}{\partial y}, \frac{\partial^{2} N}{\partial y^{2}} \frac{\partial \phi^{-1}}{\partial \lambda}\right)=d
$$

on $\phi(U)$. Thus, our Corollary asserts that the perturbed system admits invariant tori conjugating to certain unperturbed ones on the energy surface $M$, and moreover, the perturbed toral frequencies are preserved if the Kolmogorov non-degeneracy also holds on $M$. However, it should be noted that such perturbed tori do not lie on the same energy level $E$ in general, simply because the perturbed tori on the same energy level are generally equivalent (not necessary conjugated) to the unperturbed ones and only the preservation of frequency ratios can be expected (see [6]).

To generalize the standard isoenergetic KAM theorem, it turns out that an additional sub-isoenergetic nondegenerate condition is needed besides the Rüssmann non-degeneracy on an energy surface. More precisely, let $M$ be a sufficiently smooth, relatively open, bounded subset of $\{N(y)=E\}$. We assume A1) ${ }^{\prime}$ on $M$ and also the following subisoenergetic non-degeneracy:
A1)" There is a smoothly varying $n \times n$ principal minor $\mathcal{A}(y)$ of $A(y)$ on $M$ such that

$$
\operatorname{det}\left(\begin{array}{ll}
\mathcal{A}(y) & \omega^{*}(y) \\
\omega^{*}(y)^{\top} & 0
\end{array}\right) \neq 0
$$

on $M$, where $\omega^{*}(y)=\frac{\partial N}{\partial y_{*}}(y), y_{*}=\left(y_{i_{1}}, \cdots, y_{i_{n}}\right)^{\top}$, and $i_{1}, \cdots, i_{n}$ denote the row indices of $\mathcal{A}(y)$ in $A(y)$.

Theorem B. Consider (1.1). Let $m \geq 2$ be given, $r, \beta$ be as in (1.1), and $M$ be a sufficiently smooth, relatively open, bounded subset of $\{N(y)=E\}$.

1) Assume A1) $)^{\prime}$ on $M$ and let $\tau>d(d-1)-1$ be fixed. Then there is an $\varepsilon_{0}=$ $\varepsilon_{0}\left(r, \beta, l_{0}, m, M, \tau\right)>0$ and a family of Cantor sets $M_{\varepsilon} \subset M, 0<\varepsilon \leq \varepsilon_{0}$, with $\left|M \backslash M_{\varepsilon}\right|=O\left(\varepsilon^{\frac{1}{2\left(d_{*}-1\right)\left(2 m+l_{0}+5\right)}}\right)$, where $d_{*}=\max \left\{d_{0}, d\right\}$, such that for each $y \in M_{\varepsilon}$, the unperturbed torus $T_{y}$ persists and gives rise to an analytic, Diophantine, invariant torus $T_{\varepsilon, y}$ of the perturbed system on the energy surface $\{H(x, y)=E\}$, whose toral frequency $\omega_{\varepsilon}(y)$ satisfies

$$
\left|\left\langle k, \omega_{\varepsilon}(y)\right\rangle\right|>\frac{\gamma}{|k|^{\tau}} \text { for all } k \in Z^{d} \backslash\{0\} .
$$

Moreover, these perturbed tori form a local Whitney smooth family.
2) If A1)" also holds on $M$, then each perturbed torus $T_{\varepsilon, y}$ preserves the ratio of the $i_{1}, i_{2}, \cdots, i_{n}$ components of its toral frequency $\omega_{\varepsilon}(y)$, i.e.,

$$
\left[\omega_{\varepsilon, i_{1}}(y): \cdots: \omega_{\varepsilon, i_{n}}(y)\right]=\left[\omega_{i_{1}}(y): \cdots: \omega_{i_{n}}(y)\right]
$$

where $\omega_{\varepsilon, i_{j}}(y)$ and $\omega_{i_{j}}(y)$ are the $i_{j}$-th components of $\omega_{\varepsilon}(y)$ and $\omega(y)=\frac{\partial N}{\partial y}(y)$ respectively, for $j=1,2, \cdots, n$.
3) For $y_{0} \in M_{\varepsilon}$, (1.1) admits the same normal form as in part 3) of the Corollary.

In the case that $\mathcal{A}(y) \equiv \frac{\partial^{2} N(y)}{\partial y^{2}}(y)$, the condition $\left.\mathbf{A} 1\right)^{\prime \prime}$ coincides with the isoenergetic non-degeneracy which also implies the Rüssmann condition A1)' on the energy surface. Hence, part 2) of the Theorem B generalizes the standard isoenergetic KAM theorem.

## 3 KAM step

In this section, we describe the quasi-linear iterative scheme for the Hamiltonian (2.1) in one KAM cycle, say, from a $\nu$ th KAM step to the $(\nu+1)$ th-step. For simplicity, we set $l_{0}=d$.

Consider (2.1) and define

$$
\begin{aligned}
& r_{0}=r, \gamma_{0}=4 \gamma, \beta_{0}=s, \Lambda_{0}=\Lambda, H_{0}=H, e_{0}=e \\
& A_{0}=A, \mathcal{A}_{0}=\mathcal{A}, h_{0}=h, \hat{h}_{0}=\hat{h}, P_{0}=P \\
& N_{0}=e_{0}(\lambda)+\left\langle\omega_{0}(\lambda), y\right\rangle+h_{0}
\end{aligned}
$$

Without loss of generality, we assume that $0<r_{0}, \beta_{0}, \gamma_{0} \leq 1$ and $\mathcal{A}_{0}$ is the ordered $n \times n$ principal minor of $A_{0}$.

By monotonicity, we define $\mu_{0}, s_{0}$ implicitly through the following equations

$$
\begin{align*}
\mu & =\frac{4^{d+5} \mu_{0}}{\left(M^{*}+1\right)^{m} K_{1}^{m \tau}} \\
s_{0} & =\frac{\beta_{0} \gamma_{0}}{16\left(M^{*}+1\right) K_{1}^{\tau}} \tag{3.1}
\end{align*}
$$

where

$$
M^{*}=\max _{|l| \leq d,|j| \leq m+5,|y| \leq \beta_{0}, \lambda \in \Lambda_{0}}\left|\partial_{\lambda}^{l} \partial_{y}^{j} h_{0}(y, \lambda)\right|, \quad K_{1}=\left(\left[\log \frac{1}{\mu_{0}}\right]+1\right)^{3 \eta},
$$

$\eta$ is a fixed positive integer such that $(1+\sigma)^{\eta}>2$ for $\sigma=\frac{1}{2(m+1)}$. It is clear that $\mu_{0}$ is small if and only if $\mu$ is, and,

$$
\begin{equation*}
\mu_{0}=o\left(\mu^{1-\epsilon}\right) \tag{3.2}
\end{equation*}
$$

for any $0<\epsilon<1$. By making $\mu$ small, we assume without loss of generality that

$$
16\left(M^{*}+1\right) K_{1}^{\tau}>1 .
$$

Hence $s_{0}<\min \left\{\beta_{0}, \gamma_{0}\right\}$.
Since

$$
\begin{equation*}
\frac{\mu}{\mu_{0}}=4^{d+m+5}\left(\frac{s_{0}}{\beta_{0} \gamma}\right)^{m}, \tag{3.3}
\end{equation*}
$$

(2.2) becomes

$$
\begin{equation*}
\left|\partial_{\lambda}^{l} P_{0}\right|_{D\left(r_{0}, s_{0}\right)} \leq \gamma_{0}^{d+m+5} s_{0}^{m} \mu_{0}, \quad|l| \leq d . \tag{3.4}
\end{equation*}
$$

Now, suppose that after a $\nu$ th-step, we have arrived at the following real analytic Hamiltonian:

$$
\begin{align*}
H & =N+P  \tag{3.5}\\
N & =e(\lambda)+\langle\omega(\lambda), y\rangle+h(y, \lambda)
\end{align*}
$$

which is defined on a phase domain $D(r, s)$ and depends smoothly on $\lambda \in \Lambda$, where $\Lambda \subset \Lambda_{0}$,

$$
h=\frac{1}{2}\langle y, A(\lambda) y\rangle+\hat{h},
$$

$\hat{h}=\hat{h}(y, \lambda)=O\left(|y|^{3}\right)$. In addition, suppose that the $n \times n$ ordered principal minor $\mathcal{A}$ of $A$ is non-singular on $\Lambda$, and, $P=P(x, y, \lambda)$ satisfies

$$
\begin{equation*}
\left|\partial_{\lambda}^{l} P\right|_{D(r, s)} \leq \gamma^{d+m+5} s^{m} \mu, \quad|l| \leq d \tag{3.6}
\end{equation*}
$$

for some $0<\mu \leq \mu_{0}, 0<\gamma \leq \gamma_{0}$. By considering both averaging and translation, we shall find a symplectic transformation $\Phi_{+}$, which, on a small phase domain $D\left(r_{+}, s_{+}\right)$and a smaller parameter domain $\Lambda_{+}$, transforms the Hamiltonian (3.5) into the Hamiltonian of the next KAM cycle (the $(\nu+1)$ th-step), i.e.,

$$
H_{+}=H \circ \Phi_{+}=N_{+}+P_{+},
$$

where $N_{+}, P_{+}$enjoy similar properties as $N, P$ respectively on $D\left(r_{+}, s_{+}\right) \times \Lambda_{+}$.
For simplicity, we shall omit index for all quantities of the present KAM step (the $\nu$ thstep) and index all quantities (Hamiltonian, normal form, perturbation, transformation, and domains, etc) in the next KAM step (the $(\nu+1)$-th step) by " + ". All constants $c_{1}-c_{7}$ below are positive and independent of the iteration process, and, we shall also use $c$ to denote any intermediate positive constant which is independent of the iteration process. To simplify the notations, we shall suspend the $\lambda$ dependence in most terms of this section.

Define

$$
\begin{aligned}
r_{+} & =\frac{r}{2}+\frac{r_{0}}{4}, \\
s_{+} & =\frac{1}{8} \alpha s, \alpha=\mu^{2 \sigma}=\mu^{\frac{1}{m+1}}, \\
\beta_{+} & =\frac{\beta}{2}+\frac{\beta_{0}}{4}, \\
\gamma_{+} & =\frac{\gamma}{2}+\frac{\gamma_{0}}{4}, \\
K_{+} & =\left(\left[\log \frac{1}{\mu}\right]+1\right)^{3 \eta}, \\
D_{\frac{i}{8} \alpha} & =D\left(r_{+}+\frac{i-1}{8}\left(r-r_{+}\right), \frac{i}{8} \alpha s\right), \quad i=1,2, \cdots, 8, \\
D(\xi) & =\left\{y \in C^{d}:|y|<\xi\right\}, \quad \xi>0, \\
\hat{D}^{2}(\xi) & =D\left(r_{+}+\frac{7}{8}\left(r-r_{+}\right), \xi\right), \quad \xi>0, \\
D_{+} & =D_{\frac{1}{8} \alpha}=D\left(r_{+}, s_{+}\right), \\
\tilde{D}_{+} & =D\left(r_{+}+\frac{3}{4}\left(r-r_{+}\right), \beta_{+}\right), \\
\Lambda_{+} & =\left\{\lambda \in \Lambda:|\langle k, \omega(\lambda)\rangle|>\frac{\gamma}{|k|^{\tau}}, \text { for all } 0<|k| \leq K_{+}\right\}, \\
\Gamma\left(r-r_{+}\right) & =\sum_{0<|k| \leq K_{+}}|k|^{(d+m+6) \tau+d+m+6} e^{-|k| \frac{r-r_{+}}{8} .}
\end{aligned}
$$

### 3.1 Truncation

Consider the Taylor-Fourier series of $P$ :

$$
P=\sum_{k \in Z^{d}, \jmath \in Z_{+}^{d}} p_{k \jmath} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle}
$$

and let $R$ be the truncation of $P$ of the form

$$
\begin{equation*}
R=\sum_{|k| \leq K_{+},|| | \leq m} p_{k \jmath} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle} . \tag{3.7}
\end{equation*}
$$

Lemma 3.1 Assume that
H1) $\int_{K_{+}}^{\infty} t^{d+m} e^{-t \frac{r-r_{+}}{16}} \mathrm{~d} t \leq \mu$.
Then there is a constant $c_{1}$ such that for all $j \in Z_{+}^{d},|l| \leq d, \lambda \in \Lambda$,

$$
\begin{aligned}
\left|\partial_{\lambda}^{l}(P-R)\right|_{D_{\frac{7}{8}} \alpha} & \leq c_{1} \gamma^{d+m+5} s^{m} \mu^{2}, \\
\left|\partial_{\lambda}^{l} R\right|_{D_{\frac{7}{8} \alpha} \alpha} & \leq c_{1} \gamma^{d+m+5} s^{m} \mu .
\end{aligned}
$$

Proof: Without loss of generality, we let $\mu_{0} \leq \frac{1}{8}$. Hence $\alpha \leq \frac{1}{2}$.
Let

$$
\begin{aligned}
I & =\sum_{|k|>K_{+}, \jmath \in Z_{+}^{d}} p_{k j} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle}, \\
I I & =\sum_{|k| \leq K_{+},|| | \geq m+1} p_{k j} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle} .
\end{aligned}
$$

Then

$$
P-R=I+I I .
$$

By using the standard Cauchy estimate, we have

$$
\begin{aligned}
\left|\partial_{\lambda}^{l} I\right|_{\hat{D}(s)} & \leq \sum_{|k|>K_{+}}\left|\partial_{\lambda}^{l} P\right|_{D(r, s)} e^{-|k| \frac{r-r_{+}}{8}} \leq \gamma^{d+m+5} s^{m} \mu \sum_{\kappa=K_{+}}^{\infty} \kappa^{d+m} e^{-\kappa \frac{r-r_{+}}{8}} \\
& \leq \gamma^{d+m+5} s^{m} \mu \int_{K_{+}}^{\infty} t^{d+m} e^{-t \frac{r-r_{+}}{16}} \mathrm{~d} t \leq \gamma^{d+m+5} s^{m} \mu^{2} .
\end{aligned}
$$

It follows that

$$
\left|\partial_{\lambda}^{l}(P-I)\right|_{\hat{D}(s)} \leq\left|\partial_{\lambda}^{l} P\right|_{D(r, s)}+\left|\partial_{\lambda}^{l} I\right|_{\hat{D}(s)} \leq 2 \gamma^{d+m+5} s^{m} \mu
$$

For $|q|=m+1$, let $\int$ be the obvious anti-derivative of $\frac{\partial^{q}}{\partial y^{q}}$. Then the Cauchy estimate of $\partial_{\lambda}^{l}(P-I)$ on $\hat{D}(s)$ yields

$$
\begin{aligned}
\left|\partial_{\lambda}^{l} I I\right|_{D_{\frac{7}{8}} \alpha} & =\left|\partial_{\lambda}^{l} \int \frac{\partial^{q}}{\partial y^{q}} \sum_{|k| \leq K+,|J| \geq m+1} p_{k \jmath} e^{\sqrt{-1}\langle k, x\rangle} y^{j} \mathrm{~d} y\right|_{D_{\frac{7}{8} \alpha}} \\
& \leq\left.\left.\left|\frac{c}{s^{m+1}} \int\right| \partial_{\lambda}^{l}(P-I-R)\right|_{\hat{D}(s)} \mathrm{d} y\right|_{D_{\frac{7}{8}} \alpha} \\
& \leq\left|\int c \gamma^{d+m+5} s^{m} \mu \cdot \frac{1}{s^{m+1}} \mathrm{~d} y\right|_{D_{\frac{7}{8} \alpha}} \\
& \leq c(\alpha s)^{m+1} \gamma^{d+m+5} \frac{\mu}{s}=c \gamma^{d+m+5} s^{m} \mu^{2} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left|\partial_{\lambda}^{l}(P-R)\right|_{D_{\frac{7}{\mathbf{\gamma}}}} \leq c \gamma^{d+m+5} s^{m} \mu^{2} \tag{3.8}
\end{equation*}
$$

and therefore,

$$
\left|\partial_{\lambda}^{l} R\right|_{D_{\frac{7}{8} \alpha}} \leq|P-R|_{D_{\frac{7}{8} \alpha}}+|P|_{D(r, s)} \leq c \gamma^{d+m+5} s^{m} \mu
$$

### 3.2 Averaging and quasi-linear equations

As usual, we shall construct the averaging transformation as the time 1-map $\phi_{F}^{1}$ of the flow generated by a Hamiltonian $F$. Let $F$ have the following form:

$$
\begin{equation*}
F=\sum_{0<|k| \leq K_{+},|j| \leq m} f_{k \jmath} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle} \tag{3.9}
\end{equation*}
$$

where $f_{k j}$ are (matrix valued) functions of $y$.
Let $[R]=\int_{T^{n}} R(x, \cdot) \mathrm{d} x$ be the average of the truncation $R$ defined in (3.7). Substituting $F$ into the equation

$$
\begin{equation*}
\{N, F\}+R-[R]=0 \tag{3.10}
\end{equation*}
$$

yields

$$
\begin{aligned}
& -\sum_{0<|k| \leq K_{+},|| | \leq m} \sqrt{-1}\left\langle k, \omega(\lambda)+\partial_{y} h\right\rangle f_{k \jmath} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle} \\
& =-\sum_{0<|k| \leq K_{+},|j| \leq m} p_{k \jmath} y^{\jmath} e^{\sqrt{-1}\langle k, x\rangle} .
\end{aligned}
$$

By equating the coefficients above, we then obtain the following quasi-linear equations:

$$
\begin{equation*}
\sqrt{-1}\left\langle k, \omega(\lambda)+\partial_{y} h\right\rangle f_{k \jmath}=p_{k J}, \quad|\jmath| \leq m, 0<|k| \leq K_{+} . \tag{3.11}
\end{equation*}
$$

Lemma 3.2 Assume that
H2) $\max _{|l| \leq d,|j| \leq m+5}\left|\partial_{\lambda}^{l} \partial_{y}^{j} h-\partial_{\lambda}^{l} \partial_{y}^{j} h_{0}\right|_{D(s) \times \Lambda_{+}} \leq \mu_{0}^{\frac{1}{2}}$,
H3) $2 s<\frac{\gamma-\gamma_{+}}{\left(M^{*}+1\right) K_{+}^{\tau+1}}$.
Then the quasi-linear equations (3.11) can be uniquely solved on $D(s) \times \Lambda_{+}$to obtain a family of functions $f_{k j}$ which are analytic in $y$, smooth in $\lambda$, and satisfy the following properties:

$$
\begin{align*}
& \bar{f}_{k \jmath}(\bar{y}, \lambda)=f_{-k \jmath}(y, \lambda),  \tag{3.12}\\
& \left|\partial_{\lambda}^{l} \partial_{y}^{j} f_{k \jmath}\right|_{D(s) \times \Lambda_{+}} \leq c_{2}|k|^{(l| |+|j|+1) \tau+|l|+|j|+1} \gamma^{d+m+4-|l|-|j|} s^{m-|\jmath|} e^{-|k| r} \tag{3.13}
\end{align*}
$$

for all $|\jmath| \leq m, 0<|k| \leq K_{+},|l| \leq d,|j| \leq m+4$, where $c_{2}$ is a constant.
Proof: Let $(y, \lambda) \in D(s) \times \Lambda_{+}$. By H2), H3),

$$
\left|\partial_{y} h(y)\right| \leq\left(M^{*}+1\right)|y|<\left(M^{*}+1\right) s<\frac{\gamma}{2|k|^{\tau+1}} .
$$

It follows that

$$
\left|\left\langle k, \omega(\lambda)+\partial_{y} h(y)\right\rangle\right|>\frac{\gamma}{|k|^{\tau}}-\frac{\gamma}{2|k|^{\tau}}=\frac{\gamma}{2|k|^{\tau}} .
$$

Hence

$$
L_{k}=\sqrt{-1}\left\langle k, \omega(\lambda)+\partial_{y} h(y)\right\rangle
$$

is non-vanishing on $\Lambda_{+}$, and,

$$
f_{k \jmath}=f_{k \jmath}(y, \lambda)=L_{k}^{-1} p_{k \jmath}
$$

for all $(y, \lambda) \in D(s) \times \Lambda_{+}, 0<|k| \leq K_{+},|\jmath| \leq m$, from which (3.12) clearly follows.
Let $0<|k| \leq K_{+}$. We note by the Cauchy estimate that

$$
\begin{equation*}
\left|\partial_{\lambda}^{l} p_{k \jmath}\right|_{\Lambda_{+}} \leq\left|\partial_{\lambda}^{l} \partial_{y}^{\jmath} P\right|_{D(r, s) \times \Lambda_{+}} e^{-|k| r} \leq \gamma^{d+m+5} s^{m-|\jmath|} \mu e^{-|k| r}, \quad|l| \leq d, \quad|\jmath| \leq m, \tag{3.14}
\end{equation*}
$$

and by H2) that

$$
\left|\partial_{\lambda}^{l} \partial_{y}^{j} L_{k}^{-1}\right|_{D(s) \times \Lambda_{+}} \leq c|k|^{|j|+1}\left|L_{k}^{-1}\right|^{|j|+2} \leq c \frac{|k|^{(|l|+|j|+1) \tau+|l|+|j|+1}}{\gamma^{|l|+|j|+1}}, \quad|l| \leq d,|j| \leq m+4 .
$$

Therefore,

$$
\begin{aligned}
\left|\partial_{\lambda}^{l} \partial_{y}^{j} f_{k j}\right|_{D(s) \times \Lambda_{+}} & \leq c \frac{\left.|k|\right|^{(|l|+|j|+1) \tau+|l|+|j|+1}}{\gamma^{[l|+|j|+1}} \gamma^{d+m+5} s^{m-|\jmath|} e^{-|k| r} \\
& =c|k|^{(|l|+|j|+1) \tau+||l|+|j|+1} \gamma^{d+m+4-|l|-|j|} s^{m-|j|} e^{-|k| r}, \quad|l| \leq d,|j| \leq m+4 .
\end{aligned}
$$

Let $F$ be the Hamiltonian (3.9) with coefficients given by Lemma 3.2. If $\phi_{F}^{t}$ denotes the flow generalized by $F$, then

$$
H \circ \phi_{F}^{1}=\bar{N}_{+}+\bar{P}_{+},
$$

where

$$
\begin{align*}
\bar{N}_{+} & =N+[R], \\
\bar{P}_{+} & =\int_{0}^{1}\left\{R_{t}, F\right\} \circ \phi_{F}^{t} \mathrm{~d} t+(P-R) \circ \phi_{F}^{1} \tag{3.15}
\end{align*}
$$

with

$$
R_{t}=(1-t)[R]+t R .
$$

This completes the averaging process.

### 3.3 Translation and partial non-degeneracy

Let $Y, P_{01}$ be the vectors formed by the first $n$ components of $y, p_{01}$ respectively and denote $\hat{H}(Y)=\hat{h}\left(\binom{Y}{0}\right)$. Then by the implicit function theorem, the equation

$$
\begin{equation*}
\mathcal{A} Y+\partial_{Y} \hat{H}(Y)=-P_{01} \tag{3.16}
\end{equation*}
$$

admits a unique solution $Y^{*}$ on $D(s)$ which also smoothly depends on $\lambda$. Define

$$
y^{*}=\binom{Y^{*}}{0}
$$

By (3.16), we clearly have

$$
\begin{equation*}
A y^{*}+\partial_{y} \hat{h}\left(y^{*}\right)=-\binom{P_{01}}{0} . \tag{3.17}
\end{equation*}
$$

Consider the translation

$$
\phi: x \rightarrow x, \quad y \rightarrow y+y^{*}
$$

and let

$$
\Phi_{+}=\phi_{F}^{1} \circ \phi .
$$

Then

$$
\begin{align*}
H \circ \Phi_{+} & =N_{+}+P_{+} \\
N_{+} & =\bar{N}_{+} \circ \phi-\psi=e_{+}+\left\langle\omega_{+}, y\right\rangle+h_{+}(y) \\
P_{+} & =\bar{P}_{+} \circ \phi+\psi \tag{3.18}
\end{align*}
$$

where

$$
\begin{align*}
e_{+}= & e+\left\langle\omega, y^{*}\right\rangle+\frac{1}{2}\left\langle y^{*}, A y^{*}\right\rangle+\hat{h}\left(y^{*}\right)+[R]\left(y^{*}\right),  \tag{3.19}\\
\omega_{+}= & \omega+p_{01}-\binom{P_{01}}{0},  \tag{3.20}\\
h_{+}(y)= & \frac{1}{2}\left\langle y, A_{+} y\right\rangle+\hat{h}_{+}(y),  \tag{3.21}\\
A_{+}= & A+\partial_{y}^{2} \hat{h}\left(y^{*}\right)+\partial_{y}^{2}[R]\left(y^{*}\right),  \tag{3.22}\\
\hat{h}_{+}(y)= & \hat{h}\left(y+y^{*}\right)-\hat{h}\left(y^{*}\right)-\left\langle\partial_{y} \hat{h}\left(y^{*}\right), y\right\rangle-\frac{1}{2}\left\langle y, \partial_{y}^{2} \hat{h}\left(y^{*}\right) y\right\rangle  \tag{3.23}\\
& +[R]\left(y+y^{*}\right)-[R]\left(y^{*}\right)-\left\langle\partial_{y}[R]\left(y^{*}\right), y\right\rangle-\frac{1}{2}\left\langle y, \partial_{y}^{2}[R]\left(y^{*}\right) y\right\rangle, \\
& \sum_{2 \leq|\jmath| \leq m,\left|\jmath-\jmath^{\prime}\right| \leq m-1,\left|\jmath^{\prime}\right|=1}\binom{\jmath}{1} p_{0 \jmath} y^{* J-\jmath^{\prime}} y . \tag{3.24}
\end{align*}
$$

### 3.4 Estimate on $N_{+}$

Lemma 3.3 Assume H2), H3). Then there is a constant $c_{3}$ such that the following holds for all $|l| \leq d$ :

$$
\begin{align*}
& \left|\partial_{\lambda}^{l} y^{*}\right|_{\Lambda_{+}} \leq c_{3} \gamma^{d+m+5} s^{m-1} \mu ;  \tag{3.25}\\
& \left|\partial_{\lambda}^{l} e_{+}-\partial_{\lambda}^{l} e\right|_{\Lambda_{+}} \leq c_{3} \gamma^{d+m+5} s^{m-1} \mu ;  \tag{3.26}\\
& \left|\partial_{\lambda}^{l} \omega_{+}-\partial_{\lambda}^{l} \omega\right|_{\Lambda_{+}} \leq c_{3} \gamma^{d+m+5} s^{m-1} \mu ;  \tag{3.27}\\
& \left|\partial_{\lambda}^{l} \partial_{y}^{j} h_{+}-\partial_{\lambda}^{l} \partial_{y}^{j} h\right|_{D\left(s_{+}\right) \times \Lambda_{+}} \leq \begin{cases}c_{3} \gamma^{d+m+5} s^{m-|j|} \mu, & |j| \leq m ; \\
c_{3} \gamma^{d+m+5} \mu, & |j|>m .\end{cases} \tag{3.28}
\end{align*}
$$

Proof: Denote $M_{*}=\max _{\lambda \in \Lambda_{0}}\left|\mathcal{A}_{0}^{-1}(\lambda)\right|+1$. By (3.1), we can make $\mu_{0}$ small, say $\mu_{0}<\frac{1}{8 M_{*}^{2}\left(M^{*}+1\right)}$, such that $M_{*}\left(M^{*}+1\right) s_{0}^{2}<\frac{1}{4}$.

Let $\lambda \in \Lambda_{+}$. To prove (3.25), we denote

$$
B(y)=\mathcal{A}+\left(\int_{0}^{1} \partial_{y}^{2} \hat{H}(\theta y) \mathrm{d} \theta\right) y
$$

Then by (3.16),

$$
\begin{equation*}
B\left(Y^{*}\right) Y^{*}=-P_{01} \tag{3.29}
\end{equation*}
$$

Since, by H2), $\left|A-A_{0}\right|_{\Lambda} \leq \mu_{0}^{\frac{1}{2}}$ and $\left|\partial_{y}^{2} \hat{H}\right|_{D(s)} \leq\left(M^{*}+1\right) s$, we have that

$$
\begin{aligned}
\left|\mathcal{A}_{0}-B\left(Y^{*}\right)\right| & \leq\left|A-A_{0}\right|+\left|B\left(Y^{*}\right)-\mathcal{A}_{0}\right| \leq \mu_{0}^{\frac{1}{2}}+\left(M^{*}+1\right) s^{2} \\
& \leq \mu_{0}^{\frac{1}{2}}+\left(M^{*}+1\right) s_{0}^{2} \leq \frac{1}{2 M_{*}} .
\end{aligned}
$$

It follows that $B\left(Y^{*}\right)$ is non-singular and

$$
\left|B^{-1}\left(Y^{*}\right)\right| \leq \frac{\left|\mathcal{A}_{0}^{-1}\right|}{1-\left|\mathcal{A}_{0}-B\left(Y^{*}\right)\right|\left|\mathcal{A}_{0}^{-1}\right|} \leq 2 M_{*} .
$$

Hence

$$
\begin{equation*}
\left|y^{*}\right|=\left|Y^{*}\right| \leq 2 M_{*}\left|P_{01}\right|=2 M_{*}\left|p_{01}\right| \leq 2 M_{*}\left|\partial_{y} P\right|_{D(s)} \leq 2 M_{*} \gamma^{d+m+5} s^{m-1} \mu \tag{3.30}
\end{equation*}
$$

Differentiating (3.29) with respect to $\lambda$ yields

$$
B\left(Y^{*}\right) \partial_{\lambda} Y^{*}+\partial_{y} B\left(Y^{*}\right)\left(\partial_{\lambda} Y^{*}\right) Y^{*}+\partial_{\lambda} B\left(Y^{*}\right) Y^{*}=-\partial_{\lambda} P_{01}
$$

Therefore,

$$
\left|\partial_{\lambda} Y^{*}\right| \leq 4 M_{*}^{2}\left(M^{*}+1\right) \gamma^{d+m+5} s^{m} \mu\left|\partial_{\lambda} Y^{*}\right|+M_{*} c\left|Y^{*}\right|+M_{*} c\left|\partial_{\lambda} \partial_{y} P\right|_{D(s)} .
$$

The estimate (3.25) now follows from (3.6), (3.30) and induction. Using (3.19) ((3.20) respectively), (3.26) ((3.27) respectively) easily follows from H2), (3.25) and (3.14). Also, it follows from (3.22) that

$$
\begin{equation*}
\left|\partial_{\lambda}^{l} A_{+}-\partial_{\lambda}^{l} A\right|_{\Lambda_{+}} \leq c_{3} \gamma^{d+m+5} s^{m-2} \mu . \tag{3.31}
\end{equation*}
$$

Note by (3.5) that

$$
\begin{aligned}
\hat{h}_{+} & =\sum_{|\jmath| \geq 3} \frac{1}{\jmath!} \partial_{y}^{\jmath} \hat{h}\left(y^{*}\right) y^{\jmath}+\sum_{3 \leq|\jmath| \leq m} \frac{1}{\jmath!} \partial_{y}^{\jmath}[R]\left(y^{*}\right) y^{\jmath} \\
& =\sum_{|\jmath| \geq 3} \frac{1}{\jmath!} \partial_{y}^{\jmath} \hat{h}\left(y^{*}\right) y^{\jmath}+\sum_{3 \leq|\jmath| \leq|\imath| \leq m}\binom{\imath}{\jmath} p_{0 \imath}\left(y^{*}\right)^{\imath-\jmath} y^{\jmath} .
\end{aligned}
$$

We have that

$$
\hat{h}_{+}-\hat{h}=\sum_{|\jmath| \geq 3} \frac{1}{\jmath!}\left(\partial_{y}^{\jmath} \hat{h}\left(y^{*}\right)-\partial_{y}^{\jmath} \hat{h}(0)\right) y^{\jmath}+\sum_{3 \leq|\jmath| \leq|\imath| \leq m}\binom{\imath}{\jmath} p_{0 \imath}\left(y^{*}\right)^{\imath-\jmath} y^{\jmath} .
$$

Therefore,

$$
\left|\partial_{\lambda}^{l} \partial_{y}^{j} \hat{h}_{+}-\partial_{\lambda}^{l} \partial_{y}^{j} \hat{h}\right|_{D(s) \times \Lambda_{+}} \leq \begin{cases}c_{3} \gamma^{d+m+5} s^{m-|j|} \mu, & |j| \leq m \\ c_{3} \gamma^{d+m+5} \mu, & |j|>m\end{cases}
$$

Combining the above with (3.31), we obtain (3.28).

### 3.5 Estimate on $\Phi_{+}$

Let $F$ be as in (3.9) with coefficients given by Lemma 3.2. By (3.12), $F$ is real analytic in $(x, y) \in D(r, s)$.

Lemma 3.4 Assume H2), H3). Then the following holds.

1) There is a constant $c_{4}$ such that for all $|l| \leq d,|i| \leq m+4$,

$$
\left|\partial_{\lambda}^{l} \partial_{x}^{i} \partial_{y}^{j} F\right|_{\hat{D}(s) \times \Lambda_{+}} \leq \begin{cases}c_{4} \gamma^{d+m+4-|l|-|j|} s^{m-|j|} \mu \Gamma\left(r-r_{+}\right), & |j| \leq m \\ c_{4} \gamma^{d+m+4-||||-|j|} \mu \Gamma\left(r-r_{+}\right), & m<|j| \leq m+4\end{cases}
$$

2) $F, y^{*}$ can be extended to functions of Hölder class $C^{m+3, d-1+\sigma_{0}}\left(\hat{D}\left(\beta_{0}\right) \times \Lambda_{0}\right), C^{d-1+\sigma_{0}}\left(\Lambda_{0}\right)$, respectively, where $0<\sigma_{0}<1$ is fixed. Moreover, there is a constant $c_{5}$ such that

$$
\begin{aligned}
\|F\|_{C^{m+3, d-1+\sigma_{0}}\left(\hat{D}\left(\beta_{0}\right) \times \Lambda_{0}\right)} & \leq c_{5} \mu \Gamma\left(r-r_{+}\right) \\
\left\|y^{*}\right\|_{C^{d-1+\sigma_{0}}\left(\Lambda_{0}\right)} & \leq c_{5} \mu \Gamma\left(r-r_{+}\right) .
\end{aligned}
$$

Proof: By (3.9), (3.13), we have

$$
\begin{aligned}
& \left|\partial_{\lambda}^{l} \partial_{x}^{i} \partial_{y}^{j} F\right| \leq c \sum_{|j| \leq m, 0<|k| \leq K_{+}}|k|^{i}\left|\partial_{y}^{j}\left(\partial_{\lambda}^{l} f_{k \jmath} y^{j}\right)\right| e^{|k|\left(r_{+}+\frac{7}{8}\left(r-r_{+}\right)\right)} \\
& \quad \leq c \sum_{0<|k| \leq K_{+}}|k|^{(|l|+|j|+1) \tau+|l|+|i|+|j|+1} \gamma^{d+m+4-|l|-|j|} s^{a(|j|)} \mu e^{-|k| \frac{r-r_{+}}{8}} \\
& \quad \leq c \gamma^{d+m+4-|l|-|j|} s^{a(|j|)} \mu \Gamma\left(r-r_{+}\right),
\end{aligned}
$$

where

$$
a(|j|)= \begin{cases}m-|j|, & \text { if }|j| \leq m, \\ 0, & \text { if } m<|j| \leq m+4\end{cases}
$$

This proves 1 ).
2) follows from the standard Whitney extension theorem (see [22], [26]).

Lemma 3.5 In addition to H2), H3), assume that
H4) $c_{4} s^{m-1} \mu \Gamma\left(r-r_{+}\right)<\frac{1}{8}\left(r-r_{+}\right)$;
Н5) $c_{4} s^{m} \mu \Gamma\left(r-r_{+}\right)<\frac{1}{8} \alpha s$;
H6) $c_{3} s^{m-1} \mu<\frac{1}{8} \alpha s$.
Then for all $0 \leq t \leq 1$,

$$
\begin{align*}
& \phi_{F}^{t}: D_{\frac{1}{4} \alpha} \longrightarrow D_{\frac{1}{2} \alpha}  \tag{3.32}\\
& \phi:  \tag{3.33}\\
& D_{\frac{1}{8} \alpha} \rightarrow D_{\frac{1}{4} \alpha}
\end{align*}
$$

are well defined, real analytic and depend smoothly on $\lambda \in \Lambda_{+}$.
Proof: (3.33) follows immediately from Lemma 3.3 and H6).
To show (3.32), we write $\phi_{F}^{t}=\left(\phi_{1}^{t}, \phi_{2}^{t}\right)^{\top}$, where $\phi_{1}^{t}, \phi_{2}^{t}$ are components of $\phi_{F}^{t}$ in the directions $x, y$ respectively. Let $(x, y) \in D_{\frac{1}{4} \alpha}$ and let $t_{*}=\operatorname{Sup}\left\{t \in[0,1]: \phi_{F}^{t}(x, y) \in D_{\alpha}\right\}$. Then for any $0 \leq t \leq t_{*}$,

$$
\begin{aligned}
& \left|\phi_{F 1}^{t}(x, y)-x\right| \leq \int_{0}^{t}\left|F_{y} \circ \phi_{F}^{u}\right|_{D_{\alpha}} \mathrm{d} u\left|\leq\left|F_{y}\right|_{\hat{D}(s)} \leq c_{4} s^{m-1} \mu \Gamma\left(r-r_{+}\right)<\frac{1}{16}\left(r-r_{+}\right),\right. \\
& \left|\phi_{F 2}^{t}(x, y)-y\right| \leq \int_{0}^{t}\left|F_{x} \circ \phi_{F}^{u}\right|_{D_{\alpha}} \mathrm{d} u\left|\leq\left|F_{x}\right|_{\hat{D}(s)} \leq c_{4} s^{m} \mu \Gamma\left(r-r_{+}\right)<\frac{1}{16} \alpha s .\right.
\end{aligned}
$$

It follows that $\left|\phi_{F 1}^{t}(x, y)\right|<r_{+}+\frac{3}{8}\left(r-r_{+}\right),\left|\phi_{F 2}^{t}(x, y)\right|<\frac{3}{8} \alpha s$, i.e., $\phi_{F}^{t}(x, y) \in D_{\frac{1}{2} \alpha} \subset$ $D_{\alpha}$. Thus, $t_{*}=1$ and (3.32) holds.

The above lemma implies that $\Phi_{+}: D_{+} \rightarrow D_{\frac{1}{2} \alpha}$ is well defined, symplectic and real analytic for all $\lambda \in \Lambda_{+}$. We now consider $\Phi_{+}$on the domain $\tilde{D}_{+}$.

Lemma 3.6 Assume H2), H3) and also the following:
H7) $c_{5} \mu \Gamma\left(r-r_{+}\right)<\frac{1}{8}\left(r-r_{+}\right)$;
H8) $c_{5} \mu \Gamma\left(r-r_{+}\right)+c_{3} \delta \mu<\beta-\beta_{+}$.
Let $F, y^{*}$ be the extended functions defined in Lemma 3.4 2). Then

$$
\begin{equation*}
\Phi_{+}=\phi_{F}^{1} \circ \phi: \hat{D}_{+} \rightarrow D(r, \beta) \tag{3.34}
\end{equation*}
$$

is of class $C^{m+2}$ and also depends $C^{d-1+\sigma_{0}}$ smoothly on $\lambda \in \Lambda_{0}$, where $\sigma_{0}$ is as in Lemma 3.4 2). Moreover, there is a constant $c_{6}$ such that

$$
\begin{equation*}
\left\|\Phi_{+}-i d\right\|_{C^{m+2, d-1+\sigma_{0}\left(\tilde{D}_{+} \times \Lambda_{0}\right)}} \leq c_{6} \mu \Gamma\left(r-r_{+}\right) . \tag{3.35}
\end{equation*}
$$

Proof: By a similar argument as in Lemma 3.5, it is easy to see that $\Phi_{+}$maps $\hat{D}_{+}$ into $D(r, \beta)$ for all $\lambda \in \Lambda_{0}$.

Let $X_{F}=\left(F_{y},-F_{x}\right)^{\top}$ be the vector field generated by $F$. We note that

$$
\begin{aligned}
& \phi_{F}^{t}=\mathrm{id}+\int_{0}^{t} X_{F} \circ \phi_{F}^{u} \mathrm{~d} u, \quad 0 \leq t \leq 1, \\
& \left\|X_{F}\right\|_{C^{m+2, d-1+\sigma_{0}}\left(\hat{D}\left(\beta_{0}\right) \times \Lambda_{0}\right)} \leq c\|F\|_{C^{m+3, d-1+\sigma_{0}}\left(\hat{D}\left(\beta_{0}\right) \times \Lambda_{0}\right)} .
\end{aligned}
$$

By applying Lemma 3.4 2) and the Gronwall inequality inductively, we have that, on $\tilde{D}_{+} \times \Lambda_{0}$,

$$
\begin{equation*}
\left|\phi^{t}-i d\right|,\left|\partial_{y} \phi_{F}^{t}-I_{2 n}\right|,\left|\partial_{y}^{j} \phi_{F}^{t}\right| \leq c \mu \Gamma\left(r-r_{+}\right), \quad 2 \leq|j| \leq m+2,0 \leq t \leq 1 . \tag{3.36}
\end{equation*}
$$

The lemma now follows from Lemma 3.4 2) and the identity

$$
\begin{equation*}
\Phi_{+}-i d=\left(\phi_{F}^{1}-i d\right) \circ \phi+\binom{0}{y^{*}} . \tag{3.37}
\end{equation*}
$$

### 3.6 Frequency property

Lemma 3.7 Assume H2),H3),H6). Then

$$
\left|\left\langle k, \omega_{+}(\lambda)\right\rangle\right|>\frac{\gamma_{+}}{|k|^{\tau}},
$$

for all $\lambda \in \Lambda_{+}$and $0<|k| \leq K_{+}$.
Proof: By H3), H6), we have

$$
c_{3} s^{m+1} \mu K_{+}^{\tau+1}<\gamma-\gamma_{+} .
$$

It follows from Lemma 3.3 that

$$
\begin{aligned}
\left|\left\langle k, \omega_{+}(\lambda)\right\rangle\right| & \geq|\langle k, \omega(\lambda)\rangle|-c_{3} \gamma_{0} s^{m-1} \mu K_{+} \\
& \geq \frac{\gamma}{|k|^{\tau}}-c_{3} \gamma_{0} s^{m-1} \mu K_{+}>\frac{\gamma_{+}}{|k|^{\tau}},
\end{aligned}
$$

as desired.

### 3.7 Estimate on $P_{+}$

Lemma 3.8 Assume H1)-H6). Then, there is a constant $c_{7}$ such that, on $D_{+} \times \Lambda_{+}$,

$$
\begin{equation*}
\left|\partial_{\lambda}^{l} P_{+}\right| \leq c_{7} \gamma^{d+m+5} s^{m} \mu^{2}\left(\Gamma^{2}\left(r-r_{+}\right)+1\right), \quad|l| \leq d . \tag{3.38}
\end{equation*}
$$

Proof: By Lemmas 3.1, 3.4 1) and (3.36), we see that, for all $|l| \leq d, 0 \leq t \leq 1$,

$$
\begin{aligned}
& \left|\partial_{\lambda}^{l}\left\{R_{t}, F\right\} \circ \phi_{F}^{t}\right|_{D_{\frac{1}{4}} \times \Lambda_{+}} \leq c \gamma^{d+m+5} s^{m} \mu^{2} \Gamma^{2}\left(r-r_{+}\right), \\
& \left|\partial_{\lambda}^{l}(P-R) \circ \phi_{F}^{1}\right|_{\frac{1}{4}} \times \Lambda_{+} \leq c \gamma^{d+m+5} s^{m} \mu^{2} \Gamma\left(r-r_{+}\right) .
\end{aligned}
$$

Hence, by (3.15),

$$
\left|\partial_{\lambda}^{l} \bar{P}_{+}\right|_{D_{\frac{1}{4} \alpha} \times \Lambda_{+}} \leq c \gamma^{d+m+5} s^{m} \mu^{2}\left(\Gamma^{2}\left(r-r_{+}\right)+1\right),|l| \leq d .
$$

Since, by (3.14),

$$
\left|\partial_{\lambda}^{l} p_{0 \jmath}\right|_{\Lambda_{+}} \leq c \gamma^{d+m+5} s^{m} \mu, \quad|l| \leq d,
$$

it follows from (3.24), (3.25) that

$$
\left|\partial_{\lambda}^{l} \psi\right|_{D_{+} \times \Lambda_{+}} \leq \gamma^{d+m+5} s^{m-|j|} \mu^{2}, \quad|l| \leq d .
$$

By (3.25), we also have

$$
\left|\partial_{\lambda}^{l} \phi\right|_{D_{+} \times \Lambda_{+}} \leq c \gamma^{d+m+5} s^{m-1} \mu, \quad|l| \leq d .
$$

The lemma now follows from (3.18) and the above estimates.
Let $c_{0}=\max \left\{1, c_{1}, \cdots, c_{7}\right\}$ and define

$$
\mu_{+}=8^{m} c_{0} \mu^{1+\sigma} .
$$

If we assume that
H9) $\mu^{\sigma}\left(\Gamma^{2}\left(r-r_{+}\right)+1\right) \leq \frac{\gamma_{+}^{d+m+5}}{\gamma^{d+m+5}}$,
then, on $D_{+} \times \Lambda_{+}$,

$$
\begin{aligned}
\left|\partial_{\lambda}^{l} P_{+}\right| & \leq 8^{m} c_{0} s_{+}^{m} \mu^{1+\sigma} \mu^{1-2 \sigma-\frac{m}{m+1}}\left(\mu^{\sigma} \gamma^{d+m+5}\left(\Gamma^{2}\left(r-r_{+}\right)+1\right)\right) \\
& \leq \gamma_{+}^{d+m+5} s_{+}^{m} \mu_{+}, \quad|l| \leq d .
\end{aligned}
$$

This completes one cycle of KAM steps.

## 4 Proof of Main Results

### 4.1 Iteration Lemma

Consider (2.1) and let $r_{0}, s_{0}, \gamma_{0}, \beta_{0}, \mu_{0}, \Lambda_{0}, H_{0}, N_{0}, e_{0}, \omega_{0}, h_{0}, A_{0}, \hat{h}_{0}, P_{0}$ be given at the beginning of Section 3 and let $\hat{D}_{0}=D\left(r_{0}, \beta_{0}\right), K_{0}=0$. We define the following sequences
inductively for all $\nu=1,2, \cdots$ :

$$
\begin{aligned}
r_{\nu} & =r_{0}\left(1-\sum_{i=1}^{\nu} \frac{1}{2^{i+1}}\right) \\
s_{\nu} & =\frac{1}{8} \alpha_{\nu-1} s_{\nu-1} \\
\alpha_{\nu} & =\mu_{\nu}^{2 \sigma}=\mu_{\nu}^{\frac{1}{m+1}} \\
\mu_{\nu} & =8^{m} c_{0} \mu_{\nu-1}^{1+\sigma} \\
\beta_{\nu} & =\beta_{0}\left(1-\sum_{i=1}^{\nu} \frac{1}{2^{i+1}}\right) \\
\gamma_{\nu} & =\gamma_{0}\left(1-\sum_{i=1}^{\nu} \frac{1}{2^{i+1}}\right) \\
K_{\nu} & =\left(\left[\log \left(\frac{1}{\mu_{\nu-1}}\right)\right]+1\right)^{3 \eta}, \\
\Lambda_{\nu} & =\left\{\lambda \in \Lambda_{\nu-1}:\left|\left\langle k, \omega_{\nu-1}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu-1}}{|k|^{\tau}} \quad \text { for all } 0<|k| \leq K_{\nu}\right\} \\
D_{\nu} & =D\left(r_{\nu}, s_{\nu}\right) \\
\tilde{D}_{\nu} & =D\left(r_{\nu}+\frac{3}{4}\left(r_{\nu-1}-r_{\nu}\right), \beta_{\nu}\right) .
\end{aligned}
$$

Lemma 4.1 If (3.4) holds for a sufficiently small $\mu_{0}=\mu_{0}\left(r_{0}, \beta_{0}, m, d, \tau\right)$, or equivalently, $\mu=\mu(r, s, m, d, \tau)$, then the KAM step described in Section 3 is valid for all $\nu=0,1, \cdots$, resulting in sequences:

$$
\Lambda_{\nu}, H_{\nu}, N_{\nu}, e_{\nu}, \omega_{\nu}, h_{\nu}, A_{\nu}, \hat{h}_{\nu}, P_{\nu}, \Phi_{\nu}
$$

$\nu=1,2, \cdots$, with the following properties.

1) $\Phi_{\nu}: \hat{D}_{\nu} \times \Lambda_{0} \longrightarrow \hat{D}_{\nu-1}, D_{\nu} \times \Lambda_{\nu} \longrightarrow D_{\nu-1}$ is symplectic for each $\lambda \in \Lambda_{0}$ or $\Lambda_{\nu}$, and is of class $C^{m+2, d-1+\sigma_{0}}$, $C^{\alpha, d}$, respectively, where $\alpha$ stands for real analyticity and $0<\sigma_{0}<1$ is fixed, and,

$$
\begin{equation*}
\left\|\Phi_{\nu}-i d\right\|_{C^{m+2, d-1+\sigma_{0}\left(\hat{D}_{\nu} \times \Lambda_{0}\right)}} \leq \frac{\mu^{\frac{1}{2}}}{2^{\nu}} \tag{4.1}
\end{equation*}
$$

Moreover, on $\hat{D}_{\nu} \times \Lambda_{\nu}$,

$$
H_{\nu}=H_{\nu-1} \circ \Phi_{\nu}=N_{\nu}+P_{\nu},
$$

where

$$
\begin{aligned}
H_{\nu} & =N_{\nu}+P_{\nu}, \\
N_{\nu} & =e_{\nu}+\left\langle\omega_{\nu}, y\right\rangle+h_{\nu}, \\
h_{\nu} & =\frac{1}{2}\left\langle y, A_{\nu} y\right\rangle+\hat{h}_{\nu},
\end{aligned}
$$

$A_{\nu}$ is real symmetric with its $n \times n$ ordered principal minor $\mathcal{A}_{\nu}$ being non-singular on $\Lambda_{\nu}, \hat{h}_{\nu}=O\left(|y|^{3}\right)$.
2) $\left(\omega_{\nu}(\lambda)\right)_{q}=\left(\omega_{\nu}(\lambda)\right)_{q}$ for all $q=1,2, \cdots, n$ and $\lambda \in \Lambda_{\nu}$.
3) For all $|l| \leq d$,

$$
\begin{align*}
& \left|\partial_{\lambda}^{l} e_{\nu}-\partial_{\lambda}^{l} e_{\nu-1}\right|_{\Lambda_{\nu}} \leq \gamma_{0}^{d+m+4} \frac{\mu}{2^{\nu}},  \tag{4.2}\\
& \left|\partial_{\lambda}^{l} e_{\nu}-\partial_{\lambda}^{l} e_{0}\right|_{\Lambda_{\nu}} \leq \gamma_{0}^{d+m+4} \mu,  \tag{4.3}\\
& \left|\partial_{\lambda}^{l} \omega_{\nu}-\partial_{\lambda}^{l} \omega_{\nu-1}\right|_{\Lambda_{\nu}} \leq \gamma_{0}^{d+m+4} \frac{\mu}{2^{\nu}},  \tag{4.4}\\
& \left|\partial_{\lambda}^{l} \omega_{\nu}-\partial_{\lambda}^{l} \omega_{0}\right|_{\Lambda_{\nu}} \leq \gamma_{0}^{d+m+4} \mu,  \tag{4.5}\\
& \left|\partial_{\lambda}^{l} \partial_{y}^{j} h_{\nu}-\partial_{\lambda}^{l} \partial_{y}^{j} h_{\nu-1}\right|_{D\left(s_{\nu}\right) \times \Lambda_{\nu}} \leq \gamma_{0}^{d+m+4} \frac{\mu^{\frac{1}{2}}}{2^{\nu}}, \quad|j| \leq m+1,  \tag{4.6}\\
& \left|\partial_{\lambda}^{l} \partial_{y}^{j} h_{\nu}-\partial_{D\left(s_{\nu}\right) \times \lambda}^{l} \partial_{y}^{j} h_{0}\right|_{\Lambda_{\nu}} \leq \gamma_{0}^{d+m+4} \mu^{\frac{1}{2}}, \quad|j| \leq m+1,  \tag{4.7}\\
& \left|\partial_{\lambda}^{l} P_{\nu}\right|_{D_{\nu} \times \Lambda_{\nu}} \leq \gamma_{\nu}^{d+m+5} s_{\nu}^{m} \mu_{\nu} . \tag{4.8}
\end{align*}
$$

4) $\Lambda_{\nu}=\left\{\lambda \in \Lambda_{\nu-1}:\left|\left\langle k, \omega_{\nu-1}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu-1}}{|k|^{\tau}}\right.$ for all $\left.K_{\nu-1}<|k| \leq K_{\nu}\right\}$.

Proof: The proof amounts to the verification of H 1$)-\mathrm{H} 9)$ for all $\nu$. For simplicity, we let $r_{0}=\beta_{0}=1$.

First, it is obvious from (3.1) that H 3 ) holds for $\nu=0$. By choosing $\mu_{0}$ small, we also see that H2), H4)-H9) hold for $\nu=0$ and H6) holds for all $\nu$.

By the definition of $\mu_{\nu}$, we have that

$$
\begin{equation*}
\mu_{\nu}=\left(8^{m} c_{0}\right)^{(1+\sigma)^{\nu}-1} \mu_{0}^{(1+\sigma)^{\nu}} . \tag{4.9}
\end{equation*}
$$

Let $\zeta \gg 1$ be fixed and $\mu_{0}$ be sufficiently small such that

$$
\begin{equation*}
\mu_{0}<\left(\frac{1}{8^{m} c_{0} \zeta}\right)^{\sigma}<1 . \tag{4.10}
\end{equation*}
$$

Then

$$
\begin{align*}
\mu_{1}= & 8^{m} c_{0} \mu_{0}^{1+\sigma}<\frac{1}{\zeta} \mu_{0}<1 \\
\mu_{2}= & 8^{m} c_{0} \mu_{1}^{1+\sigma}<\frac{1}{\zeta} \mu_{1}<\frac{1}{\zeta^{2}} \mu_{0} \\
& \cdots \cdots  \tag{4.11}\\
\mu_{\nu}= & 8^{m} c_{0} \mu_{\nu-1}^{1+\sigma}<\cdots<\frac{1}{\zeta^{\nu}} \mu_{0} .
\end{align*}
$$

Denote

$$
\Gamma_{\nu}=\Gamma\left(r_{\nu}-r_{\nu+1}\right) .
$$

We note that

$$
\begin{equation*}
r_{\nu}-r_{\nu+1}=\frac{1}{2^{\nu+2}}=\frac{\beta_{\nu}-\beta_{\nu+1}}{\beta_{0}} . \tag{4.12}
\end{equation*}
$$

Since

$$
\begin{aligned}
\Gamma_{\nu} & \leq \int_{1}^{\infty} \lambda^{(d+m+6) \tau+d+m+6} e^{-\frac{\lambda}{2^{\nu+6}}} \mathrm{~d} \lambda \\
& \leq([(d+m+6) \tau]+d+m+7)!2^{(\nu+6)((d+m+6) \tau+d+m+6)},
\end{aligned}
$$

it is clear that if $\zeta$ is sufficiently large, then

$$
\begin{equation*}
\mu_{\nu}^{\sigma} \Gamma_{\nu}^{i}<\mu_{\nu}^{\sigma}\left(\Gamma_{\nu}^{i}+1\right)<\frac{\gamma_{\nu+1}^{d+m+5}}{\gamma_{\nu}^{d+m+5}}, \quad i=1,2 . \tag{4.13}
\end{equation*}
$$

In particular, H 9 ) holds for all $\nu \geq 1$, and,

$$
\begin{equation*}
\mu_{\nu} \Gamma_{\nu} \leq \mu_{\nu}^{1-\sigma} \leq \frac{\mu_{0}^{1-\sigma}}{\zeta^{(1-\sigma) \nu}} . \tag{4.14}
\end{equation*}
$$

By (4.12) and (4.14), it is easy to see that if $\zeta$ is sufficiently large and $\mu_{0}$ is sufficiently small, then H4), H5), H7), H8) hold for all $\nu \geq 1$.

Since

$$
\int_{K_{\nu+1}}^{\infty} t^{d+m} e^{-\frac{t}{2^{\nu+3}}} \mathrm{~d} t \leq(d+m+1)!2^{(\nu+6)(d+m)} K_{\nu+1}^{n} e^{-\frac{K_{\nu+1}}{2^{\nu+2}}},
$$

it follows from (4.9) and the inequality $(1+\sigma)^{\eta}>2$ that H 1$)$ holds for all $\nu \geq 0$ as $\mu_{0}$ small.

For the verification of H3), we observe by (4.11) that

$$
\frac{1}{4}\left(M^{*}+1\right) \mu_{\nu-1}^{2 \sigma} K_{\nu+1}^{\tau+1}<\frac{1}{2^{\nu+2}},
$$

as $\mu_{0}$ small. Then

$$
2\left(M^{*}+1\right) s_{\nu} K_{\nu+1}^{\tau+1} \leq \frac{s_{\nu-1}}{4}\left(M^{*}+1\right) \mu_{\nu-1}^{2 \sigma} K_{\nu+1}^{\tau+1} \leq \frac{s_{0}}{2^{\nu+2}}<\frac{\gamma_{0}}{2^{\nu+2}}<\gamma_{\nu}-\gamma_{\nu+1},
$$

which verifies H 3 ) for all $\nu \geq 1$.
Let $\zeta^{1-\sigma} \geq 2$ in (4.10), (4.11). We have by (3.1)-(3.3) that if $\mu_{0}$ is sufficiently small, then the following holds for all $\nu \geq 1$ :

$$
\begin{align*}
& c_{0} \mu_{\nu} \leq \frac{\mu_{0}}{2^{\nu}} \leq \frac{\mu^{\frac{1}{2}}}{2^{\nu}},  \tag{4.15}\\
& c_{0} \mu_{\nu} \Gamma_{\nu} \leq \frac{\mu_{0}^{1-\sigma}}{2^{\nu}} \leq \frac{\mu^{\frac{1}{2}}}{2^{\nu}},  \tag{4.16}\\
& c_{0} s_{\nu}^{m-1} \mu_{\nu} \leq \frac{\mu_{0}^{1+2 \sigma(m-1)} s_{0}^{m-1}}{2^{\nu+3}} \leq \frac{\left(\mu_{0} s_{0}^{m}\right)}{2^{\nu}} \frac{\mu_{0}^{2 \sigma(m-1)}}{8 s_{0}} \leq \frac{\mu}{2^{\nu}} . \tag{4.17}
\end{align*}
$$

The verification of H 2 ) follows from (4.15) and an inductive application of (3.28) for all $\nu=0,1, \cdots$.

Above all, the KAM steps described in Section 3 are valid for all $\nu$, which gives the desired sequences stated in the lemma.

Now, 1) follows from Lemma 3.7, 2) follows from (3.20) and induction, (4.2), (4.4), (4.6) follow from (4.15), (4.17) and Lemma 3.3, and (4.8) follows from Lemma 3.8 and H9). By adding up (4.2), (4.4), (4.6) for all $\nu=1,2, \cdots$, we also obtain (4.3), (4.5), (4.7) respectively.
4) clearly holds for $\nu=0$. We now assume that $\nu>0$. Then by Lemma 3.6,

$$
\Lambda_{\nu}=\left\{\lambda \in \lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu}}{|k|^{\tau}}, \quad 0<|k| \leq K_{\nu}\right\} .
$$

Hence

$$
\begin{aligned}
\Lambda_{\nu+1}= & \left\{\lambda \in \Lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu}}{|k|^{\tau}}, 0<|k| \leq K_{\nu+1}\right\} \\
= & \left\{\lambda \in \Lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu}}{|k|^{\tau}}, 0<|k| \leq K_{\nu}\right\} \\
& \cap\left\{y_{0} \in \Lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu}}{|k|^{\tau}}, K_{\nu}<|k| \leq K_{\nu+1}\right\} \\
= & \Lambda_{\nu} \cap\left\{y_{0} \in \Lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu}}{|k|^{\tau}}, K_{\nu}<|k| \leq K_{\nu+1}\right\} \\
= & \left\{y_{0} \in \Lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right|>\frac{\gamma_{\nu}}{|k|^{\tau}}, K_{\nu}<|k| \leq K_{\nu+1}\right\} .
\end{aligned}
$$

The lemma is now complete.

### 4.2 Convergence

Let

$$
\Psi^{\nu}=\Phi_{1} \circ \Phi_{2} \circ \cdots \circ \Phi_{\nu}, \quad \nu=1,2, \cdots .
$$

Then $\Psi^{\nu}: \tilde{D}_{\nu} \times \Lambda_{0} \rightarrow \tilde{D}_{0}$, and,

$$
\begin{aligned}
& H_{0} \circ \Psi^{\nu}=H_{\nu}=N_{\nu}+P_{\nu}, \\
& N_{\nu}=e_{\nu}+\left\langle\omega_{\nu}(\lambda), y\right\rangle+h_{\nu}(y, \lambda),
\end{aligned}
$$

$\nu=0,1, \cdots$, where $\Psi_{0}=i d$. Using (4.1) and the identity

$$
\Psi^{\nu}=i d+\sum_{i=1}^{\nu}\left(\Psi_{i}-\Psi_{i-1}\right)
$$

it is easy to see that $\Psi^{\nu}$ converges in $C^{m+1, d-1+\sigma_{0}}\left(D\left(\frac{r_{0}}{2}, \frac{\beta_{0}}{2}\right) \times \Lambda_{0}\right)$ norm to a function $\Psi^{\infty} \in C^{m, d-1}\left(D\left(\frac{r_{0}}{2}, \frac{\beta_{0}}{2}\right) \times \Lambda_{0}\right)$ such that $\Psi_{\lambda}=\Psi^{\infty}(\cdot, \lambda), \lambda \in \Lambda_{0}$, are symplectic and $C^{m}$ uniformly close to the identity. Let

$$
\Lambda_{*}=\bigcap_{\nu \geq 0} \Lambda_{\nu}
$$

Then $\left\{\Psi_{\lambda}: \lambda \in \Lambda_{*}\right\}$ is a $C^{d-1}$ Whitney smooth family of analytic symplectic transformations on $D\left(\frac{r_{0}}{2}, \frac{s_{0}}{2}\right)$. By Lemma 4.1, it is also clear that $e_{\nu}, \omega_{\nu}$ converge uniformly on $\Lambda_{*}$ and $h_{\nu}$ converge uniformly on $D\left(\frac{s_{0}}{2}\right) \times \Lambda_{*}$. Denote $e_{\infty}, \omega_{\infty}, h_{\infty}$ as the limit of $e_{\nu}, \omega_{\nu}, h_{\nu}$ respectively. Then, on $D\left(\frac{s_{0}}{2}\right) \times \Lambda_{*}, N_{\nu}$ converge uniformly to

$$
N_{\infty}=e_{\infty}+\left\langle\omega_{\infty}(\lambda), y\right\rangle+h_{\infty}(y, \lambda) .
$$

Hence, on $D\left(\frac{r_{0}}{2}, \frac{s_{0}}{2}\right) \times \Lambda_{*}$,

$$
P_{\nu}=H_{0} \circ \Psi^{\nu}-N_{\nu},
$$

converge uniformly to

$$
P_{\infty}=H_{0} \circ \Psi^{\infty}-N_{\infty} .
$$

Since $P_{\nu}$ is real analytic on $D_{\nu}$ and

$$
\left|P_{\nu}\right|_{D_{\nu}} \leq \gamma_{\nu}^{d+m+5} s_{\nu}^{m} \mu_{\nu}
$$

the Cauchy estimate yields that

$$
\left|\partial_{y}^{j} P_{\nu}\right|_{D\left(r_{\nu+m}, \frac{1}{2} s_{\nu}\right)} \leq\left(\frac{m}{r_{0}}\right)^{m} 2^{m \nu+\frac{m}{2}+2} \gamma_{\nu}^{d+m+5} \mu_{\nu}, \quad|j| \leq m .
$$

By (4.9), the right hand side of the above converges to 0 as $\nu \rightarrow \infty$, provided that $\mu$ (hence $\left.\mu_{0}\right)$ is sufficiently small. Thus, on $D\left(\frac{r_{0}}{2}, 0\right) \times \Lambda_{*}$,

$$
\partial_{y}^{j} P_{\infty}=0, \quad|j| \leq m
$$

Hence for each $\lambda \in \Lambda_{*}, T^{d} \times\{0\}$ is an analytic invariant torus of $H_{\infty}$ with the toral frequency $\omega_{\infty}(\lambda)$, which, by definition of $\Lambda_{\nu}$ and Lemma 4.12 ), satisfies

$$
\begin{aligned}
\left|\left\langle k, \omega_{\infty}(\lambda)\right\rangle\right| & >\frac{\gamma}{2|k|^{\tau}}, \text { for all } k \in Z^{d} \backslash\{0\}, \\
\left(\omega_{\infty}(\lambda)\right)_{q} & \equiv\left(\omega_{0}(\lambda)\right)_{q}, \text { for all } 1 \leq q \leq n .
\end{aligned}
$$

Following the Whitney extension of $\Psi^{\nu}$ 's, all $e_{\nu}, \omega_{\nu}, h_{\nu}, P_{\nu}, \nu=0,1, \cdots$, admit uniform $C^{d-1+\sigma_{0}}$ extensions in $\lambda \in \Lambda_{0}$ with derivatives in $\lambda$ up to order $d-1$ satisfying the same estimates (4.2)-(4.8). Thus, $e_{\infty}, \omega_{\infty}, h_{\infty}, P_{\infty}$ are $C^{d-1}$ Whitney smooth in $\lambda \in \Lambda_{*}$, and, the derivatives of $\left(e_{\infty}-e_{0}\right),\left(\omega_{\infty}-\omega_{0}\right),\left(h_{\infty}-h_{0}\right)$ satisfy similar estimates as in (4.3),(4.5),(4.7). Consequently, the perturbed tori form a $C^{d-1}$ Whitney smooth family on $\Lambda_{*}$.

### 4.3 Measure estimate

Lemma 4.2 Let $\Lambda \subset R^{d}$, $d>1$, be a bounded closed region and let $g: \Lambda \rightarrow R^{d}$ be such that

$$
\operatorname{rank}\left\{\frac{\partial^{\alpha} g}{\partial \lambda^{\alpha}}:|\alpha| \leq d-1\right\}=d
$$

Then for a fixed $\tau>d(d-1)-1$

$$
\left|\left\{\lambda \in \Lambda:|\langle g(\lambda), k\rangle| \leq \frac{\gamma}{|k|^{\tau}}\right\}\right| \leq c(\Lambda, d, \tau)\left(\frac{\gamma}{|k|^{\tau+1}}\right)^{\frac{1}{d-1}}, \quad k \in Z^{d} \backslash\{0\}, \gamma>0 .
$$

Proof: See Theorem B in [27]. We note that the constant $c$ above does not depend on $g$ but rather on a lower bound of the derivatives of $g$ up to order $d-1$.

The following measure estimate is adopted from [19]. We consider the following three cases.

Case 1: $d_{0}=d$. Let

$$
\begin{array}{ll}
R_{k}^{\nu+1}=\left\{\lambda \in \Lambda_{\nu}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right| \leq \frac{\gamma_{\nu}}{|k|^{\tau}}\right\}, & k \in R^{d} \backslash\{0\}, \\
\hat{R}_{k}^{\nu+1}=\left\{\lambda \in \Lambda_{0}:\left|\left\langle k, \omega_{\nu}(\lambda)\right\rangle\right| \leq \frac{\gamma_{\nu}}{|k|^{\tau}}\right\}, & k \in R^{d} \backslash\{0\},
\end{array}
$$

for all $\nu=0,1, \cdots$. Then by Lemma 4.14 ),

$$
\Lambda_{\nu+1}=\Lambda_{\nu} \backslash \bigcup_{K_{\nu}<|k| \leq K_{\nu+1}} R_{k}^{\nu+1}
$$

and,

$$
\Lambda_{0} \backslash \Lambda_{*}=\bigcup_{\nu=0}^{\infty} \bigcup_{K_{\nu}<|k| \leq K_{\nu+1}} R_{k}^{\nu+1} .
$$

Since (4.5) is also satisfied by the extended toral frequencies $\omega_{\nu}$ on $\Lambda_{0}$, A1) implies that if $\mu$ is sufficiently small, then

$$
\operatorname{rank}\left\{\frac{\partial^{\alpha} \omega_{\nu}}{\partial \lambda^{\alpha}}:|\alpha| \leq d-1\right\}=d
$$

for all $\lambda \in \Lambda_{0}, \nu=0,1, \cdots$. It follows from Lemma 4.2 that

$$
\left|R_{k}^{\nu+1}\right| \leq\left|\hat{R}_{k}^{\nu+1}\right| \leq c\left(\frac{\gamma}{|k|^{\tau+1}}\right)^{\frac{1}{d-1}}
$$

for all $k \in Z^{d} \backslash\{0\}$ and $\nu=0,1, \cdots$, where $c$ is a constant independent of $\nu$. Hence

$$
\begin{aligned}
\left|\Lambda_{0} \backslash \Lambda_{*}\right| & \leq \sum_{\nu=0}^{\infty} \sum_{K_{\nu}<|k| \leq K_{\nu+1}}\left|R_{k}^{\nu+1}\right| \leq c \gamma^{\frac{1}{d-1}} \sum_{\nu=0}^{\infty} \sum_{K_{\nu}<|k| \leq K_{\nu+1}} \frac{1}{|k|^{\frac{\tau+1}{d-1}}} \\
& =O\left(\gamma^{\frac{1}{d-1}}\right)=O\left(\gamma^{\frac{1}{d_{*}-1}}\right)
\end{aligned}
$$

as desired.
Case 2: $d_{0}<d$. Let $\bar{\Lambda}=[1,2]^{d-d_{0}}$ and define

$$
\begin{aligned}
& \tilde{\Lambda}=\Lambda_{0} \times \bar{\Lambda}, \\
& \tilde{\Lambda}_{*}=\Lambda_{*} \times \bar{\Lambda} \\
& \tilde{\lambda}=(\lambda, \bar{\lambda})^{\top}, \quad \bar{\lambda} \in \bar{\Lambda} \\
& \tilde{\omega}_{\nu}(\tilde{\lambda})=\omega_{\nu}(\lambda), \quad \nu=0,1, \cdots, \tilde{\lambda} \in \tilde{\Lambda} .
\end{aligned}
$$

Then it is clear that

$$
\operatorname{rank}\left\{\frac{\partial^{\alpha} \tilde{\omega}_{\nu}}{\partial \tilde{\lambda}^{\alpha}}:|\alpha| \leq d-1\right\}=d
$$

on $\tilde{\Lambda}$ for all $\nu=0,1, \cdots$, as $\mu$ sufficiently small. Similar to Case 1 , we have that

$$
\left|\tilde{\Lambda} \backslash \tilde{\Lambda}_{*}\right|=O\left(\gamma^{\frac{1}{d-1}}\right)
$$

By Fubini's theorem,

$$
\left|\Lambda_{0} \backslash \Lambda_{*}\right|=O\left(\gamma^{\frac{1}{d-1}}\right)=O\left(\gamma^{\frac{1}{d_{*}-1}}\right)
$$

as desired.
Case 3: $d_{0}>d$. For any $\lambda \in \Lambda_{0}, \mathbf{A 1}$ ) implies that there exist indexes

$$
\alpha^{i} \in\left\{\alpha \in Z_{+}^{d_{0}}:|\alpha| \leq d-1\right\}, \quad i=0,1, \cdots, d-1,
$$

such that

$$
\operatorname{rank}\left\{\frac{\partial^{\alpha^{i}} \omega}{\partial \lambda^{\alpha^{i}}}(\lambda): i=0,1, \cdots, d-1\right\}=d .
$$

Since $\operatorname{rank}\left\{\frac{\partial \omega}{\partial \lambda}(\lambda)\right\} \leq d$, there are $\lambda_{i_{1}}, \lambda_{i_{2}}, \cdots, \lambda_{i_{d_{0}-d}}$ such that

$$
\frac{\partial \omega}{\partial \lambda_{i_{j}}}(\lambda) \notin\left\{\frac{\partial^{\alpha^{i}} \omega}{\partial \lambda^{\alpha^{i}}}(\lambda): i=0,1, \cdots, d-1\right\}, \quad j=1,2, \cdots, d_{0}-d .
$$

Define

$$
\begin{aligned}
& \Omega(\lambda)=\left(\lambda_{i_{1}}, \lambda_{i_{2}}, \cdots, \lambda_{i_{d_{0}-d}}\right)^{\top}, \quad \lambda \in \Lambda_{0}, \\
& \tilde{\omega}_{\nu}(\lambda)=\left(\omega_{\nu}(\lambda), \Omega(\lambda)\right)^{\top}, \quad \nu=0,1, \cdots, \lambda \in \Lambda_{0}, \\
& \tilde{R}_{k}^{\nu+1}=\left\{\lambda \in \Lambda_{\nu}:\left|\left\langle k, \tilde{\omega}_{\nu}(\lambda)\right\rangle\right| \leq \frac{\gamma_{\nu}}{|k|^{\tau}}\right\}, \quad k \in Z^{d_{0}} \backslash\{0\}, \nu=0,1, \cdots, \\
& \tilde{\Lambda}_{\nu+1}=\tilde{\Lambda}_{\nu} \backslash \bigcup_{K_{\nu}<|k| \leq K_{\nu+1}} \tilde{R}_{k}^{\nu+1}, \quad \nu=0,1, \cdots, \\
& \tilde{\Lambda}_{*}=\bigcap_{\nu \geq 0} \tilde{\Lambda}_{\nu} .
\end{aligned}
$$

Then

$$
\operatorname{rank}\left\{\frac{\partial^{\alpha^{i}} \tilde{\omega}_{\nu}}{\partial \lambda^{\alpha^{i}}}(\lambda): i=0,1, \cdots, d-1 ; \frac{\partial \tilde{\omega}_{\nu}}{\partial \lambda_{i_{j}}}(\lambda): j=1, \cdots, d_{0}-d\right\}=d_{0}
$$

on $\Lambda_{0}$ for all $\nu=0,1, \cdots$. It follows that

$$
\operatorname{rank}\left\{\frac{\partial^{\alpha} \tilde{\omega}_{\nu}}{\partial \lambda^{\alpha}}: \forall|\alpha| \leq d_{0}-1\right\}=d_{0}
$$

on $\Lambda_{0}$ for all $\nu=0,1, \cdots$. Similar to Case 1), we have that

$$
\left|\Lambda \backslash \tilde{\Lambda}_{*}\right|=O\left(\gamma^{\frac{1}{d_{0}-1}}\right)=O\left(\gamma^{\frac{1}{d_{*}-1}}\right) .
$$

Since $\tilde{\Lambda}_{*} \subset \Lambda_{*}$,

$$
\left|\Lambda_{0} \backslash \Lambda_{*}\right| \leq\left|\Lambda_{0} \backslash \tilde{\Lambda}_{*}\right|=O\left(\gamma^{\frac{1}{d_{*}-1}}\right)
$$

as desired. This proves part 1) of Theorem A.
Given the convergence in Section 4.2, part 2) of Theorem A clearly follows from Lemma 4.1 2).

### 4.4 Proof of Corollary

Without loss of generality, we assume that $M$ admits a global coordinate, i.e., there is a bounded closed region $\Lambda \in R^{d_{0}}$ and a $C^{l_{0}}$ diffeomorphism $y: \Lambda \rightarrow M$ such that $M=y(\Lambda)$. Let $\lambda \in \Lambda$ and consider the transformation

$$
y \mapsto y+y(\lambda) .
$$

Then (1.1) gives rise to

$$
H(x, y, \lambda, \varepsilon)=e(\lambda)+\langle\omega(\lambda), y\rangle+h(y, \lambda)+P(x, y, \lambda, \varepsilon),
$$

where

$$
\begin{aligned}
e(\lambda) & =N(y(\lambda)), \\
\omega(\lambda) & =\frac{\partial N}{\partial y}(y(\lambda)), \\
h(y, \lambda) & =\frac{1}{2}\langle y, A(\lambda) y\rangle+\hat{h}(y, \lambda), \\
A(\lambda) & =\frac{\partial^{2} N}{\partial y^{2}}(y(\lambda)), \\
\hat{h}(y, \lambda) & =O\left(|y|^{3}\right), \\
P(x, y, \lambda, \varepsilon) & =\varepsilon P(x, y+y(\lambda), \varepsilon) .
\end{aligned}
$$

Let $r$ be fixed and take

$$
s=\varepsilon^{\frac{1}{2 m+l_{0}+5}}, \quad \gamma=\varepsilon^{\frac{1}{2\left(2 m+l_{0}+5\right)}}, \quad \mu=\varepsilon^{\frac{2}{2 m+l_{0}+5}} .
$$

Then (2.2) holds and the Corollary follows immediately from the theorem as $\varepsilon$ sufficiently small.

### 4.5 Proof of Theorem B

By choosing $\lambda, \Lambda$ as in the Section 4.4 above with the present $M$, the proof of Theorem B essentially follows from that of Theorem A, except that the translation

$$
\phi: x \rightarrow x, \quad y \rightarrow y+y^{*}
$$

in Section 3.3 should be defined for the purpose of eliminating the energy drift at each KAM step.

In the case of part 1) of Theorem $\mathrm{B}, y_{*}$ is defined so that $e_{+}=e=E$. Hence, instead of (3.17), we consider the equation

$$
\left\langle\omega, y^{*}\right\rangle+\frac{1}{2}\left\langle y^{*}, A y^{*}\right\rangle+\hat{h}\left(y^{*}\right)+[R]\left(y^{*}\right)=0
$$

which, by the implicit function theorem, clearly admits a local smooth solution $y^{*}$ on $M$.
In the case of part 2) of Theorem $\mathrm{B}, y_{*}$ is defined so that $e_{+}=e=E$, and,

$$
\left[\omega_{+, i_{1}}: \cdots: \omega_{+, i_{n}}\right]=\left[\omega_{i_{1}}: \cdots: \omega_{i_{n}}\right] .
$$

Hence, instead of (3.17), we consider the equations

$$
\begin{aligned}
& \left(\mathcal{A}+\frac{\partial \hat{h}}{\partial\left(y_{i_{1}}, \cdots, y_{i_{n}}\right)}\left(y^{*}\right)\right)\left(y_{i_{1}}^{*}, \cdots, y_{i_{n}}^{*}\right)^{\top}-t^{*}\left(\omega_{i_{1}}: \cdots: \omega_{i_{n}}\right)^{\top}=-\left(p_{01, i_{1}}, \cdots, p_{01, i_{n}}\right)^{\top}, \\
& \left\langle\left(\omega_{i_{1}}, \cdots, \omega_{i_{n}}\right)^{\top},\left(y_{i_{1}}^{*}, \cdots, y_{i_{n}}^{*}\right)^{\top}\right\rangle+\frac{1}{2}\left\langle y^{*}, A y^{*}\right\rangle+\hat{h}\left(y^{*}\right)+[R]\left(y^{*}\right)=0,
\end{aligned}
$$

which, by the sub-isoenergetic nondegenerate condition A1)" and the implicit function theorem, admits a local smooth solution $\left(y^{*}, t^{*}\right), y^{*} \in M, t^{*} \in R^{1}$, such that $y_{j}^{*}=0$ if $j \notin\left\{i_{1}, \cdots, i_{n}\right\}$.

Let $\phi_{F}^{1}$ be as in Section 3 and $\phi$ be as in the above. Then under the symplectic transformation

$$
\Phi_{+}=\phi_{F}^{1} \circ \phi,
$$

the new Hamiltonian reads

$$
\begin{aligned}
H \circ \Phi_{+} & =N_{+}+P_{+}, \\
N_{+} & =\bar{N}_{+} \circ \phi-\psi=E+\left\langle\omega_{+}, y\right\rangle+h_{+}(y), \\
P_{+} & =\bar{P}_{+} \circ \phi+\psi,
\end{aligned}
$$

where, with respect to $y^{*}$ defined above,

$$
\omega_{+}=\omega+p_{01}+A y^{*}+\partial_{y} \hat{h}\left(y^{*}\right),
$$

and, $h_{+}(y), A_{+}, \hat{h}_{+}(y), \psi$ have the same forms as in (3.21)-(3.24). Thus, with estimates on the present $y^{*}$ similar to those in Sections 3.4, 3.5, the remaining proof of Theorem A is valid.

Part 3) of Theorem B is a special case of part 3) of the Corollary.
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