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SUMMARY

The Holland Vocational Preference Inventory (VPI) was adminis-
tered to 544 undergraduates at the Georgia Institute of Technology. The
purpose was both the evaluation of a theoretical model by Holland of
vocational choice and to test the criterion related validity of the VPI.
Student choice of area-of-study major curriculum was the criterion used.
Investigation of vocational choices of women in previously "masculine"
fields of study was a further objective.

Results indicated the VPI was very effective at differentiating
between choice of field of study in this sample. Furthermore, the theo-
retical model of vocational choice was also suitable for the sample used
in this thesis.

Another result is that constant differences between the sexes
are to be found across the different majors on most of the VPI scales.
Interactions of sex with major were found only in two of the four analy-
ses and 1nvo1§ed only a few of the VPI scales. This suggests that with
few exceptions when constant sex differences are controlled, men and

women vary in about the same way in different fields of study.




CHAPTER 1
INTRODUCTION

Yocational choices have long been studied by psychologists
(Strong, 1943; Holland, 1966, Roe, 1956; Darley, 1938; Super and Crites,
1962; Kuder, 1970). Possibly in no other area has psychology provided
so much practical help for the layman (Hobson and Hayes, 1968).
Millions have taken the vocational interest inventories that have been
developed by these researchers.

Good theories of vocational choice have not developed as exten-
sively as have the inventories of vocational choice. Super and Crites
(1962) proposed a theory that interests become more focused as develop-
ment proceeds. More recently, Roe and Klos {1962) have proposed a theory
based on need gratification, involving two types of needs: (1) inter-
personal needs -- needs for a certain type or level of interpersonal
interaction; (2) level of responsibility needs -- need to have influence
over other people. Their expectation is that different occupations will
fulfill these needs to varying degrees. Roe's theory has not in general
been supported, but Hi1l (1974) found some evidence for its authenticity.

Over a twenty year period, Holland (1958, 1966) has proposed a
theory that vocational preference is a function of one's self-concept.
He suggests that people in similar occupations have similar personalities.
The Holland theory has generated much vresearch. This is the theory

investigated in this thesis.




Purpose
This study is designed to show empirically that the Holland

Vocational Preference Inventory (VPI) can differentiate between majors,
between sexes, between intracampus colleges, and between majors within
colleges having more than one major. It is particularly relevant to
the question of whether a population of students at a technical insti-
tute is homogeneous in vocational interests. Also to be studied is
whether, as measured by the VPI, men differ from women in patterns of
vocational interests in fields in which few women have previously
enrolled. Contributions by this study include new data supporting the
vocational interest-personality theories of Holland as well as possible
applications in the guidance of students who are undecided as to choice

of major field of study.

Literature Review

Bases of Holland's Theory

Darley (1938) foreshadowed the development of the Vocational

Preference Inventory {VPI) when he suggested that measures of personality

and vocational interest be studied jointly since both differentiate

between members of different occupations. This thinking is expressed in

the development of thé!H011and VPI which is both a personality test and
a vocational interest test.

In developing .the Vocationa]‘PrefeFehce Invéntory Holland {1958)
proposed that a personality test might employ only occupational titles
as items. Thus the VPI became a test in which a subject is asked to go

through a 1ist of vocations and decide his disposition toward doing the




work in each vocation. The VPI differs from other personality tests
which may ask for preferences for non-vocationally related activities

or for beliefs or attitudes. Holland (1958) noteduthe ease of adminis-
tration of the inventory and the fact that the innocuous stimuli reduce
the subjects' anxiety and their need to fake.

Kuder (1970) has been critical of the use of occupational titles
in a vocational interest inventory. He thinks this is bad because it
hinders use of the inventory with children or young adolescents who may
not be able to respond properly due to their lack of sophistication about
vocations.

Holland (1966) does not see Kuder's criticism as a major concern.
He agrees that vocational stereotypes are involved in the VPI:

Vocational stereotypes have reliable and important psycho-

logical and sociological meanings... Our everyday experience

has generated a somewhat inaccurate but apparently useful

knowledge of what people in various occupations are like...

This aspect of vocational stereotypes bears on the question, "Would I be
like the people in that occupation?” which a subject might ask himself
in filling out ‘the VPI.

A subject might also ask himself "What do the people in that occu-
pation do?" All of the occupations described by Holland are compre-
hended easily by an adult. In this research the subjects were frequently
asked if they understood the occupations. Very rarely did any subject
report Tack of understanding. This directly meets Kuder's objections.
High reliability of the items also supports the idea of stability of the
stereotypes.

In the development of the inventory, part of Holland's rationale

was:




The choice of an occupation is expressive act which
reflects a person's motivation, knowledge, personality, and
ability... The interaction of the person and his environment
creates a limited number of favorite methods for dealing
with the environment... Translated into scale terms, peaks
(on the VPI scales) reveal accepted methods of adjustment...
The choice of an occupational title is a measure of the sub-
ject's insight and understanding as well as a sign of his
comprehension of the occupation in guestion." (Holland,
1958, p. 336-337).

In this same article Holland (1958) discussed the early develop-
ment of the scales. Originally, items were chosen a priori to represent
eight scales: physical activity, intellectuality, responsibility,
conformity, verbal activity, emotionality, reality orientation, and
acquiescence. Subsequent revisions involved internal consistency analyses
of the scales and cluster analysis. ‘

The current version is a scale c0n§isting‘of $ix océupationa]
choice scales: rea]istic, intellectual, social, conventional, enter-
prising, and artistic; and three typical personality scales: self-
control, masculinity, and status; and two response style scales: infre-
quency and acquiesceﬁce. Actually, the VPI is now in its Sixth Revision.

Holland's hexagonal model of types (Figure 1) is helpful in
understanding the current version of the VPI. This hexagonal model
accounts roughly for distance represented by intercorrelations among the
six scales. These correlations were empirically derived on a large sam-
ple. The hexagonal model was subsequently tested on nine other samples
and found adequate (Holland, Whitney, Cole, and Richards, 1969).

The practical implications of the hexagonal model were shown by
Holland and Whitney (1968). They found a student switching majors usually

switched to a category adjacent to the category of his original major if
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he Teft the original category at all.

Mathematica]caspects of Ho11and'5‘modq1.are rather interesting.
A score on each scale is given by counting the number of items marked
a certain way. All six shales‘aré-positive or zero,and all correiations
between scales are positive. Thus, this model is a partitioning of the
cosine in the first quadrant.

Figure 2 represents the results of a pair of principal components
factor analyses that Holland, Whitney, Cole, and Richards (1969) cite as
a mathematical verification of Holland's model. One analysis was for
females and one for males. The first three components accounted for 77%
and 79% of the trace respectively so these three components were chosen
to represent the model in Euclidean space.

Every variable (six scales) loaded high positive on factor 1.
This was used as a kind of elevation parameter in a 3-space along the z
{vertical) axis. Loadings from the next two factors were used to locate
each variable in an x-y plane above the x-y plane found when z=0. Very
similar orderings were found for males and females as is seen in Figure
2. By comparing Figure 1 and Figure 2 exact correspondence of ordering
is noted. Holland, et al., mention that this model has been found to
roughly fit the data from nine other samples.

A comparison of this model to the circumplex model of Guttman
(1954) is fruitful. With regards to the correlations between a set of
variables he suggests the possibility of a circular ordering. The basis
for this would be the sharing of common elemental units arranged them-
selves in a circular ordering. The overlap of shared elemental units

would account for the correlation between variables being higher, the
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nearer the variables are in the circle. The correlation matrix for such
a relationship among variables should show a characteristic pattern

with high values along the main diagonal, lower values toward the edges
of the matrix and again higher values at the extreme carners, This
pattern is approximated in both matrices in Table 2. Of course, the pat-
tern is not perfect which would be expected by Guttman if the variables
were not equidistant from their neighbors around the circle. This could
be the real theoretical basis of Holland's model. Guttman suggests this
may be analyzed by factor analysis.

Essentially, the Holland theory (Holland, 1958) is based on the
idea of an individual's self-concept as discussed by Strong and Feder
(1961): “Every evaluative statemenf a person makes concerning himself
can be considered a sample of his self-concept,” (p. 170). This is rele-
vant because one sort of evaluative statement is a vocational choice as
measured by the Holland VPI. This is because a vocational choice involves
evaluation of one's abilities, needs and preferences.

Holland (1960) also provided evidence that responses to the VPI
are related to a much used personality questionnaire, the 16 PF of
Cattell (1957). The scales of the two tests are shown to be substan-
tially correlated. Also, the earlier scales of the 16 PF which are said
to account for more of the variance in the personality domain were more
frequently intercorrelated significantly with the VPI scales. Thus, the
ciaim of the VPI to measure personality is much substantiated since it
measures much the same domain as a commonly used personality test.

If the VPI is to be considered a comprehensive test of voca-

tional interest, can Holland's theory abcount for the mass of data from




other vocational interest tests? Nafziger and Helms (1974) have shown
that Holland's theory accounted well for data from the Strong Vocational
Interest Blank (SVIB), The Minnesota Vocational Interest Inventory (MVII),
and the Kuder Occupational Interest Survey (QIS). The results supported
Holland's theories even though the data were not collected on Holland's
instrument. This is important since the six scales based on Holland's
theory account for much of the content of the VPI. Nafziger and Helms
showed that by cluster analysis Holland's hexagonal model can account for

a very broad spectrum of the vocational interest domain. Thus, whatever

success the VPI has in prediction has relevance for the construct validity
of all major vocational interest tests.

Examples of Research Generated by Holland's Theory

Holland and Nichols (1964) did a study representative of those
done on major field of study and showed that choice of major field of

study is analogous to vocational choice. It is mentioned here because

one contention of this thesis is that choice of major can be studied in ;
the same way as vocational choice. This is because in most cases choice
of course of study involves choice of a vocation. It also follows from
the general idea that vocational preference follows from self-concept and
so does choice of major. Both involve evaluative statements about one's

abilities, needs, and preferences.

Elton (1974) found that students who transferred into a field of

study became more similar to the people in that field as measured by
their interests with the passage of time. This represents an interac-
tion between environment and person in which interests are shaped by

the environment. This is important for this study because it suggests
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that though a person did not begin in a certain major, his scores should
nonetheless be characteristic of students in his new majof even after
switching. Many of the students in my sample had switched majors since
coming to the Georgia Institute of Technology.

Differences Between Majors in Terms of Vocational Choice

Holland, Whitney, Cole, and Richards (1969) proposed a scheme for
the classification of occupations. In terms of their empirically derived
six classes (realistic, intellectual, artistic, social, enterprising, and
conventional) they classify many common occupations. Many of the occu-
pations for which students at the Georgia Institute of Technology are
preparing are included. For instance, architect, c¢ivil engineer, indus-
trial engineer, mechanical engineer, and engineer are classified as
"realistic" occupations. Physicist, biologist, physical scientist,
natural science'teacher, engineering scientist, and mathematician are
classified as "intellectual" occupations. Economist and managers are
in the "enterprising” group as are lawyer and salesman. Finance worker
and accountant are in the "conventional" class. Advertising man is in
the "artistic" class and psychologist in the "social" class. It should
be noted that these are gross categories and allow for much much variance
within the occupational class. They are derived from the highest scores
characteristic of the group on the VPI. A four-letter code is also
available which indicates the order from high to low of the highest four
scales typical of the occupations. Thus, astronomer is IRAS (intellec-
tual, realistic, artistic, social); chemical engineer is IREA (intellec-
tual, realistic, enterprising, artistic). Many of .these codes are

available for college majors corresponding to those in the present sample.
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These codes will be compared to results obtained in this thesis. Of
course, many of the majors are not represented by a national sample,
particuiarly for femaies.

Thus, in summary, a rationale for expecting differences between
majors on the VPI scores is that differences are usually found between
majors in a broad heterogeneous sample of college students (Abe and
Holland, 1965a, b). The question involved is whether a more homogeneous
group of majors or between intracampus colleges or even within an on-
caﬁpus college offering more than one major could be so distinguished.
A1l the vocational choice literature is based on students' having similar
occupational choices to those already in a particular field. That is,
étudents studying chemical engineering are‘exbected to have similar voca-
tional choices to those aiready emp]oyéd in chémical engineering.

The idea that the VYPI could differentiate between majors has
been tested at the graduate schdd] level by Frantz and Walsh (1970).
They expected differences between six graduate majors (engineering,
accounting, chemistry, economics, English, and counseling) to be repre-
sentative of Holland's six types. Their results, however, were negative
in'that all majors came out as intellectual. The authors concluded that
graduate school pressure forced all the students into an intellectual
mode of adaptation. They assumed it was temporary.

Unpublished data ({York and Loveland, 1964) reveal differences
between majors on the Edwards Personal Preference Survey (EPPS). The
senior undergraduates (N=437) were differentiated by the variables of

dominance and aggressiveness in terms of their curricula. These findings

suggests that a more appropriate test might differentiate among majors
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at the Georgia Institute of Technology.

Examples of work applying the VPI to choice of major are Abe and
Holland's (1965a, b) technical reports. Over 12,000 college freshmen
were studied in thirty-one institutions comparing their VPI scores to
their choice of major field. For example, physical science majors were
found high on the masculine scale and low on the social scale. Sex
differences were also significant as will be discussed later in this
thesis. 7

Additionally, a study‘by Elton and Rose {1971) showed that a
student who begins college undecided in his vocational choice and then
enters a major or who transfers into that majqr becomes more similar to
students who originally began in that major. This is important in making
predictions of differences in vocational interest varying systematically
with major because many of the students in this sample have changed majors
since coming to Georgia Institute of Technology.

As for specialties within a broad vocational area, such as busi-
ness administration, there is evidence for expecting differences between
specialties. Several empirical studies have been done along this line
of inquiry. Hill (1974) studied various functional areas of management
within a Master of Business Administration program. The eight func-
tional areas were: accﬁunting, system analysis, finance, small business
management, engineering, marketing, manufacturing management, and per-
sonal management. This study is based on Roe's idea that interperscnal
needs are a determinant of major choice. Interpersonal needs were meas-
ured by the Fundamental Interpersonal Relations Orientation (FIRO)

instrument (Schutz, 1966). Significant differences were found across
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the area of the pragram on.dimensions of inclusion, control and affec-
tion.

Barnette and McCall (1964) and Silver and Barnette (1970) were
able to differentiate between majors of vocational high school students
at both ninth and tenth grade levels by means of £he'M1nnesdta Vocational
Interest Inventory (MVII). Electrical, building trades, and machine
shop were very well classified. " This is similar to what this study will
do at the Georgia Institute of Technology using Holland's VPI.

Four engineering functions (basic research, applied research and
development, production and process engineering, sales and technical
services engineering) were studied by Dunnette, Wernimont, and Abrahams
(1964). They expected that personalities of engineers in each function
would be different because of differing demands placed on the incumbents
in these four areas. The hypothesis was supported by scores on the SVIB
keys for research, debe]opment, production, and sales -- each key sig-
nificantly differentiated the four areas of engineering. The authors
point out, however, that the functional areas are not related to areas
of study in engineering school. Also, no mention of females was made.

A somewhat analogous study was made by Kreidt (1949) on psycholo-
gists. Ninety-two psychologists classified into the areas of experi-
mental, social, guidance, statistical, or industrial psychology filled
out the SVIB. The overall psychologist key was found not to embrace all
specialties. Subkeys were developed which differentiated the special-
ties. In some cases the subkeys were radically different. For instance,
the guidance psychology key correlated with the experimental psychology

key -.82 + .03. Thus, experimental psychologists differ from guidance
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psychologists in a very different way than psychologists differ from
people in general. This is one of the best demonstrations that what
seems homogeneous to an outsider may actually be very heterogeneous.

Sex Differences in Vocational Interest

"No topic in psychology is of more perennial interest than sex
differences. Study after study, book after book, testify to the fact
that research workers, writers, and readers consider the subject one of
paramount importance,” {Tyler, 1965, p. 239). Therelis also reason to
believe that recent changes in sex roles in our society may make some
of the earlier studies of questionable applicability.

Vocational interest is an area in which sex differences have
been studied, but this study has been incomplete. Holland {1966) states:
“Unfortunately most of our empirical knowledge about personality and
vocational behavior has been obtained in studies of men. Consequentiy,
it is difficult to construct a theory of personality that apb]ies
equally to men and to women," {p. 13).

Particularly lacking has been the study of females in technical
fields. Thus, there has been no data base and 1ittle interest in this
area. However, the Georgia Instftute of Technology has a large number
of female students in technical, managerial, and scientific fields,
comprising an excellent data base. Indications of the current lack of
data are in Abe and Holland's studies (1965a, b). Their industrial
engineering sample of females was 0. Other female samples were: aero-
nautical engineering=9, civil engineering=6, electrical engineering=4,
mechanical engineering=1, metallurgical engineering= 0, management = 22;

computer specialist was not included. Compare this to a total sample of
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6,143 women and the lack of data on women in technical and managerial
fields becomes obvious.

On the VPI the scoré most characteristic of engineers is high
on the masculinity scale. No characteristic scores are given for females
at all so a girl considering matriculating at an engineering school would
have no VPI scores to which she could compare herself.

One might conjecture that females in engineering must have simi-
lar interest profiles to the males in engineering. There is some liter-
ature on this. Seder (1940) in an early study of this area compared
SVIB profiles of males and females in medicine and life insurance sales.
The conclusion she reached was that interests of women tended to be the
same as men in the same occupation. However, she was much handicapped
by the fact that no SVIB existed at the time that could be scored for men
and women both; thus, only a portion of the items were in common and
could be compared. She noted that efficiency would be increased by com-
paring both sexes on the same blank as the Sixth Revision of the VPI
does. She stated that where sex differences were significant a key
should be constructed for each sex. This is similar to what is done in
this thesis with the VPI. However, note that: (1) Seder did not study
women in technical and managerial fields and (2} interests of women may
have changed radically since 1940.

A study by Hornaday and Kuder (1961) noted the similarity of
interests of men and women in the same occupations in most of the occu-
pations they studied. Separate norms were, however, implicated for the

occupation "librarian." The authors note, . the fact remains that

the empirical approach is the only sure way of determining whether a key
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developed for men is applicable for women. To answer this question
for other occupations, further empirical studies shouid be made..."
(p. 863).
An example of the differences that can oécur between men and
women in the same fieild is provided by Abe and Holland (1965). In
regard to th; health professions no VPI scales were characteristic of
men especially choosing or rejecting that field. However, the women high
on choice of the heaith professions were characterized by VPI profiles

high on realistic, aggressive, acquiescence, and masculine versus other

women. Women low on choice of health professions were lower on self-con-
trol on the VPI than other women. Thus, a comparison with norms for men
would have greatly misled a woman considering choice of a health pro-
fession.

A study similar to the one in this thesis is by Perry and Cannon
(1968). They studied a sample of 293 female computer programmers on the
SVIB. They concluded that in general male and femaie programmers are
similar, but the differences that characterize men and women in general,
and other differences also, make the male key inadequate for female pro-
grammers. Specifically, women had higher scores in scientific occupa-
tions and lower scores in technical supervision and technical occupa-
tions. Female programmers who were very dissatisfied or who preferred
a different field were excluded from the analysis.

Cole (1974) discusses sex differences on several vocational inter-
est surveys. She points out fhe serious 1nadeqﬁacies oTlexisting femaie
norms for the present situation in which many occupations are becoming

available to females for the first time. She suggests that male norms
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be used in areas where no female norms are available. She feels the
empirical approach (as is used in this thesis) is good but not possibie
in many areas at this time.

Cole further comments that although pervasive sex differences
are found throughout our society, the structure of interests (as in
Holland's hexagonal model) is equivalent across sexes.

Actually, as Lunneborg and Lunneborg (1970) found in factor
analyzing responses to quite a few commonly used masculinity-feminity
scales, interests account for much of the variance in these scales.
Their first factor, accounting for much of the variance, was an interest
factor. Thus, the understanding by psychologists and laymen alike of
masculinity versus feminity is closely intertwined with vocational inter-
ests.

Specific Hypotheses

Hypothesis 1: Students in different majors have different profiles on

the VPI. Previous research with various interest inventories including
the VPI has shown that persons in different professiong -- and pro-
fessignal training programs as well -- tend to have relatively homogene-
ous interest patterns within professions and diverging patterns between
professions.

Hypothesis 2: Within colleges that have more than one major students in

different majors will show different profiles on the VPI. Students in

different majors within colleges should reflect the different patterns
of interest in their fields. For example, students in industrial engi-

neering would have a different pattern of interests from those in

electrical engineering -- yet both are in the general field of engineering.
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The VPI should be sensitive to these differences.

Hypothesis 3: Differences between sexes will be found in each analysis

(entire sample of twenty majors, or between colleges, or majors within

colleges that have more than one major) on the VPI. There is some dis-

agreement as to whether sexes differ in preference profiles within the
professional or typically "masculine" vocational areas (Seder, 1940;
Perry and Cannon, 1968).

Hypothesis 4: Differences will be found between intracampus colleges

on the VPI profiles. This analysis is necessary to complete the break-

down of traditional areas of the Georgia Institute of Technology. Dif-
ferences are expected here because majors within an intracampus college

are relatively more homogeneous in content and method than majors across

such colleges.

Hypothesis 5: Differences found between sexes will vary across colleges,

across all majors, or across majors within a college having more than

one major on VPI profiles. Some of the differences found by Perry and

Cannon (1967) are typical of men and women in general but some are not.
As Hornaday and Kuder (1961) point out only empirical studies can deter-
mine whether a constant increment to each scale is adequate to account
for sex differences. This would not be true in cases where a complex

interaction is found.
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CHAPTER 11

METHODOLOGY

Subjects

A sample of 554 undergraduate students at the Georgia Institute
of Technology participated in this study. Initially subjects were
obtained from psychology classes.. When it was Seen that few females
were obtained by this method a larger number of female students was
obtained by contacting:a11 undergradudte females on campus through their
mailboxes. This method of solicitation was very successful as evidenced
by the large number of females in the sample. As a result there were
245 male subjects and 299 female subjects.

The collection of data by the two different methods has been
criticized. Note that Perry and Cannon {1968) also used two separate
surveys to collect their female sample. Their problem also was that they
had too few females in their original sample of programmers. Any sample
with an appreciable number of females in these fields could only be:
obtained by making a special appeal to females. Thus, some sampling
bias may be unavoidable in this field of study at this time.

The collection of data by two different methodé was investigated
by comparing female subjects who volunteered through psychology classes
with those who volunteered through the mailbox survey. It was further
investigated by an analysis of sex differences in the sample collected

from psychology classes.
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This was done to test the possibility that the vocational inter-
ests of those subjects from psychology classes were different from the
vocational interests of the mailbox sample.

Characteristfcs of the sample in terms of college, major, and
sex are shown in Table 1. It can bé seen that the ratio of males to
females in the sample is much smaller than théuratio in the Georgia
Institute of Technology population in general. Also, fhere are two
empty cells. There are no male ceramics eﬁgineers, and no male engineer-
ing science and mechanics majors. These empty cells in the design were
filled with dummies (2 each) to allow for a complete factorial design
with no empty cells. This is a slight deficiency of this thesis. O0Of
course, the only ideal solution to missing data is not to have any.
Although this sample is not perfect and is not representative in a pro-
portionate sense, it is typical of samples reported in the vocational
preference literature. O0f course, no proof exists that the subjects in

this sample are representative of all the students in their majors.

Instruments

The Holland Vocational Preference Inventory (VPI) was administered
to each subject in a package which included a request for cooperation
and other forms. The VPl is a psychological instrument which has been
successively developed by John L. Holland since the 1950's. Its Sixth
Revision was used in this study.

The VPI consists of 160 items which are vocational choices. A
person is to respond to them as they appeal to him on a corresponding
answer sheet by checking Y for yes, N for no, or leaving the item blank

for undecided.
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Table 1. Enroliment Compared to Sample for
this Research by Major
Enrb]]ment Sample
Engineering Male 154 )
College Female Aerospace Eng. 5 2
Architecture 447 31
59 22
Building Const. 87 7
5 3
Ceramic Eng. 16 0
9 3
Chemical Eng. 630 24
38 21
Electrical Eng. 809 30
17 9
Eng. Science and 61 0
Mechanics 5 2
Industrial Design 62 4
15 7
Industrial Eng. + 364 26
Health Systems 51 27
Mechanical Eng. 484 12
14 10
Nuclear Eng. 113 3
. 7 3
Textiles + Textile 69 4
Eng. + Text Chem. 36 11




22

Table 1 {Continued)

Enrollment Sample

General Male Biology 174 12
College Female 53 19
Chemistry 101 6

19 6

Information and 116 16

Computer Science 26 11

Mathematics 82 5

37 25

Physics 166 8

9 5

Psychology 14 5

18 16

Management Industrial 843 37
College Management 110 47

N. B. - Each major has two row entries. First row is male and
second is female.
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The VPI has eleven scales:
1. Realistic - technical and skilled trades
2. Intellectual - scientific occupations
3. Social - teaching and service-occupations
4. Conventional - clerical occupations
5. Enterprising - supervisory and sales occupations
6. Artistic - artistic, musical, and literary occupations
7. Self-control - aversion to occupations involving risk of physical
injury, adventure, and danger
8. Masculinity-femininity (Mf) - occupations usually chosen especially
by one sex
9. Status - prestigeful occupations such as lawyer, doctor, or
business executive
10. Infrequency - infrequently chosen occupations
11. Acquiescence - number of preferred occupations
These scales were the dependent variables in these analyses. The
first six are based on Holland's theory of types of interests and environ-
ments. The last five are typical personality or response bias scales.
They provide a comprehensive survey of Holland's theory along with some
other useful measures.
The factor structure of the Holland VPI has been investigated by

DiScipio (1974). This analysis shows some support for the scales.

Statistical Analysis
First, descriptive data were obtained. These were means and

standard deviations on all majors for both sexes. These are what is
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usually referred to as interest norms or means. These would be used by
an individual comparing himself to the scales of any group selected by
sex and major.

A principal components factor analysis was performed to repli-
cate an earlier principal components factor analysis by Holland, Whitney,
Cole, and Richards (1969). The correlation matrix for this factor analy-
sis was the correlation of the six VPI type scales. A principal compo-
nents analysis is a factor analysis with 1's placed in the principal
diagonal of the correlation matrix and factor extraction by a principal
axes method. A principal components analysis produces a set of linearly
independent components from which the original variables can be derived.
Usually a set of these components smaller in number than the set of origi-
nal variables is used to summarize the information in the set of varia-
bies in a smaller number of orthogonal variables. Of course, no infer-
ences about reliabilities can be made since communalities are not
computed. Actually, row sums of squares of the factor pattern matrix
of an orthogonal solution were computed as a lower bound estimate of the
scale reliabilities, but they were not put in the diagonal of the factor
analysis. |

No rotation was used sincelthe method was copied from Holland,
et al., who felt rotation was irrelevant to the question they were asking.
Three components were retained which again served to replicate the fac-
tor analysis of Holland, et al.

An analysis was run for each sex to provide for maximum methodo-
logical similarity to the Holland, et al., study. Figures were constructed

on which the second and third principal loadings were used as abscissa
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and ordinate values respectively. This method was also taken from the
previous study. In line with Guttman's (1954) 1dea§ concerning arrange-
ment of variables in a circumplex, it was decided that a lack of corre-
spondence between models would be evidenced by a breakdown in the circum-
plical ordering of the variables.

The principal compcnents analysis was done on the program FAMP
written by Dr. Stanley A. Mulaik for the Cyber 74-70 computer at the
Rich Electronic Computer Center. |

Several multivariate factorial analyses were used to test the
substantive hypotheses of this study. Factors used were college
(referred to as C), major (referred to as M), and sex (referred to as S).

Note that in the mode]l equations to follow each of the terms indicates

a vector of parameters. Thus, !ﬁj is an nx]1 random vector of scores for
an observation on n variables in the i,j cell of the design, u is an nx]
vector of constants, M. is an nx1 vector of constants for the n dependent
variables on the ith level of factor M, §j is an nx1 vector of constants
on the jth level of S, and M§ﬁj is an nx1 vector of constants for the i,j
Tevel combination of n variables, and e is an nx] vector of n error random
variables (see Timm, 1975, p. 403).

(1) For the all-major analysis the multivariate factorial design

was a 2x20. That means two sexes were crossed with 20 majors. The com-

plete equation was:

_" _

Yigmut Mo+ s M5 e

(2) For the majors within General College analysis, the design

was 2x6. That means two sexes were crossed with six majors. The complete
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model equation was:

L;jzﬁ*'ﬂi +§_j+M§.ij+§

(3) For the majors within Engineering College analysis, a 2x13

design was used. That means two sexes were crossed with thirteen majors.

The complete model equation was:

l1j=£+ﬂ1-+§_j+ﬂ§1j+_¢.

(4) For the between colleges analysis the design was 2x3. That

means two sexes were crossed with three colleges. The complete model

equation was:

i1j=£+g1'+§j+§_s_1j+e

The purpose of the multivariate factorial analysis was to deter-
mine whether the complete model equation or some modification of it rep-
resented the true state of the sample. Each analysis results in an egqua-
tion depicting the true state of affairs in that sample. For example, in
a model with factors of A and B, a state of affairs with significant main

effects but a nonsignificant interaction the model is:

Y..=p+ A, +B. +e

Each one of these four MANOVA analyses bears on several hypo-
theses of the introductory chapter.

The MANOVA factorial, or multivariate factorial design, is a mul-
tivariate analysis of variance design (Jones, 1966). This technique

involves the derivation of linear combinations of the dependent variables
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which best differentiate among the independent variables {or in this case
levels of the factors of the designs). A number of these linear com-
binations are derived,and each is tested for significance with tests for
each effect. |

Then univafiate.(or single degree of freedom) F tests are per-
formed to give an idea of which Of'the dependent variables contributes to
the differences. A significance value is obtained for each of the depen-
dent variables. This approach of an Owera{1 multivariate test followed
by univariate tests for each dependent variable is recommended by Hummel
and Sligo (1974) because it allows for control of the error rate.

It should be noted that the design used here is nonorthogonal
and is analyzed by procedures described by Appelbaum and Cramer (1974).
The concept of nonorthogonality is that sex and major or sex and.college
are not independent, they are correlated. These designs necessitate
special analysis as described by Appelbaum and Cramer. Each design is
analyzed twice. For example, in a design involving factors A and B the
first analysis for factors A and B would test factor A ignoring B and fac-
tor B eliminating A {by covariance). The second analysis would test fac-
tor B ignoring A and factor A eliminating B (again by covariance). The
AB interaction is also tested each time but should be the same in either
case. This is because the order in which A and B are removed is irrelevant
to the AB term which follows.

A1l of these analyses are necessary because of the unequal cell
frequency problem. However, when the-tegt,for instance,of A eliminating
B,is significant then the test of A ignoring B is irreievant to the

interpretation. Only cases of A eliminating B were reported in this thesis
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since they were significant in all cases.

In collecting subjects for the samp1e used in this study an
extraneous variable -- method of sampling -- was inadvertently confounded
with the independent variable, sex of subject, usédsin this study.

Because the course of introductory psychology is an elective and possibly
-attracts students interested in psychology as a subject, student volin-
teers obtained from psychology courses may have interest patterns differ-
ent from those who would be selected in other ways. All male subjects
were volunteers from introductory psychology classes. Although a rela-
tively small number of female subjects were also obtained as student volun-
teers from psychology classes, by far the greatest number of female sub-
jects were obtained by soliciting their participation in the study by a
letter sent to their campus mail boxes. Thus, in this study differences
between male versus females might represent differences in methods of
sampling used to obtain males versus females and not true sex effects.

To rule out this possible alternative explanation for sex effects, if found
in the other analyses, two additional multivariate analyses of variance
were performed. The first analysis involved a two-way factorial multi-
variate analysis of variance with method-of-sampling as one of the factors
was performed. The first analysis involved a two-way factorial multi-
variate analysis of variance with method of sampling as one of the factors
and academic college enrolled-in as the other factor in the design. The
same dependent variables were studied as in the other analyses already
described in this chapter. Only the female subjects were studied in this
analysis. If in this analysis a difference between the two female samples

were found, this would provide strong support for the existence of a




29

method-of-sampling effect confouhded wfth the sex effects in the other
analysis. Otherwise if no method-of-sampling effect is found, such an
effect could be regarded as an unlikely explanation for sex effects
found in these other analyses.

The second analysis investigated sex differences within the sample
of subjects collected from psychology classes. The model used for this
analysis was a two-way multivariate analysis of variance with sex and
academic college of subject as independent variables of the design. The
same dependent variables as studied in the other multivariate analyses were
used. The important analysis here was of the factor of sex with the effect
of college of subject eliminated from the. estimate of the sex effect. A
significant sex effect, if found in this analysis, would support the con-
tention that sex differences, if found in the other analyses, are not due
to sampling methods.

Analysis of these factorial designs was by the program MANOVA
written by Dr. E1liot M. Cramer of the University of North Carolina Psycho-
metric Laboratory {Cramer, 1973). It does any kind of univariate or mul-
tivariate analysis of variance and was thus very appropriate for this
thesis. Dr. Cramer was also consulted concerning the technical aspects
of the use of MANOVA in this study. The Univac U1108 at the Rich Elec-
tronic Computer Center was used in this analysis.

A discriminant analysis was computed using standard discriminant
functions for majors with sex taken out which were obtained by MANOVA.
These discriminant functions are linear combinations of the dependent
variables which best discriminate among the majors. These discriminant

functions are then pre-multiplied by the means of each major for each
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variable to obtain discriminant functions scores. These can be plotted
on orthogonal axes since the discriminant functions are orthogonal to
one another. In this plot distances sebarating majors are representa-
tive of degree of similarity along the dimensions. This technique is
explained by Timm (1975, pp. 379-381).

The meaning of each dimension was then investigated by pre-muiti-
plying the discriminant function weights by the within-cells-correlation
matrix as described by Timm (1975, pp. 414-415). This technique pro-
duces a matrix of correlations of each dependent variable with each dis-
criminant function. A positive correlation means that a high score on
that variable contributes to a high score on the dimension. A negative
correlation means that a high score on that variable contributes to a Tow
gcore on that dimension. A near-zero correlation indicates that variable
contributes little to the dimension.

This anaiysis allows for a separation of the majors in a Euclidean

space and an interpretation of the meaning of the relevant dimensions.



31

CHAPTER 111

RESULTS

Descriptive Statistics

The first descriptive statistics are the means and standard devia-
tions for each major for both sexes and are included in Appendix A. This
descriptive data is known as vocational interest norms., Examples of
these norms are in Figures 3, 4, and 5, plotted in profile format. Note
the different impressions given by plotting males on male norms, females

on female norms, or both sexes on neutral norms.

Test of Hexagonal Model

Analysis of the data gathered for this thesis was done to provide
for comparison to the data of Holland, Whitney, Cole, and Richards (1969).
First note the comparison of the overall correlation matrices in Table 2.
A rough correspondence is immediately obvious. Also, both fit an unequally
spaced circumplex mode] as previously discussed.

The model in Figure-ﬁ is -‘Holland's model with the correlations
obtained in this thesis drawn in. Note the correspondence to Holland's
model. As previously decided, this correspondence is in terms of an
identical circumplicial .ordering: - This observatjon was mathematically
confirmed by two factor analyses whose results are shown in Figure 7.

For each sex the circumplicial ordering'is shown to be identical. The
model holds up very well, and the basic conception of the variable set

as a circumplex (or hexagon)} is well confirmed.
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Table 2.

Correlation Matrices for Holland's

Sample and the Sampie Used in this Thesis
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W —

oA W =

.46

.20 .30
.36 .16
.30 .16
.16 .34

.38
.56 .68
.42 1 .35

(Taken from Holland, Whitney, Cole and
Richards, 1969)

.19
.05
.06
.37

.33
.44 .57
.36 .02 .27

(Taken from sample gathered in this thesis)
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Multivariate Analysis of Variance Results

Between-All-Majors Analysis

The factorial design involving factors of sex (S) and major (M)
was performed first with aill majors. This analysis is summarized in
Appendix B. The sex by major interaction {SXM) was significant at the
.0071 level with univariate tests significant on the variables of

artistic and masculinity (P less than .05). The effect of sex with

major eliminated was significant at the .001 Tevel with univariate

tests for the scales of realistic and masculinity significant (P less

than .001); for self-control (P less than .005); and for social,

artistic, and status (P less than .05). The test of major (M) with sex
{S) eliminated was significant at the .001 level on the first five of
eleven canonical vectors associated with the scales. Univariate tests

which were significant were realistic, intellectual, sociai, conven-

tional, enterprising, artistic, masculinity, and status (P less than

.001); self-control (P less than .01); and infrequency (P less than .05).

Thus, this test differentiates very well among majors and sexes
in the present sample. The significant MXS interaction indicates that
there are differences across the majors in the way the sexes differ on
the test. Therefore, there is a more complex relationship than is given
by the main effects in the sample at large. This interaction is signifi-

cant only on the variables of artistic and masculinity.

Since all the effects of the model are s{gnificant, the true model

is found to be:

Yoo = p + S, +M. +SM.. +e

|w
—

=
[ &5
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Thus, the hypotheses relevant here are:

Hypothesis 1. Students in different majors have different profile on
the VPI. This hypothesis was accepted in this analysis.

Hypothesis 3. Differences between sexes will be found in each analysis
(entire sample of twenty majors, or between colleges, or majors within
colleges that have more than one major.) This hypothesis was accepted
in this analysis.

Hypothesis 5. Differences found between sexes will vary across colleges,
across all majors, or across majors within colleges having more than

one major on VPI profiles. This hypothesis was accepted in this
analysis.,

Between-College Analysis

This analysis was a multivariate factorial design with factors of
College (C) and Sex (S). The results are reported in Appendix C. The
CXS interaction was not significant. However, the main effects were
both significant at the .001 level with significant univariate F tests

on the scales of realistic, intellectual, social, conventional, enter-

prising, status, and infrequency (P less than .001); and self-control

(P less than .01). The S effect was significant at the .001 level with

significant univariate F tests on the scales realistic and masculinity

(P 1ess than .001);and social and self-control (P less than .005).

The significance of the main effects indicated differences varying
systematically with sex and college. The absence of an interaction indi-
cates that the differences between the sexes are constant across the
colleges.

Thus, the true model in this case is found to be:

!jj = ut Ej + §j te

Note the absence of an interaction term. It was excluded because it
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lacked significance. The thesis hypotheses relevant here are:

Hypothesis 4. Differences will be found between intracampus colleges
on the VPI profiles. This hypothesis was accepted in this analysis.

Hypothesis 3. Differences between sexes will be found in each analysis
{entire sample of twenty majors, or between colleges, or majors within
colleges that have more than one major.) This hypothesis was accepted
in this analysis.

Hypothesis 5. Differences found between sexes will vary across colleges,
across all majors, or across majors within colleges having more than

one major on VPI profiles. This hypothesis was not accepted in this
analysis.

Between-Majors-Within-Engineering-Coliege Analysis

The results of the analysis between majors within the Engineering
College indicates significant differentiation for sexes and majors. The
SXM interaction. is significant at the .001 level with univariate signifi-

cant tests on variabies of artistic (P less than .01); and intellectual

(P less than .05). The test of S with M eliminated was significant at
the .01 level with univariate tests significant on masculinity (P less
than .05). The test of M with S eliminated was significant at the .00]

level with significant univariate tests on realistic, conventional,

artistic, masculinity, and status {P less than .01}; and enterprising

(P less than .05). See Appendix D. Thus, the true model here was found

to be:

ij=£fﬂj+§j+M_S1-j+e

The thesis hypotheses relevant here are:

Hypothesis 2. Within colleges that have more than one major students in
different majors will show different profiles on the VPI. This hypothe-
sis was accepted in this study.

Hypothesis 3. Differences between sexes will be found in each analysis
(entire sample of twenty majors, or between colleges, or majors within -
colleges that have more than one major.) This hypothesis was accepted in
this analysis.
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Hypothesis 5. Differences found between sexes will vary across colleges,
across all majors, or across majors within colieges having more than one
major on VPI profiles. This hypothesis was accepted in this analysis.

Between-Majors-Within-General-College Analysis

The between-majors-within-General-College analysis was similar
to the other analyses with the exception that the SXM interaction was
not significant. The effect of S with‘M é]imﬁnated was significant at
the .005 level with univariate significance tests on the scales of mas-
culinity (P less than .001). The M effect with S eliminated was sig-
nificant at the .001 level with significant univariate tests on the

scales conventional (P less than .0010); social (P less than .005);

self-control (P less than .05); and intellectual (P less than .05).

The lack of a significant interaction in the case of the majors
within the General College is an indication that the differences between
sexes are constant across majors within the General College. See Appen-

dix E for results. Thus, the true model here was found to be:

iij=£+ﬂi+§j+—e—

Note the absence of an interaction term. The specific thesis hypotheses
relevant hére are:

Hypothesis 2. Within colleges that have more than one major students
in different majors will show different profiles in the VPI. This
hypothesis was accepted in this analysis.

Hypothesis 3. Differences between sexes will be found in each analysis
(entire sample of twenty majors, or between colleges, or majors within
colleges that have more than one major). This hypothesis was accepted
in this analysis

Hypothesis 5. Differences found between sexes will vary across colleges,
across all majors, or across majors within colleges having more than one
major on VPI profiles. This hypothesis was not accepted 1in this analysis.
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Results of Methods-of-Sampling Analysis

The multivariate analysis comparing the;two methods of data
collection for therfemale samp]e.shOWed no differences in the two
methods. The results of this analysis are in Appendix F. The factor
of method with college eliminated was not significant. Because of this
result sex differences in the other analyses seems less 1ikely to be
attributable to sampling-method differences. This lends support to the
other analyses which found sex differences.

The analysis of sex differences within the sample collected
from psychology classes showed sex with college taken out was signifi-
cant at the P less than .001 level. The results of this analysis are
in Appendix G. This lends further support to the assertion that sex
differences in the other analyses are not attributable to sampling

method differences.

Results in Terms of Holland's Four Letter Code

In Table 3 are shown several of Holland's four letter codes (in
order of highest scale on VPI) for both a national sample and this sample.
Some correspondence is found across the same majors but interpretations
should be very guarded because of the small numbers of subjects in many
of the cells.

Where disagreements occur between the two samples, the one with
the Targer N should be considered most representative of the whole group.

Note the deficiency of national female samples in technical and
scientific fields. Some national sample sizes are very small and some

are non-existent, such as female chemical engineers, electrical engineers,
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Table 3. National Sample vs. This Study's Sample

on Relevant Empirical Codes

Holland National Sample

{Ho1Tand, Whitney, Cole and Richards, 1969)

Sample in this thesis

Title N Code N Code
MALES
Architect 83 RIAE 31 AIRS
Civil Eng. 185 RIEC 24 IRAE
Indust. Eng. 37 RIEC 25 IEAC
Mech. Eng. 152 RIEC 12 IRAC
Biologist 55 ISRE 11 IARS
Math. Teacher 138 ISRC 4 AIRS (Math)
Chemist 87 IRAS 6 IASR
Physicist 61 IRAS 8 IARS
Chem. Eng. 94 IREA 7 IARS
Elec. Eng. 259 IREA 28 IREA
Aero. Eng. 77 IREC 6 IARE
Math/Stat 80 IRCE 4 AIRS
Indust. Psy. 17 SEAT 5 ISAR
Manager 360 ECSR 37 ECAS (IM)
FEMALES
Architect 8 IASE 28 AISR
Physicist 7 IARS 5 IARS
Biologist 40 ISAE 19 IASR
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Table 3. (Continued)
Title N Code N Code
Chemist 25 ISAR 8 IASE
Math./Stat. 54 ISCA 25 ISAC (math.)
Indust. Psy. 8 ASEI 16 ASIR
Civil Eng. 6 ASIC 21 IRAC
Manager 22 SEAC 54 ESAC
Math. Teacher 114 SIAC 25 ISAC (math.)
Aero. Eng. 9 SALE 2 IRCE
N.B. -~ Major was put in parentheses where it was not obvious which

major the national norms were being compared to.
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and industrial engineers. This thesis thus makes a contribution by

“increasing the pool of normative information.

Results of Discriminant Function Analysis

The results of the discriminant function'anaﬂysis for males is
shown in Figure-9, the resylts for females in Figure 8. The proximity
between majors on the graph indicates their similarity on the first two
discriminant functions which were found to maximally separate the majors.
For instance, for females mehhanica] eﬁgiheering‘and aerospace engineer-
ing are very close together. For males building construction and mathe-
matiés are very far apart. Sex differences on variable means are
reflected in differences between positions of the same majors on the two
graphs. Naturally, ESM and CER for the males are equal since they are
filled with equal "dummies."

In Table 4 are shown the correlations of each dependent variable
with the two discriminant functions. These are used to show which vari-
ables are most important to discrimination along the two dimensions.

For instance, on discriminant function 1 enterprising and status both

contribute importantly but in opposite directions. Thus, a person would

be high on this function if he were high on status or Tow on enterprising.

The second discriminant function is characterized by a negative correla-

tion with realistic and a positive correlation with intellectual and

social.
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Table 4. Correlation of Each Variable with Discriminant
Functions 1 and 2
1 2
1. Realistic .26 -.52
2. Intellectual .39 .33
3. Social -.25 .26
4. Conventional ~.48 -.22
5. Enterprising -.59 -.24
6. Artistic .16 -.03
7. Self-control -.14 .04
8. Mf .00 .06
9. Status .50 .30
10. Infrequency .26 .06
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CHAPTER IV

DISCUSSION

Limitations of This Study

This thesis makes a contribution to some areas of the voca-
tional interest Titerature. It is in order, however, to point out
that sweeping generalizations should not be drawn from the results.
Because of the small sample sizes in many cells it is possible that the
samples obtained are not representative of all students in those majors.
Also, the lack of demographic diversity of the sample makes regional
differences a possibility. One should also not reify such scale names
as "intellectual" or "conventional," etc. These are operationally
defined as scores on certain sets of items which may not match most

people's concept of "intellectuality" or "conventionality," etc.

Test of Hexagonal Model

Holland, Whitney, Cole, and Richards (1969) state the hexagonal
model has been tried on ten different samples successfully. They do
not specify their criterion of success, but correct ordering of the var-
jables around the hexagon would be the most global and obvious criteria
for such a model. Because this criterion-has never been disconfirmed
in a published study the model must be considered roughly appropriate.
The demonstrations of Nafziger and Helms (1974) show that it accounts
for much of the vocational interest domain and make it even more import-
ant. The results of this thesis also confirm this circumplical ordering

for these variables.
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Between-Al1-Majors Analysis

The relevant MANOVA results for the all-majors analysis were
supportive of the hypotheses of the thesis. The effect of majors (M)
definitely reaches a level of significance that indicates diversity
in what might be considered a homogeneous population. Not only diver-
sity is suggested, but also that diversity varies systematically with
major.

Sex (S) factor differences also reach a high level of signifi-
cance. These indicate separate norms are needed for females for these
fields. In some areas they are not available. The statement of Hornaday
and Kuder (1961) that only empirical study can determine whether a key
developed for men 1suapp11cab1e for women is brought to mind.

The fact that the SXM interaction is significant is also import-
ant since sex differences Cah be more serious for the establishment of
norms if sex differences vary across majors. This means such differences
cannot be adjusted for by additive constants, associated with an effect.
Now, the number of significant univariate F tests is a measure of an
effect's importance. In this instance, the univariate tests of interac-

tion were significant only on the variables artistic and masculinity.

so interactions are of minor importance with most of the variables only

differing by an additive constant if they differ at all.

Between-Colleges Analysis

The between-college analysis differed in an important way from
the previous analysis. No interaction effect was found between sex

and college. Thus, the differences between cells in this sample can be
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attributed to the separate effects of college and sex rather than to

nonlinear effects as would be indicated by an interaction.

Between-Majors-Within-Engineering-College Analysis

There are reasons for expecting the engineering college sample
to be more homogeneous than the sample at large. Many required courses
are shared by all majors in this college and an Ortgeist of engineering
methedology is also shared. On the other hand, there are reasons for
expecting diversity. One of these reasons is Holland's four letter
type classification which is sensitive to differences among different
kinds of engineers on some samples (Abe and Holland, 1969). The results
of this analysis bear bn the question of diversity'of voCationa] prefer-
ence profiles acrdss engineering mgjors. Another value of this analysis
lies in the fact that the engineering area is one in which so few women
have previously enrolled. Thus, both the major and sex effects were of
special interest here. The fact that both effects are significant
indicates a great deal of diversity which varies systematically with
major and sex. The significant sex by major interaction indicates sex
differences are different across the majors. However, this is only

true for the scales artistic and intellectual. For those two scales a

constant increment would not account for sex differences across these

majors.

Between-Majors-Within-General-College Analysis

In the General College both sex (S) effect and major (M) effect
are significant. The M effect and S effect are of interest as within

the Engineering College because of the homogeneity-heterogeneity issue
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raised in this thesis. Actually, a great deal of diversity varying
systematically with sex and major is indicated.

The SXM interaction does not reach significance, however. This
is in contrast to both of the MANOVA analyses with the factor of major.
Thus, in this subgroup a constant increment can account for sex dif-

ferences.

Methods-of-Sampling Analysis

The lack of a significant methods-of-sampling effect in the
study of female subjects suggests differences in methods of sampling need
not be seriously considered in interpreting sex differences in the other
analyses. This was especially important since interests of the type
measured by the Holland VPI were a plausible explanation for the sub-
jects in the psychology classes having signed up for psychology as an
elective.

The presence of a significant sex effect in the analysis of data
collected from psychology classes shows that sex effects found in the

other analyses were likely not due to sampling methods.

Discriminant Analysis

The discriminant analysis provided additional results by point-
ing out similarities between majors in different colleges. Thus, the
results showed that for females, nuclear engineering and information
and computer science were very close together although they are in dif-
ferent intracampus colleges. These graphical representations also

clearly show sex differences. Note that only two of the significant




53

discriminant functions are plotted, whereas in the all-major analysis

several more were available.

Sex Differences. in Majors Trédﬁtioﬁa]]yﬁChosen by Men

This thesis sheds 1ight on sex differences in majors usually
chosen by men. Seder (1940) concluded from a limited study that in
medicine and life insurance sales, sex differences were small. Perry
and Cannon (1967) found substantial agreement with male norms for female
computer programmers. Some scales showed a difference, however., Cole
(1973) found that interests of both sexes within an occupation were simi-
lar as compared to a non-occupationally-related reference group, but
that sex differences did still exist.

This recapitulation of other's results shows a pattern that may
be applied to the interpretation of the present results. This pattern
is: substantial agreement across sexes with significant differences on
several scales. Men and women in technical, managerial, and scientific
fields may be roughly similar as compared to groups not connected with
these fie1ds, but within these professional fields there are sex differ-
ences. Females would be shortchanged if separate norms were not pro-
vided for them.

The importance of reference groups should be noted especially.
Usually separate male and female norms are used. Thus, females in this
sample are in the eighty-second percentile on female norms on the scale
realistic yet the male norm would place them at the forty-second per-
centile. This type of reference-group analysis shows that differences

in the present sample are smaller than in the norm sample N=6,270 (Abe
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and Holland, 1965). This is probably due to the fact that the national
norms do not contain men and women drawn from equivalent fields, Sb
the question, "Different from which reference group?" must always be

considered.

Summary of Hypotheses Accepted and Rejected

In summary, the following hypotheses were accepted or rejected
in this thesis:
Hypothesis 1. Students in different majors have different profiles on

the YPI. This hypothesis was accepted in this study on the basis of
the MANOVA results in the Between-All-Majors analysis.

Hypothesis 2. Within colleges that have more than one major students
in different majors will show different.profiles on the VPI. This
hypothesis was accepted in this study on the basis on the MANOVA results

Hypothesis 3. Differences between sexes will be found in each analysis
(entire sample of twenty majors, or between colleges, or majors within

colleges that have more than one major.) This hypothesis was accepted

in this study on the basis of the MANOVA results in every analysis.

In every case the sex differences were significant.

Hypothesis 4. Differences will be found between intracampus colleges on
the VPI profiles. This hypothesis was accepted in this study on the
basis of the MANOVA results in the Between-Colleges Analysis.

Hypothesis 5. Differences found between sexes will vary across colleges,
across all majors, or across majors within colleges having more than one
major on VPI profiles. The results in this area were not as clear as
with the other hypotheses. This hypothesis would be accepted only if

a significant SXM interaction were present in each of the MANOVA analyses.
Actually, the interaction was only significant in the Between-Al1-Majors
Analysis, and in the Between-Majors-Within-General College Analysis.
Thus, there is some doubt about the existence of non-constant or non-
linear sex differences in this sample.

Conclusion and Recommendation

Guidance Uses

Vocational interest inventories are often used for guidance

purposes. They work on the principle that a person should be guided
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into groups whose members' interests maximally resemble his own.

Since the majors are different on VPI profiles, it is possible that

the VPI could be used for guidance in the population. However, a lar-
ger sample would be desirable to assure the most accurate possible
representation of the reference population. A periodic update is also
in order since the population at the Georgia Institute of Technology

is changing so rapidly with regard to its sex composition. Future work
on this subject should utilize a new Seventh Revision of the VPI in
which efforts are being made to minimize sex differences.”

Cuiture and Personality Interpretations

] This thesis does not deal with the genesis of the vocational
choice behavior. This question should certainly be systematically
investigated, as it may be of great importance to our society.

The interplay of cultural restraints versus individual needs in
the genesis of vocational choice is clearly evident in a retrospective
look at the Crissy and Daniel (1939) study of women's'vocationa1 inter-
est. In this factor analysis the factor accounting for most of the
variance was called "Interest in Male Association." It inciuded typical
feminine roles like nurse, secretary, and housewife. Their factor nam-
ing implies a value judgement that authors today would be less likely to
make. For instance, an environmental press theory would call these
"Occupations Easily Available to Women." In any event both the samples
available and 1ikely interpretations of resu1t$ have changed since

Crissy and Daniel's pioneering work.

*
Refers to personal communication of John L. Holland.
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Relevance to Psychological Theory

There are several aspects of psychological theory dealt with
here. For one thing criterion-related validity has been demonstrated
in making fine discriminations with the Holland VYPI. As Kuder (1970)
stated, without criterion validity, no vocational interest test is
worthwhile. Since Nafziger and Helms (1974) have shown Holland's
theory to be generalizable to other vocational interest tests, éonstruct
validity for the whole area of vocational interest is also gained.

As Holland {1966) was quoted in the introduction of this thesis,
more data for women is needed to allow for a personality theory for
women -- perhaps parallel to that usually derived for men. Some of
that data has been provided by this thesis.

Finally, Holland's hexagonal model (Holland, Whitney, Cole, and
Richards, 1969) has been found roughly to fit yet another set of data.

Suggestions for Future Research

There are several-directions thap fﬁture research could take.
One direction would be to 1nvestigaté the effect of acquiescence on
VPI responses. Holland, Nhitney,uto1e, and Richards (1969) attributed
the first component of their principal components analysis of the six
scales to,"a general tendency to respond." If acquiescence were indi-
vidually measured and partialled among the scales, perhaps components
analysis would yield a more meaningfu1 picture of the model.

Another 1line of research would be to answer Kuder's (1970)
criticism of the use of occupational titles by a study of people of

different ages to see how young a person the VPI can be effective with.
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A further attempt at the test of the hexagonal model by compo-
nents analysis might involve an analysis of the error correlation
matrix as suggested by Lohnes (1966). This means that to test the
structure of the six scales' interrelationships, the effects of
irrelevant variables such as sex, age, or level of education would
first be removed from the intercorrelation wmatrix by partial corre-
lation. Relevant variables Tike choice of major would not be removed.

Because of the large numbers of females in this sample in fields
of study not usually chosen by females, the data gathered could be used

to extend other research findings like those of Cole (1973).
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3 THROUGH 11 1,03 153.000 §H491,308 + 365 278

4 THROUGH 11 .927 126,000 417,172 +T10 245

5 THRUUGH 11 »839 105,000 433p,919 880 o231

6 THROUGH 11 728 a4,000 4230,721 4970 «1%0

7 THROUGH 11 +662 65,000 y114,4%48 383 © W70

8 THROUSH 11 «600 468,000 3979,b37% 987 .152:

9 THROUGH 11 +528 - 33,000 3823,485 +988 T e1%6

1p THROUGH 11 v 344 20.900 3642,858 997 «095
11 THROUGH 11 274 2.000 3534,359 «982 2071

UNIVARIAYE F TESTS STANDARDIZED DISCRIMINANY FUNCTION COEFFICIENTS

VARIABLE F{19, u89) MEAN 5@ P LESS THAN 1 2 ' -
REALISTIC 1,091 8+338 3% o317 512

INTELLECT 1.293 19,034 82 1402 -, 504

SOC1AL +85%5 A.639 6% =,185 =,65%

CONVENTION 1.252 10.349 W211 470 089

ENTERPRISI l.047 8.019 LU0 .08% - ,058

ARTISTIC 1,880 3p.687 014 +873 +057

SELF CONTR 846 10.985 +691 =,236 =,264

MASCULINIT l.647 84319 042 =219 «374

STATUS v663 3,735 2856 + 251 JUhy -

INFREQUE l.426 C10.0u4 109 =,001 «558

ACGUIESEN +980 “APs 041 L 483 Tl 312 7 LH4L
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TEST oF &

TE5TS OF SIGNIFICANCE USING WILKS LAMGDA CRITERION  AND CANONICAL CORRELATIONS
TEST OF ROOBTS F DFHYP DFERR P-LESS THAN R
1 THROUGH 1 S.641 11,000 479,000 «001 426

UNXVARI&%E F TESTS STANDARDIZED DISCRIMINANT FUNCTION COEFFICIENTS -
1 . .

Var1ABLE Ft 1, 489 MEAN SR P LEsS THAN

RErLISTIC 11.918 91,097 2,001 520
INTELLEET 3.626 53.368 . 097 - 546
SoCIAL 64359 64.287 L012 ~, 109
CONVENTION 413 3.411 « 521 -,293
ENTCRPit151 +578 hot424 JU4B <104
ART1STIC S.039 82+263 2 025 =, 057
SELF CONTR B.779 113.533 +093 -, 273
MASCULINIT 64,839 327.415 +001 « 769
STATUS _ 4,737 264681 + 030 « 054
INFREGUE 333 2:346 » 504 « 103 ¢
ACGUIESEN +090 1.840 o 7004 128
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TLST OF 4

T=ST5 OF LIGHIFICANCE USING .ILKS LAMIDA CRITERION

TLST oF tu0TS

THAOU S
THROU s
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THIKOU s
THRIU SH
THROUGH
THAOU ot
THruY 3rt
THROUSH
THROU 54

PO LC QU FCM-

[l o

Ve’ aolE
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CutdveieTl ol
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AT TR HH ]
SIAaTy>
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11
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3-5@8
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2-1h3
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B0
2 %26
«4n1
329

UnIVAWIATE F TESTS

Ft19s 48in)
44795
BeNb}
JeHU7
Leb63
be39o
2600
1+908
o227y
G247
1«bUn
1.20n0

DFHYP
209.000
180.000
153,000
123.000
105.000

84,000
65000
4n.00n
33.0500
20.000

9,00p

MEAN 50
AbJRIT
71.95%06
35.963
45.600
48.946
Y245
24743
16303
35.104
11.161
244500

nFFRR
4600.240
4554 .RH9
u“9|-303
huly.172
433n.219
423n.721
l‘lluefluﬂ
3979.A37 -
3A23.M65
342,858
3434 .59

? LESS THAN
.0nl
«I01

CL031 "
ol
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anl
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00l
0rd
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P LESS THAN

00l
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o001
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A22
« 208
992
+ 966

STANDARDIZED DISCRIMINANT FUMCTION COEFFICIENTS
