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CHAPTER I 

INTRODUCTION 

In this thesis, we will be dealing with functions whose domains 
Tl T 

are subsets of R , the set of n-tuples {(x j X ^ 9 . . . 9 x n ) } whose com

ponents are real numbers, and whose ranges are also finite dimensional. 

Although much of what we consider can be extended to more abstract 

spaces, the algorithms to be discussed are placed in finite dimensional 

settings for simplicity. A vector in R n will be denoted with a bar, x, 

to differentiate it from a real number. Also the uniform norm will be 

used throughout, i.e. [| x|| = max {|x. | } . If A is an m x n matrix with 
l<i<n n 1 

components a.., then ||A|| = max { £ |a..|}. Chapter I is a review of 
1 1 l<i<m j=l 1 3 

notation, terminology, and theorems useful in dealing with functions 
defined on finite dimensional spaces. 

Whenever f is a linear function, there are many methods for 

solving f(x) = 0 using computing machinery. However, when f is non

linear, the number of algorithms dwindles while their complexity 

generally increases. One such method, Newton's method, has gained a 

wide following because it is simple, easy to use and understand, 

and its results are usually quite satisfactory. Newton's method is 

described and a convergence proof is presented in Chapter II. 

It should be pointed out that there are major drawbacks to tnis 

method. One is the necessity of calculating an inverse of f' at each 

iteration, a time-consuming if not impossible task especially for a 



2 

large or complicated system. Another difficulty is the necessity of 

choosing an initial approximation within a suitable neighborhood of 

the true solution. Variations on Newton's method which deal with these 

difficulties are discussed in Chapter III. 

Let fi be an open set in R n, and f a mapping such that f: fi->-Rm. 

Then for x e fi, 

f(x) = 

f ( X ^ , X ^ 5 • • • ) 

f 2 ( x i , X 2 9 , " , X n ) 

f m(x l 9x 2,...,x n) 

y l 
= 

• 
• 

= y. 

The functions y^ = f^(x), i=l,2,...,m, are called coordinate 

functions associated with f. 

Definition 1.1 A function f: fi->Rm is said to be differentiable at the 

point x e fi if and only if there exists a linear mapping A: Rn-*-Rm 

such that 

lim = l|f(x+h) - f(x) - Ahll = Q > 

h^O 

The linear mapping A is said to be the derivative of f at x, and one 

writes f'(x) = A. If f is differentiable at each x e fi then f is said 

to be differentiable on fi. 



Theorem 1.1 If is an open set in R n and f: ft-KR™ is differentiable 

x e ft, then f(x) is unique. 

Proof: Suppose f'(x) = A 1 and f'(x) = A^ then we have 

||f(x+h) - f(x) - A h|| ||f(x+h) - f(x) - A h|| 
lim = lim •—- = 0 . 

r - h r - II h h-»-o h-»-o 11 

The inequality 

(A -A2)h|| < | f(x+h) - f(x) - A h|| + ||f(x+h) - f(x) - A2h| 

shows that 

II (A -A )h|| 
lim - — = 0 

h->o 11 

Therefore, for an arbitrary fixed h i- o, we have 

|| (A -A )th|| r 
lim — - = | | ( A . - A 9 ) — | | = 0 

t-o llthll 1 2 llhll 

implying that (A^-A^)h - o for all h e R n. 

We shall now develop a relationship between the derivative of 

at x and the partial derivatives of f at x. Let ft be an open subset 
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R n and f: fi->Rm be a differentiable function at x e fi. Then there exists 
,n ̂ m a linear transformation A: R ->R , which has a matrix representation 

A = 

all a12 
a21 a22 

aml am2 

In 

2n 

mn 

such that 

||f(x+h) - f(x) - Ah|| 
lim = 0 

T T If h = [t,o,...,o] and d^ = [l,o,...,o] , then 

f(x+h)-f(x)-Ah| 
lim — = lim 
t+o llhll t + o 

f1(x1+t ,x2,. . . ,x J-f^x) 

f2(x1+t,x2,...,xn)-f2(x) 

f (x.+t,x.,...,x )-f (x) 
m 1 2 n m 

11 

21 

ml 

= 0 

Likewise 

||f(x+h) - f(x) , A T II — N 
lim || — + Ao || = 0 , 

t+o 

implying that the partial derivatives with respect to the first 



coordinate of each of the coordinate functions f. exist and 
1 

D ^ ^ C X ) = for i=l,...,m. 

A similar argument will show that a_̂  = D_.f̂ (x) for i=l,...,m, j=l 

Thus the matrix representation of f'(x) is 

f'(x) = A = 

D 1f 1(x) D 2f 1(x) 

D-f (x) D 0f (x) 1 m 2 m 

D fn(x) n 1 
D 1f 2(x) D 2f 2(x) D nf 2(x) 

D f (x) n m 

which will be called the Jacobian matrix of f' at x. 

Definition 1.2 The differential of f at x, denoted by df[x;h], is 

defined to be, 

df[x;h] = 

D l f l ( x ) D
2

f l ( x ) 

Djf^x) D 2f 2(x) 

D f (x) D Qf (x) 
1 m i m 

Vl (*> 
D n f 2 ( 5 ) 

n m 

h. 1 

7 

h 
n_ 

whenever the indicated partial 

then df[x;h] - f'(x)h, and lim 
h->o 

derivatives exist. If f'(x) exists 

||f(x+h) - f(x) - df[x;h]|| = 0. 
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Theorem 1.2 Let fi be an open subset of R n, and let f: fi-^R™ be differen

tiable at x E fi. Then f is continuous at x. 

Proof. Since f'(x) is a linear mapping from R n into R m, there 

exists a constant M > o such that 

||f'(x)h|| < M||h|| for all h E R n. 

Now given E > o, there exists a 6, with E > 6 > o, such that 

||f(x+h) - f(x) - f'(x)h|| < E whenever ||h|| < 6. 

Thus 

||f(x+h) - f(x)|| < ||f'(x)h|| + £ < M||h|| + E < (M+1) E whenever ||h||< 6 

So 

lim ||f(x+h) - f(x)|| = 0. 
h-̂ o 

Theorem 1.3 (Mean Value Theorem.) Let fi be an open subset of R and 

f: fi->Rm. If f is differentiable on the line segment Ay + (l-A)x e fi 

for o<A<l, y, x E fi, then there exists m points xn,...,x on this line 
5 f 1' 5 m 

segment such that f(y) - f(x) = A(y-x), where A is the linear mapping 

represented by 
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A = 

D l f l ( V D 2 f l ( x l } 

D l f 2 ( V D 2 f 2 ( x 2 } 

D f ( x ) D.f (x ) 
1 m m 2 m m 

D n f l ( x l } 

D n f 2 ( x 2 } 

D f (x ) n m m 

Proof. If h 1(A) = f1(Ay + (l-A)x) for o<A<l, then h 1 is a con

tinuous real valued function of one variable for which the standard mean 

value theorem holds. Thus there exists a A^ in (o,l) such that 

h(l) - h(o) = h'(A1) 

or equivalently 

f l(y) - f^x) - D f (i ) ( y i-x ) + D f (5 )(y2-x2) + ••• + V l ( * l ) ( V V 

where x^ = A^y + (l-A^)x. 

A similar argument applied to each of the coordinate functions 

will show the existence of x. = A.y + (l-A.)x, o<A.<l, such that 
l i J l 9 l 

f.(y) - f.(x) = D.f.(x.)(y.-xn) + D.f.(x.)(y0-x0) + ••• + D f.(x.)(y -x ) l l l i i - ^ l l 2 l l 2 2 n i i n n 

for i=l,...,m. 
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Theorem l.M- (Chain Rule Theorem.) Let fi be an open set in R n, and g 

map fi into R . If g is differentiable at X Q Z fi and f maps an open set 

containing g[fi] into R m and f is differentiable at g(x Q), then the com

posite mapping F = f(g) of fi into R™ is differentiable at X q and 

F'(x ) = f'(g(x ))g'(x ). o o o 

Proof. The mapping f1(g(x ))g'(x ) from fi to R m is linear. It 

remains to be shown that 

||F(x) - F(x ) - [f (g(x ))g'(x )][x - x ]|| . . o o o o" lim = 0 
- - X - X II x->x " o" o 

If 

r(x) = F(x) - F(x ) - [f (g(x ))g'(x )][x-x ] o ° o o o 

f(g(x)) - f(g(x )) - f(g(x ))[g(x) - g(x )] o o o 

+ f'(g(x ))[g(x) - g(x ) - g'(x )[x-x ]] o o o o 

and A = f'(g(x )), B = g'(x ), then ° o o 

r(x)|| < ||f(g(x)) - f(g(x^)) - A[g(x) - g(x )]|| 

+ ||A[g(x) - g(x ) - B[x-x ]]|| o o " 
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Given E > o, there exists a 6 ^ > o and a 6 ^ > o such that 

(i) ||f(g(x)) - f(g(xQ)) - A[g(x) - g(xQ)]|| < e||g(x) - g(xo)|| 

whenever ||g(x) - g(xQ)[| < 6 ^ , and 

(ii) ||g(x) - g(xQ) - B[x - XQ]|| < E||X - xj 

and 

||g(x) - g(xo)|| < 6 1 

whenever |1x - x | < 6 ~ . 
O Z 

So 

||f(g(x)) - f(g(xQ)) - A[g(x) - g(xQ)]|| < e||g(x)- g(xo)|| 

= e||g(x) - g(x ) - B[x - x ] + B[x - x ]|| 
"° o o o " 

< £ 2|* - x j + e||B|| || x - xj| 

whenever ||x - x || < 6 ~ , and 
II o z. 

|]A[g(x) - g(x ) - B[x - x ] ] j | < £ ||A|| I] x - xj| 11 o o 11 o 

whenever ||x - x || < 6 , which imply that 
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r(x' 
< e z + e (IIBII + I A ) 

x-x 

whenever x-x < 6_. 
II 0u 2 

Thus it has been shown that 

LK(x)|| 
lim — — — = 0. 
- - II x-x x-*x " o" o 

1 
As an example of the chain rule theorem, let g: fi->R be given by 

T 1 3 g(x l Sx 2) = ln(x1+x2) where fi = {(x sx ) : x + x 2 > 0}. Let f: R -+R 
2 3 T 

be defined by f(t) = [t ,t ,t ] . Then the function 

2 3 T F(x l 9x ) = f(g(x l 9x 2)) = [ln(x1+x2),(ln(x +x2)) ,(ln(x1+x2)) ] 

has a derivative given by 

F ,(x 1,x 2) = 

X l + X 2 

2 I N C X J + X ) 

(x1+x2) 

3(ln(x1+x2)) 
(x 1+x 2) 

x 1 + x 2 

2 ln(x +x ) 

3(ln(x1+x2)) 
( X 1 + X 2 } 

As proven in the theorem, the derivative of F is also given by 
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F f ( x l 9 x 2 ) = f( g ( x 1 , x 2 ) ) g ' ( x 1 , x 2 ) 

1 

2 ln(x 1+x 2) 

3(ln(x 1+x 2)) 

1 1 

2 

Definition 1.3 Let fi be an open subset of R and f: fi->R . Then f is 

said to be continuously differentiable on fi if and only if the partial 

derivatives, D^f^(x) for i=l,...,m and j=l,...,n exist and are continu

ous on fi, and we write f e C'[fi]. As Rudin [17, p. 192] shows, an 

equivalent definition would require that f be a continuous mapping of fi 
n m 

into the space of linear mappings of R into R . 

Theorem 1.5 Let fi be an open subset of R n and f: fi->Rm. If f is con

tinuously differentiable on fi, then f is differentiable on fi. 

Proof. Let X Q e fi and e > o be given. Since f e C'[fi], there 

exists a 6 > o such that |D.f.(x) - D.f.(x )| < — f o r i=l,...,m and 
1 ] i ] l o 1 n 

j=l,...,n whenever x e S where S = {x: |jx-x || < 6} fi. Also by the 

Mean Value Theorem there exists a sequence {x^}, i=l,...,n, in fi such 

that f.(x +h) - f.(x ) = D nf.(x.)h n + D 0f.(x.)h 0 + ••• + D f.(x.)h 
1 0 1 0 1 l l 1 2 l l 2 n l l n 

where x + h e fi. Then we have o 

f(x +h) - f(x ) - f 1 (x o 

max I 
l<i<m[j=l 

I |(D.f.(x.) - D.f.(x ))h. 
it, 1 3 i i 1 i o l 

< e h 
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whenever h < 6 and x + h E ft, which implies that 

„f(x_+h) - f(x_) - f'(x.)h| 

h-*o 

. . o o o . lim = 0. 

Definition l.M- Let ft be an open subset of R n and f map ft into R m. 

Then f is said to be locally one to one on ft if and only if about any 

point x e ft there exists a neighborhood of x in which f is one to one. 
2 

As an example, the function f(x) = x is not locally one to one 

on R"S however, if zero is deleted from its domain, then f is locally 

one to one on its domain. 

Definition 1.5 Let f be a mapping from R into R . Then f is said 

to be the inverse of f if and only if f ̂  is a function that maps 

f[Rn] onto R n where f[Rn] R n such that f_1(f(x)) = x for all x E R n. 

Theorem 1.6 Let ft be an open subset of R n and f map ft into R n. If 

f e C'[ft], f'(x ) is nonsingular at some x E f t and y = f(x ), then o o o o 
there exist open sets U R n and V R n such that x E U and y E V, f r o o 
is one to one on U, and f[U] = V. Moreover if f is the inverse of f 

defined on V, then f"1 E C'[V] and [f_1(f(x ))]' f'(x ) = I. 
o o 

Proof. The proof may be found in Rudin [17], p. 193. 

2 
As an illustration of Theorem 1.6, let ft = {x E R : x^ > o} 

and 
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f(x l 9x ) = 

Then f is continuously differentiable on fi, and its derivative is given 

by 

f'(x1,x2) = 
2x 

(x1)" 
_1_ 
x. 

Since the determinant of f'(x^,x2) is nonzero for any (x^jX^) efi; 

Theorem 1.6 applies, and we can find 

f"1(y1,y2) = 
V y i 

Since f is continuously dif ferentiable 

[f^Cy)]' = 
2/ Y l 

2/yn 
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Now then 

and 

[ F ^ C F C X ^ ) ) ] ' = 
2x. 

2x 

[f 1(f(x l Jx 2))] ,f'(x 1,x 2) = 

as the theorem implies. Recall that a bilinear operator C(x,y) that 

maps R n x R n into R m is a mapping which is linear in x for each y e R' 

and in y for each x e R n. 

Definition 1.5 The second derivative f"(x) of a mapping f: R n^R m 

at a point x e R n is defined to be a bilinear operator from R n x R n 

into R m such that 

1 0 
0 1 ' 

n. i|f'(x+k)h - f'(x)h fM(xsk,h)n 
lim || 1| = U 
k+o 1 1 

where f"(x) is of the form, f"(x) = [B1(x),B2(x),...,Bm(x)]T and 

f"(x,k,h) = [kTB1(x)h, kTB2(x)h,...,kTBm(x)h]T with 



B.(x) = 

b i i « 
bj2(x) 

(x) 
In 

b.1 (x) In 
(x) 

2n 

b 1 (x) nn 

for i=l, 

Thus, 

(1.1) lim f 1 ( x t k ) h - f ' ( x ) h 

Ilk I! 
— [ k TB . h , k TB_ h , . . . ,k TB m h ] T | 
Ikll 1 2 

must hold for every k,h E R . 
T n 

Let k = [t,o,...,o] E R . Then (1.1) becomes 

f (x+k) - D-,f,{x)]h., + [Dnf1(x+k) - D0f1(x)]h0 + 
lim 

1 1 
D.f (x+k) - D1f.(x)]h1 

2 1 2 1 
[D„f„(x+k) - D f (x)lb„ + 

1 V, 
312h2 

+ [D f (x+k) - D f„(x)]h 

Dnf Cx+k) - D.f (x)]h + [D.f (x+k) - D f (x)]h„ + 1 m 2 m 2 m 

By taking the limit as t+o and as t+o, we see that 

bll = Dllfl<*> bll = Dllf2<*> bll = Dll f
m
(*> 

b i 2

 = D 2 1 f l ( 5 ) b12 = D 2 1 f 2 ( ^ b ! 2 = D 2 l V * > 

b] = D f (x) = D f (x) b™ = D ,f (x) In nl 1 In nl 2 In nl m 
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In the same manner it can be shown that 

B. = 
1 

D uf.(x) D21f.(x) 

D12f.(x) D22f.(x) 

D. f.(x) D„ f.(x) In 1 2n l 

D n l f i ( x ) 

D n 2 f i ( x ) 

D f.(x) 
nn I 

for i=l,...,m, 

We shall define a norm on the second derivative in the following 

manner 

n n f"(x)|| = max 
l<k<m i=l j=l 

Although this norm is not the operator norm, it has the property that 

f"(x,h,k) < f"(x) h 

Theorem 1.7 (Taylor's Theorem) Let f be a mapping from R into R . 

If f and all of its second partial derivatives exist on the closed 

region T = {x e R N : an < x_ < c_ , a_ < x. < c_,...9 a < x 5 c } , 
1 1 1 2 2 2 n n n 

then 

f(x+h) = f(x) + f'(x)h + ~B(C,h 9h) 

whenever x and x + h are in T, and B(£,h,h) is given by 
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B(£,h,h) = 

-T 
h B h 

-T 
h B 2 h 

-T h B h m 

with 

Bi = 

D 1 1 F I ( X + ? . H ) D 2 1 F I ( X + C 1 H ) 

D ^ F . C X + ^ H ) D^fAx+g/h) D n 2 f . ( X + 5 . h ) 

Dn f . (X+£.h) D 0 f . (X+£.h) ••• D f . (X+£.h) 
In 1 1 2n I I nn I I 

where o < £. < 1 for i=l,...,m. 
l 

Proof. Let <J>.(t) = f. ( X N+h n t ,X_+h_t,. . . , X +h t) where f. is a I I 1 1 2 2 n n l 
coordinate function associated with f. 

Then using Taylor's Theorem for a function of one variable on 

<f>̂ (t) we have 

4 ^ ( 1 ) = 4^(0) + <J>!(0) + |- 4>V( î) with 0 < Q < 1 

which is the same as 

f.(x+h) = f.(x) + I D kf.(x)h k + \ 
k=l Dkk fi (* + ?i S ) hk + 

k=l 

2 J D, . F . (XH.h)h, h . 
2<k<n J _ 
l<j<k 
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Thus we have f(x+h) = f(x) + f'(x)h + jB(£,h,h). 

Definition 1.6 If g(x): Rn->Rm is given by g(x) = Cg1(x) ,g2 (x),. .. , 
- T 

g^(x)] , then D_.g(x) is defined to be 

D^g(x) = CD.gj^Cx), D^g2(x),...,Djgm(x)]T for j=l,2,...,n. 

Definition 1.7 If 

J(x) = 

a^Cx) a 2(x) 

a (x) a 2 2(x) 

a m l ( x ) a m 2 ( x ) 

a l n ( x ) 

a 2 n ( x ) 

a (x) mn 

where x E R n and a..(x): R^R 1 for i=l,...,m, j=l,...,n, then D.J(x) is 
13 J 

defined to be 

D .J(x) 
3 

D^ai:L(x) D.a12(x) 

D.a21(x) D.a22(x) 

D j a m l ( x ) D j a m 2 ( x ) 

D.a. (x) 3 In 
D.a. (x) 3 2n 

D.a (x) 3 mn _ 
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CHAPTER II 

NEWTON'S METHOD 

In this chapter Newton's method is motivated and described. A 

proof of the convergence of this method is provided, and the con

vergence is shown to be quadratic. The reader can find most of these 

results in Isaacson and Keller [9]. 
_ - T Let g(x) = Cg1(x),g2(x),...,gn(x)] be a mapping of a subset of 

R n into R n. 

Definition 2.1 A vector x Is said to be a fixed point of g if and only 

if g(x) = x. 

Theorem 2.1 Let a be a fixed point of g, and let gf(x) exist and 

satisfy ||g'(x)|| < A < 1 for all x in the sphere S(a,p) = 

{x: ||x-a|| < p}. Then 

(i) a is the unique fixed point of g in S(a,p) and 

(ii) for any initial estimate x° e S(a,p), the iterates {x nj, 
-k +1 -k -where x = g(x ) for k=0,l,2,..., converge to a. 

Proof. Using Theorem 1.3, we have 

g(x) = g(y) + A(x-y) for x,y e S(a,p) 

where A is the n*n matrix mentioned in Theorem 1.-3. Note that 

||A|| < A. Then 
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(2.D ||g(x) - g(y)|| < ||A|| ||x-y|| < X||x-y|| 

for x,y e S(a,p). 

Now let y = a and we have 

(2.2) 11 g(x) - all < X|lx-a|| for x e S(a,p). 

If x = x°, then j[g(x°)-a|] = ||x̂ "-a|| < x|jx°-a|| < Xp. If x = x \ then 

||g(x̂ ")-a|| - ||x2-a|| < Xljx̂ -ajl < X2||x°-a|| < X^p, and by the obvious 

induction argument we have 

-k -i k 
x -a < X p for k=0,l,2,... 

Notice that ||x̂ -a|| < |j x^ "*"-a|| < ••• < ||x°-a|| < p. So x^ e S(a,p) 

for k = 0,l,2,... Also since | x -a|| < X p and X < 1, we have lim x - a 

So (ii) holds. 

For uniqueness, let 3 be another fixed point of g in S(a,p). 

Then ||a-J3|= || g(a )-g( 3)|| < X||a-3|| < ||a-3|| which is a contradiction. 

Definition 2.2 Let {x^} be a sequence in R n that converges to a £ R n. 

Then the sequence is said to be rth order convergent if ||x̂ +"'"-aj| < 
II -k - I I r . M|| x -a|| for k:=0,l,2,... where M and r are positive real numbers. An 

-k+1 -k 
iterative scheme {x = g(x ), k=0,1,2,...} is said to have rth ordei 
convergence at a fixed point ct = g(a) if there exists a neighborhood S 

of a such that for each initial value x° £ S, the iteration '̂  -
-k 

g(x ), k=0,l,2,... is rth order convergent to a. 
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By (2.2), the iteration examined in Theorem 2.1 is first order 

convergent. An alternate terminology is that it converges linearly. 

Let us now determine conditions on g which will provide a faster rate 

of convergence. 

Theorem 2.2 Let a be a fixed point of g, and let g"(x) exist and be 

bounded on S(a,p). If g'(a) = 0 and x° e S(a,p), then the iterates 
-k -k+1 -k {x } given by x = g(x ) for k=0,1,29... are 2nd order convergent. 

(Second order convergence is often called quadratic convergence.) 

Proof. Expanding g(x) about a, using Taylor's theorem, gives 

g(x) = g(a) + B( l,x-a,x-a). 

Note that ||B(x)|| is bounded by say M for x e S(a,p). If g is evaluated 

at x k, the result is g(x k) - g(a) = B(f k ,x k-a,x k-a). So 

|xk+1-a|| < ||B(fk)||||xk-a||2 < M||xk-a||2, for k = 0,l,2,... 

Now let us concentrate on solving f(x) = o, where f(x) is a 

mapping from a subset of R n into R n. Rewrite this system as a fixed 

point problem with g(x) = x - A(x)f(x), where A(x) is an nxn matrix 

with components a^^(x). In addition, A(x) must be nonsingular so that 

the solutions of the two systems will coincide. The simplest choice 

for A(x) is A, a constant nonsingular nth order matrix. 
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However, from Theorems 2.1 and 2.2, we know that the algorithm 
-k+1 -k -k -o 

x = x - Af(x ) will converge quadratically whenever x is "close 

enough" to a,gT(a) = 0, and g satisfies the hypotheses of Theorem 2.2. 

Since differentiating g(x) = x - Af(x) gives g'(x) = I - Af'(x), g'(a) 

will equal zero if f'(a) is nonsingular and A = [f'(a)] In practice 

however the solution a is generally not available, so we let A(x) = 

[f'(x)] ~*~ for each iteration. Thus A now depends on x. This is Newton's 

method. A recap of the procedure follows. 

Newton's Method: To solve f(x) = o, choose an initial approxi

mation x° to the root. Compute successive iterations using the formula 

x k + 1 = g(xk) = x k - [f T(x k)] _ 1 f(xk) for k=0,l,2,... Normally, Instead 
-k -1 -k of computing [f'(x )] , the equation is rearranged to read fT(x ) 

-k+1 -k -k 
(x -x ) = -f(x ). This linear system is then solved for the correction 

-k -k+1 -k ^ ^ -k+1 -k -k vector p = x - x so that x = p + x . 

Consider the following 2x2 illustration of Newton's method. Let 
Di^Cx) D2f1(x)~] 
[D1f2(x) D 2f 2(x)J' 

Xl and f(x) = x -
f 1 ( x 1 , x 2 ) 
f 2 ( x l 9 x 2 ) J . Then f'(x) = 

-k -k+1 -k -k The iterates are given by f'(x )(x -x ) = -f(x ), which when written 

out In component form becomes, 

D l f l ( x i ' X 2 } D
2

f i ^ i ' X 2 } 

D lf 2(x k,x k) D 2f 2(x k,x k) 

x 
k+1 
1 
k+1 

- x 

- x. 

fl ( xi' X2^ 

f 2(x k,x k) 

Thus we have 
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(x k + 1-x k)D 1f 1(x k ,xk) + (x^^-x^B^^x^x^) + f^Cx^x^) 

(x k + 1-x k)D 1f 2(x k,x k) + (x 2
+ 1-x 2)D 2f 2(x k,x 2) + f 2(x k,x 2) = 0 

for k=0,l,2,... 

Geometrically speaking in the one dimensional case, Newton's 

method approximates the graph of the function f with the tangent line 
-k 

to f at x . The next iterate Is then the zero of this tangent line. 

In two dimensions, as in the previous Illustration, the equation 

z = (x1~x^)D ^(x^x^) + (x 2-x 2)D 2f 1(x k,x 2) + f^x^x^) denotes the 
tangent plane to the surface z = f^(x^,x2) at the point 
k k k k 

(x^,x2,f^(x^,x )). So the solution to system (2.3) represents the 
intersection of the tangent planes to z = f^(x^,x2) at (xk,x2,f^(xk, 
k k k k k x 2)) and to z = f ^ x ^ x ^ at (x^ ,x2 ,f (x̂ ^ ,x2)) in the x1x2(z=o) plane. 

Thus In two dimensions, tangent planes instead of tangent lines are 

used. 

Theorem 2.3 Let f map a subset of R n into R n and a be a fixed point of 

g where g(x) = x - [f' (x)]_1f (x). Now if |g'(x)|| < A < 1 and g"(x) 

exists and is bounded for x in S(a,p) where p > ||a-x°|| , then Newton's 

method converges quadratically. 

Proof. Theorem 2.1 implies that the iterates converge. If it 

can be shown that g'(a) = o, then Theorem 2.2 will give second order 

convergence. The jth column of g'(x) is given by 
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D j g(x) = 6 - f'(x) V j f C x ) - [Djf (x) X]f(x) 

where 

6̂  = [o,... so,h so s...,o] T and D_.f (x) 1 = -f (x) 1[D .f (x)]f (x) 1 

Then we have 

D g(ct) = 6̂  - f'(a) V j f ( a ) - [D.f (a) X]f(a) 

= 6. - 6. = o for i=l,2,...,n. 
1 1 

It has been shown that if x° is "close enough" to a, so that 

||g'(x)|| < X < 1 for x e S(a,p) where p = ||a-x°|| s then Newton's method 

converges. If in addition f'(x) is nonsingular at a and differentiable 

the convergence is of second order. However we need a sufficient con

dition for the convergence of Newton's method when the root a is 

unknown. 

Theorem 2.4 Let f be a mapping from an open subset of R n into R n, and 

the initial approximation x° be such that f'(x°) has an inverse with 

norm bounded by 

(2.4) llCf'tx0)]"1!! < a. 

If the difference of the first two iterates is bounded by 



(2.5) ll̂ -x0!! = ||[f (x0)]"1f(x°)|| < b 5 

and the coordinate functions of f have continuous second partials so 

that 

(2.6) |fn(x) < c for all x e S(x°,2b), 

and if, in addition, 

(2.7) a,b,c are such that a • b • c < ~ 

then (i) the Iterates are uniquely defined and lie in S(x°,2b), 

and 

(ii) the Iterates converge to some element a such that f(a) = o 
, II-k -|| „ 2b and x -a < . 

- 2k 

Proof. It Is convenient to introduce the following notation 

J k = f'(xk); H k = [f'(x k)] _ 1; A k + i = I - H kJ k + 1. 

Now by a lengthy induction argument we wish T O establish the following 

for k=0,l,2,... 
• ̂  \ II -k+1 -kii ^ b 
(1) || X - X || < -r-

2 K 

(2) ||x k + 1 - x°l[ < 2b 

O ) ||Ak+1|| = IirW-j 
k Jc+1,, K_ 1 



26 

( 4 ) I I = U U - A ^ W l l < 2 k + 1a. 

Since (1) and (2) are true for k = o by hypothesis, x~*~ and x° 

are elements of S(x°,2b) where the second partials of the coordinate 

functions are continuous. This enables us to use Theorem 1.3 to show 

J"*" = J° + B C ^ j X ^ - x 0 , •) which implies that || J -J°|| < c||x^-x°|0 This 

bound on the norm of the difference of the first two Jacobians along 

with (2.4), (2.5), and (2.7) establishes the following inequality 

|| A I < 1H || || J -J || < ac||x -x || < abc < — , which proves (3) for k=o. 

Now since 11Â~|| < 1, it is a well-known result that I-A"*" is nonsingular 
and ||(I-A )"±|| < . So we have 

" i - HA II 

llH1!!! ||H°|| lld-A1)"1!! < HH°I1 < 2a, 
1 - ||A || 

which establishes (4) for k = o. Observe that = J°(I-Â ") since J° 
1 

is nonsingular by hypothesis, and thus J also has an inverse. 

Let us now prove (1), (2), (3), and (4) for k= n by assuming 

these same inequalities hold for o < k < n-1. Since (3) is valid FOR 

k equal to n-1, ||An|| < 1 which implies that J n is nonsingular BY AN 

argument in the preceding paragraph. Thus x n + 3" = x11 - H nf(x n) I S 

uniquely defined with ||xn+~'~ - x n| < ||Hn| ||f(xn)||. Now to get a BOUND 

on ||f(xn)||, recall that (2) is valid for o < k < n-1 which IMPLIES 

x n e S(x°,2b) so that Taylor's theorem can BE used to PRODUCE 
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f(xn) = f i x * ' 1 ) + J ^ h x 1 1 - x n _ 1 ] + i-BC^^-x 1 1" 1,?-?- 1) 

1 _,;L -n -n-1 -n -n-lN = — B(£ ,x -x ,x -x ). 

Taking the norm of both sides of the above equation and using (2.6), we 

see that ||f(xn)|| < ̂ -||xn-xn 1||2. Thus from (1) and (4) at k = n-1 and 

from (2.7) it is possible to conclude that 

-n -n-ln . iiTTnii iir-z-iUii . c ,„n \ n-n -n-li 2 , c ,„n Nf b x-x 1 < |]H"|| ||f(x")|| < j (2 a) ||x -x \\ < j (2 a) 

ab2c b 
2n-l " 2n ' 

which establishes (1). 

The repeated use of (1) will establish (2) in the following way, 

x" + 1 - x°ll < I ||x i + 1 - x 1! < b I \<2b. 
i=o i=o 2 

k 

Now since xU+^~ is in S(x°,2b), the Mean Value Theorem can be 
T , Tn+1 Tn -•pn+l -n+1 -n N . used to show J = J + B(£ ,x - x , •) so that 

| | j n + 1 - Jn|| < c||xn+1 - xn|| . This result together with (1), (4), and 

(2.7) implies that ||An+1|| < || Hn|| ||j n - Jn+1|| < 2nac = abc < ~ which 

proves (3) for k = n. Recall that |JAn+1|| < i implies that J n + i Is ncn 
H n+lii 1 singular and I - A < =— . So (M-) can be established by 

1 - ||An+1|| 
noting that 
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II Hn|| 
H n + 1|| < < 2

n + 1 a . 
1 - llAn+1|| " 

k 
Now (i) follows from (4) which Implies that the H exist for all 

-k 
k and thus the sequence of iterates {x } Is well defined, and (2) shows 

that x k + 1 e S(x°,2b) for all k. 

For the convergence argument we use (1) to show that 
, . , k+m-1 o , . . k+m-1 . , -k+m -kii p II -l+l - i n , r 1 b 

. , «i ~ J<-1 i=k i=k 2 2 

-k n So the iterates {x } form a Cauchy sequence in R and converge to some 

a in S(x°,2b). Recall that ||f(xk)|| < f- || x k - xk"1||2 < f ^ b 

2 
— — . So lim||f(x )|| = 0 . But we also have lim|| f (x )|| - \\TK. 
14. ]<-x» ^ ^ k-*-00 _ k ̂  ^ 
f (a) = 0. Also || x - x || < implies that lim||x - x 
II" -*• , 2b 2 " 
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CHAPTER III 

DIFFICULTIES OF NEWTON'S METHOD 

Because of its simplicity and rapid convergence, Newton's method 

is often used to solve nonlinear systems of the form f(x) = o where 

x £ R n and f(x) e R n. Nevertheless there are serious difficulties with 

this method. The excessive number of calculations required to compute 

the inverse of the Jacobian matrix at each iteration is one of the 

principal complaints. The calculation of the derivative alone requires 

n(n+l) functional evaluations, not to mention the calculations required 

for the inverse. Not only is this process inefficient from a programming 

point of view, but the derivative may be ill-conditioned or may not even 

exist. Another major drawback to the method is the necessity of guess

ing an initial approximation within a suitable neighborhood of the solu

tion so that convergence Is assured. 

Point Substitution Method 

Let us turn our attention to the problem of calculating a new 

Jacobian matrix for each iteration. Our purpose is to show that 

instead of evaluating the Jacobian at each iterate, as Newton's method 

requires, the first derivative term in the algorithm can be calculated 

at any arbitrary point in a particular region of R n and the iterates 

will still converge. Thus those points at which f is easily calcu

lated can be chosen, while those points where f is not defined or 
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I L L - C O N D I T I O N E D C A N B E A V O I D E D . T H E F O L L O W I N G R E S U L T S C A N B E F O U N D I N 

B A R T L E [ 2 ] . 

L E M M A 3 . 1 L E T ft B E A N O P E N S E T I N R N A N D F ' ( X ) E X I S T A N D B E B O U N D E D 

F O R A L L X e ft. F U R T H E R M O R E F O R X ° £ ft, L E T 6 ( X ° , E ) B E A R E A L N U M B E R 

S U C H T H A T | | F ' ( X ) - F F ( X ° ) II < E W H E N E V E R X E S ( X ° , 6 ( X ° , £ )) ft. T H E N I F 

X ^ A N D X 2 A R E I N S ( X ° , 6 ( X ° , £ ) ) , W E H A V E 

F C X 1 ) - F ( X 2 ) - F ' ( X ° ) [ X 1 - X 2 ] | | < II-1 - 2 . 
£ X - X 

P R O O F . U S I N G T H E M E A N V A L U E T H E O R E M I N C H A P T E R I W E C O N C L U D E 

-1 - 2 -1 - 2 
T H A T F ( X ) - F ( X ) = A ( X - X ) W H E R E A I S A N N T H O R D E R M A T R I X W I T H 

|| A - F » ( X ° ) | | < £ . S O 

|| F ( X 1 ) - F ( X 2 ) - F ' ( X ° ) [ X 1 - X 2 ] | | < || A - F ' ( X ° ) | | F X 1 - X 2 | | 

II-1 — 2 I I 

< £ II X - X II . 

L E M M A 3 . 2 I N A D D I T I O N T O T H E H Y P O T H E S E S O F L E M M A 3 . 1 , I F F ' ( X ) ^ I S 

A L S O D E F I N E D A N D B O U N D E D O N A N E I G H B O R H O O D N O F X ° , T H E N F O R A N Y 

A > | | F F ( X ° ) "'"H , T H E R E E X I S T S A 3 S U C H T H A T 

( I ) I F | | X - X ° | | < 3 , T H E N | | F ' ( X ) "'"H < a A N D 

( I I ) I F | | X K - X ° | | < 6 F O R K = L , 2 , 3 , T H E N 
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Proof. If e = a - ||f'(x°) ~*"|| , then there exists a 6̂  > o such 

that if ||X - X°|| < 6 , then ||f ( X ) " 1 - F C X 0 ) " 1 ] < e. Thus If 
— O i l r , 

x - x || < <5 , we have 

f'(x) 1|| - I F ( X 0 ) " 1 ! ! < | | F ' ( X ) •'•-f'CX0) 1|| < e = a - ||f'(x°) 2| 

and so ||ff(x) ~*"|| < a. Also by the continuity of f' , there exists a 

6 2 > o such that if ||x - x°| < 6 , then ||f'(x) - ff(x°)|| < ̂  . 
-1 -2 -3 -o ^1 52 Now if x , x , and x are in S(x ,3) where 3 = min{l,—,— ), then 

Lemma 3.1 can be used to show 

F C X 1 ) - F ( X 2 ) - F ' C X 0 ) ^ 1 - X 2 ] | | < — L L X 1 - X 2 | 

So 

F C X 1 ) - F ( X 2 ) - F ' ( X 3 ) [ X 1 - X 2 ] | | < H F C X 1 ) - F ( X 2 ) - F ' ( X ° ) [ X 1 - X 2 : 

+ L I C F ' C X V F ' U 0 ) ] ^ 1 - ^ 2 ; ] ! ! < ^ - I I X 1 - ^ 2 ! 

, 1 i - l - 2 1 -1-2 
+ ^ I X " X = 2T x " x 

Theorem 3.1 Let fi be an open subset of R n, and f: fi->-Rn have a bounded 

first derivative on fi such that f'(x°) has an inverse that satisfies 

||f'(x°) 1|| < a < 0 0 . Then if | f (x°)| < ~- where 3 is as in Lemma 3,2, 
z. a -k -o and each z for k=l,2,3,... is an arbitrary element of S(x ,3) except 

for z° which equals x°, the iterative process xk+~^" = x k -
-k -1 -k 

[f'(z )] f(x ) for k=0,l,2,... converges to a unique solution a of 



3 2 

F ( : < ) = O I N S ( X ° , 3 ) . F U R T H E R M O R E || X K - OT|| < ~ . 
2 

P R O O F . U S I N G A N I N D U C T I V E A P P R O A C H , W E W I L L E S T A B L I S H T H E F O L 

L O W I N G : 

( 1 ) || X K - X ° || < 3 

( 2 ) | | X K - X K _ 1 | | 5 A | | F ( X K _ 1 ) | | , A N D 

( 3 ) | | F ( X K ) | | < ^ _ | | X K - X K _ 1 | | F O R K = L , 2 , . . . 

B Y H Y P O T H E S I S , H X 1 - X ° | | = | | F ' ( X ° ) 1 F ( X ° ) | | < A | | F ( X ° ) | | < | - < 3 W H I C H 

P R O V E S ( 1 ) A N D ( 2 ) F O R K = 0 . S I N C E F C X 1 ) = F C X 1 ) - F ( X ° ) - F ' ( X ° ) [ X ^ - X 0 ] , 

L E M M A 3 . 1 S H O W S T H A T | F ( X ] ) | < 7 7 - II* 1 - X ° | | . T H U S ( 1 ) , ( 2 ) , A N D ( 3 ) A R E 
2 A 

T R U E F O R K = L . N O W S U P P O S E T H E Y A R E T R U E F O R 1 < K < N . U S I N G L E M M A 3 . 2 , 

- N F L - N . . . , - N V - L C , - N . . , . II - N + 1 - N N , |IP/-TK|I , . , 
X - X = - F ' ( Z ) F ( X ) I M P L I E S T H A T | | X - X || < A||R(X )|| W H I C H 

P R O V E S ( 2 ) F O R K = N + 1 . 

S I N C E | | X N + ~ ' ~ - X N | | < A | | F ( X N ) | | ^ - ^ ~ | | X N - X N ^ | | , W E C A N S E E I N D U C 

T I V E L Y T H A T 

- N + 1 -ON R -IN - 1 - O N 3 R - J 
X - X || < I 2 || X - X || < - I 2 

L = O I = O 

T H I S E S T A B L I S H E S ( 1 ) F O R K = N + 1 . 

- N + 1 f,/-o j r , - N + L ^ , - N + L V , . , - N W - N + L - N . 
N O W X E S ( X , 3 ) A N D F ( X ) = F ( X ) - F ( X ) - F F ( Z ) ( X - X ) 

I M P L Y B Y L E M M A 3 . 2 T H A T | | F ( X N + 1 ) | | < ^ — | | X N + " ' " - X N | | . T H U S ( 3 ) I S P R O V E N . 
P 2 A 

N O T I C E T H A T X - X < I X - X < 
p-i . g_ - i = i 

, K 
A | | F ( X ° ) | | 2 K { I 2 1 ] < - ~ F O R A L L P > 1 . 

I = O 2 
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So the {xk}'s from a Cauchy sequence in S(x°,3) R n, and therefore 

converge to some a e S(x°,3) with lim||xk+^ - x^\\ = || a - x̂ || < for 
P+°° .. _k .. .. _ " 2 

k=0,l,2,... Statement (3) shows that lim||f(x )|| = ||f(a)|| = o proving 

that a is a solution of f(x) = o. 

Regarding uniqueness, suppose y is another solution of 

f(x) = o in S(x°,B). 

Then 

Y-a|| = ||f '(x°) 1f' (x°)[y-a]|| < a|l f' (x°)[Y-a: 

a|| f(Y) - f(a) - f'(x°)[Y-a]| < 

by Lemma 3.2. So ]jy — a|| = o which contradicts the hypothesis that 

Y ? ot. 
-k -k 

Observe that Lemma 3.2 is not needed in the proof if z = x 

for k=l,2,... Note also from the convergence factor that 

|| xk+"^" - a|| < TJ" | | x ^ - al f° r k = 0,l,2,... Since the convergence rate 

has not been shown to be any higher than one, ease in handling the 
Jacobian matrix has apparently cost us the quadratic convergence rate 

-k -o 
In fact, with z = x for k=l,2,3,..., this scheme has only linear 

1 2 convergence when used in R on the function f(x) = x . However when 
-k -o 

the z fs are all chosen equal to x , the linear operator remains con
stant throughout the algorithm, and the general recursion formula 
becomes x k + ^ = x k - f'(x°) ~^f(xk) for k=0,l,2,... 
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Notice that each iteration requires only n coordinate function 

evaluations. Thus with respect to time, the reduction in the number 

of calculations per iteration tends to offset any reduction in the 

convergence rate. 
-o -k 

Given f(x) and x , let {x } be the iterates computed by 
~k 

Newton's method, and let {x } be the iterates computed by the point 

substitution method with z k = x° for k=l,2,... Then if L = |jx̂ -x°|j, 

M = ||f'(x°) 1|| , N = |f"(x°)||, and h = LMN < i- , error bounds for the 

two methods are given by the following formulas (which can be found 

in Lohr and Rail [13]): 

I, -k -i, L(2h) 2 k" 1 

x - a < — = r. 11 - 2k-l k 

x - a < 2hL(l - /l-2h) = r.~ 
k 

- - -k - ~k where a is the solution to f(x) = o approached by both {x } and {x }. 
-k 

Now let t^ and t signify the times required to calculate f(x ) and 
-k -1 

f'(x ) , respectively, and let tg denote the time required to compute 

xk+~*~ = x k - f'(xk) "*"f(xk) given f(xk) and f'(xk) \ If e is the 

desired accuracy, N = min{k: r < e}, and N ~ = min{k: r~ < e}, then 
£ K £ K — 

the point substitution process will give the desired accuracy in the 
least amount of time whenever ri~(tn+t_) < N (t,+t_+t0). Now, Lohr an3 

£ 1 3 £ 1 2 6 
Rail [13] suggest a procedure which combines the two methods to reduce 
computing time. In this procedure the error and time analyses are 

k k 
repeated after each iteration. At the kth iteration let t^, t , and 
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\ -k-1 -k-1 -1 -k t be the times required to compute f(x ), f(x ) and x = o 
x k - f'(xk ^) "^f(xk given f(xk and f'(xk ^) \ respectively. 

-k -1 -k-1 -o Then substitute x for x and x for x in the formulas for L, M and 
k k k k k k N (call these new values L , M and N ), and using L , M and N in 

k k 
the error bound expressions compute r\ and n~ 9 the number of additional 

k 
iterates needed for each method to converge. In addition let t^ be the 

k k 

time required to compute n £ and n~. Then the procedure is to use 

Newton's method for k iterations until 

k/,k ,kx k /,k ,k ,k ,kN 

n- ( ti + V * \ ( t i
 + h + H + V 

E 

and then switch to the point substitution algorithm until the con

vergence criterion is satisfied. 

Another special case of this modified method is to use the same 

Jacobian for r iterations where r is some positive integer chosen 

beforehand. Thus we let 

z k = x° for k=l ,2 ,...,r-l 

z k = x r for k=r,r+l,...,2r-l 

z k = x 2 r for k=2r,2r+l,...,3r-l 

This scheme also reduces the number of calculations required per 

iteration when compared to Newton's Method. Again, in order to reduce 
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the time required for each iteration, it may have been necessary to 

forfeit the quadratic convergence. 

Corollary (Bartle [2]). Let f: ft+Rn be as in Theorem 3.1. Consider a 

set of bounded linear operators {T^} where T^: Rn-KRn for k=0,l,2,... 

such that the following conditions are satisfied, 

(i) ||Tn(x) - f'(x°)|| < ̂  for all x e S(x°,3), n=0,l,2,... 

and 

(ii) ||T •'•(x)!! < a for all x e S(x°,3), n=0,l,2,.. 

k+1 -k -1 -k -k Then the sequence of iterates defined by x = x - T (x )f(x ) 

for k=0,l,2,... will converge to a e S(x°,3) where a is a solution of 

the equation f(x) = o. 

Proof. The proof is the same as the proof of Theorem 3.1. 

Condition (i) Implies that Lemma 3.2 holds, and condition (ii) takes 
-k -o 

the place of requiring that {z }C7S(x ,3). 
Thus instead of choosing new points at which to evaluate the 

Jacobian matrix, it may be possible to switch to a different, more 

easily managed set of bounded linear operators. 

Secant, Wolfe's, and Barnes' Methods 

Another method commonly used to circumvent the calculation of 

the derivative is the secant method. If f: R̂ R"*", let x"*" and x° be two 

initial approximations to a root a of f(x) = o. Then the secant 

iterates are given by the formula, 

k+1 k x = x -
k k-1 x - x 

f(xk) - f(x k _ 1) 
f(xk) 
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or equivalently 

k+1 f(xk) 
f(xk) - f(xk X ) 

k-1 f (x ) 
f(xk) - f(xk 1 ) 

x for k=l,2 

Notice that this algorithm is similar to Newton's method except that 
k -1 

[f'(x )] has been approximated by 
k-1 

f(xk) - f(x k _ 1) 
However the 

secant method requires only one functional evaluation per iteration 

while Newton's method in the same setting uses two. The following 

theorem can be found in Isaacson and Keller [9]. 

Theorem 3.2 Let x° and x"̂  be two initial approximations of a, a root 
1 1 k of f: R -*R , and suppose all the iterates {x } of the secant method for 

this system lie in S(a,p) for p > o such that o < f"(x) 2f'(y) < M for all 

x,y e S(a,p). Now if |x° - a| < j-j- and |x"̂  - a| < — where 3 < l s then 
lim x k = a and the rate of convergence is given by |xk+"^ — ot | < 
k-*» 
Sk o 
3 |x — ot | where g^ is a sequence of real numbers such that g^ = 1, 

g 2 = 2, and g k = g k_ 1 + g k_ 2 + 1 for k=3,4s... 

Proof. Let us introduce the divided difference notation 

. r k-1 k-. f(xk) - f(x k _ 1) f[x ,x ] = - k • k-1 x - x 

and 

j.r k k-1-, f[xk 1,x k] - f[xk,a] f[a,x ,x ] = 2 

x - a 
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Now Theorem 1.3 enables us to write 

(3.1) f [ x k - \ x k ] = f U k ) 

k k-1 k where £ lies between x and x , and the identity. 

(3.2) . r k k-l-. f"(n ) f[a,x ,x ] = — 

k k-1 k with n lying between x , x and a, can be found in Milne-Thomson 

[14], Use the secant formula and the divided difference notation to 

see that 

K+1 K K V x - a = x - a - f(x ) 
k k-1 x - x 

f(xk) - f(x k" 1) 

t k >> 

(x - a) 
f[xk \ x k ] - f[xk,a] 

f[x ,X ] 

(xk - a)(xk 1 - a) 
_pr k k-1-, 
f[a,x ,x J 
f[x ,x ] 

Then 

k+1 x - a k I | k-1 I x - a x - a f"(n k) 
2f'(£k) 

• M I
 k -i I k " 1 < M x - a x - a 

for k = 1,2,. 
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Thus for k = 1, 

2 I -»» I 1 I I o i _51 | o 
x - a < M x - a x - a < 3 x - a 

Now suppose |x* - a| < 3 ̂  |x° - a| for k=2,3,4,...,n, then 

N + 1 I ^ U I N I I N _ L I ^ U n " I ° I O N _ L I O 
x - a < M x - a x - a < M 3 x - a 3 x - a 

2. + 2 +1 e . Q
6 N 6 N - l | O I „ Q

6N+1 I O I < 3 x - a < 3 x - a . 

Jeaves [10] computes the convergence rate of the secant method 
1 + /5~ 

as — , which places it at a disadvantage when compared to Newton's 

method. However because it requires fewer calculations per iteration, 

the secant method often converges to a solution more quickly than does 

Newton's method. 

It is important to notice that the secant algorithm can also be 

characterized in the following way: At the kth step, solve the linear 

system 

- I K ) + A < K > = 1 

(kK, k-1, A (kK, kx n . (k) , (k) A f(x ) + a 2 f(x ) = 0 for A and a 2 

Then let xk+^" = a|k^xk ^ + a^^x^, and the iterates will be the same 

as those produced by the earlier version of the secant method. With 
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this in mind, Wolfe [23] generalizes the secant method in the one 

dimensional case to higher dimensional spaces as follows. 

Let f(x) be a transformation from R n into R n, and x°,x\ ...,xn 

be n+1 initial approximations in R n to a where a e R n is a solution of 

f(x) = o. 

Now let 

A = 

f^x 0) f^x 1) 

f2(x°) f 2(x X) 

f (x°) f (x1) 
n n 

f 2(x n) 

f n(x n) 

a = [a ,a.,...,a ]^ and, b = [o,...,o,l]^ e Rn, o 1 n 

Solve 

Aa = b to get 

a = A^b if A is non-singular, which shows that a is 

the n+1 st column of A \ 

n 
Notice that a satisfies £ a.f.(x1) - o for j=l,2,...,n and 

i=o 1 3 

n 
I a. = 1. 
L I i=o 
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Now the n+1 st iterate is defined to be 

-n+1 v -i x = T a.x . 
. L 1 

i=o 

Replace x̂  with xk+"*" where ||f(x̂ )|| > || ±7 (x,1 ) || for i=o,...,n and repeat 

the process. Now if Wolfe's method is slightly altered, a type of 

quadratic convergence can readily be shown. The alteration only 

changes the vector to be replaced by the new iterate. Instead of let

ting the new iterate xn+^~ replace whichever of the previous n+1 
- K 

iterates had the largest functional value in norm, let x replace 

x k (n+-'-)> This is used to establish a definite pattern in the compu

tations. 
Theorem 3.3 Let f: Rn->Rn. Then if 

(i) f"(x) and [f'(x)] 1 exist for x E S ( A , P ) where A is a 

solution of f(x) = o and P > o, 

(ii) the â 's described above remain bounded so that 
||a.f"(x)|| 

- < b for i=o,...,n in all iterations for x E S ( a , P ) , 

- K -

(iii) x E S ( a , P ) for K=o,l,... and 

(iv) (n+1) bp = 6 < 1, 

the iterates computed by the modified Wolfe's method converge to a. 

Proof. First note that there is no loss of generality in 

assuming that f ' ( A ) = I providing that f'(a) is nonsingular. If 

f ' ( A ) i- I, let g(x) = f' (cO - 1f (x). Then G T (A) = I, and the algorithm 

can- be applied to g since any root of g will also be a root of f. 



U S I N G T A Y L O R ' S T H E O R E M O N F G I V E S 

r / - n + l v . C - v f - N + L - - , , 1 - . - N + 1 - N+1 - - N+1 - N 
F(x ) = F F ( A ) [ X - A ] + 2 " B ( £ , X - A , x - A ) 

I F W E O B S E R V E T H A T 

A N D 

T H E N 

F ' ( A ) [ x n + 1 - A ] = I A I F ' ( A ) [ x 1 - A ] 

I = O 

N 

f T ( A ) [ x 1 - A ] = fCx1) - j B ( ? 1 , x 1 - A , x 1 - A ) 

for i=o,1,...,n, 

F ( x n + 1 ) = I A I ( F ( x i ) - ± B ( 5 i , x I - A , x 1 - A ) ) 
1 = 0 

^ 1 ^ r n + l -n+1 - -n+1 + 2 B ( C , X - A , X - A ) 

= I 2 " B ( ^ , X - A , X - A ) ) 

I = O 

, 1 N , R N + L - N+1 - - N+1 - N 

+ — B ( ^ , X - A ,x - A ) • 

However f F ( A ) = I, S H O W S T H A T f(xn+~'") = [xn+~'" - A ] + ^ - B ( ^ N + " ' " 

-n+1 - -n+1 - . r - n + L - - . R _ R L ^,-1 - I - - I 
X - A , X - A ) . T H U S since | _ X - A ] = - £ ^ L J B ( £ ,x - A , X 

2 

W E H A V E 

1 = 0 



-n+1 - v x - a < I 
n ||a.f"(^)|| n 

fx - a || < b I || x - a|| 
1 = 0 1 = 0 

< (n+l)bp = 6p 

Continuing in this manner gives the following results: 

n+1 
x " - a|| < b I || x" - a||" = bnp^ + b0"p" = bp"(n+6") < 6p 

i=l 

•n + q _ 9 9 
x - a < bp^(n-l + 26 ) < 6p 

-2n+l -,i -i 2 / , -. Q2. _3 x - a < bp (n+1 6 ) = 6 p 

-2n+2 - „ , 2, D2 ^ .6. „ Q3 x - a < bp (n0 + 6 ) < 0 p 

_3n+l - 2,, J_1 s Q 6 , Q7 x - a < bp ((n+l)6 ) = 6 p 

So the bound on the error is 6 p where 6 < 1 and k is initially 

equal to one but then more than doubles after each cycle of n+1 

iterations. 

We will now describe another algorithm, based on the secant 

method, which is also designed to avoid the time consuming job of com

puting the derivative at each iteration. Due to Barnes [1], this 

method is claimed to be of particular value when a good approximation 

to the root and to the Jacobian matrix can be found. Indeed the 
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process first requires an initial guess of the solution and first 

derivative. It then proceeds to use as few functional evaluations as 

possible to correct the Jacobian matrix at each iteration. Barnes 

comments that in practice his method seems to be more reliable than 

Wolfe's secant method. To describe this method let x° be the initial 

approximation to the root, J° be the approximation to the Jacobian 

matrix at x , and :r the value of f at x for k=0,l,... Compute p 

from J°p° = -f°, and then let x"̂  = x° + p°. Notice that if J° is the 

Jacobian matrix at x°, this first iterate is identical to the first 

iterate of Newton's method. 

Let us choose the next approximate Jacobian matrix, j \ so that 

(3.3) f 1 = f ° + j V . 

Then if J"*" = J° + D° where D° is the correction matrix, we want 

f^ = f° + (J°+D°)p° to be satisfied, or equivalently, 

(3.4) f 1 - D°p°. 

i T 

o f z° -o n A solution to (3.4) is D = —^—where z is an element of R to be 
-o -o z p 

chosen later. 

The general iterative scheme for Barnes' method is 

p k = -(J k) _ 1f k 
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-k+1 -k -k x = x + p 

T 
J<+l-k 

D k = f Z T 
-k -k 
z p 

V+1 V V J = J + D for k = 0,l,2, . .. 

Note from (3.4) that D k p k = f k + 1 . Since J k + 1 = J k + D k, we see that 
Tk+l-k Tk-k ^k-k _k+l _k J p = J p + D p = f - f . 

-k 
Now the z 's are chosen to be orthogonal to the correction 

_k 
vectors to the solution. Thus if k > n, z is chosen orthogonal to 
-k-n+1 -k-1 . -k {p ,...,p } (previous n-1 steps), or if k < n, then z is chosen 

-o -k-1 -k orthogonal to {p ,...,p }. For simplicity, choose z to be the linear 

combination of the previous k-1 or n-1 correction vectors which is 

orthogonal to the appropriate elements mentioned above. If the z 's 

are also taken to be unit vectors, they can be formed using the Gram 

Schmidt process. 

Thus 

._. fi+l -l 
D Xp D = - — T — 1 — P D = 0 for l<i-j<n. 

-i -i z p 

Hence J i + 1 p j = [ J j + 1 + D j + 1 + ... + D 1 ] ^ = J j + 1 p j for 

l<i-j<n, and so 



46 

Tk-k-i T(k-i+l)-k-i J p = J p 

= f^- 1 + 1 _ f*"1 = 6 f k _ 1 for i<k,o<i<n, 

Therefore for k > n, we have 

Tkr-k-n -k-n+1 -k-1-, r»_k-n PJ_k-n+l «J<-1-, J LP ,P ,...,P 1 = [<5f ,<5f ,...,6f ] 

-k+1 
Now it may be of benefit to show how x where k > n can be expressed 

in terms of the previous n + 1 iterates and their function values. Since 6f^ 1 ^ = JJXpJN ^ for o<i<n, we see that J<-i Tk-k-i r - J x :-i-l _ _k-k-i-l — j 
k-i-1 k-k-i-1 
f - J x = L for o<i<n, where L is an nxl matrix. Thus the 

,-k-i Jc-i-l Tkr-k-i -k-i-1-. _ . , equation r - f = J [ x - x ] for o<i<n can be written as 

(3.5) ^k-i ,k-k-i J x + L for o<i<n 

Now if I is the 1 x (n+1) matrix with each element one, then (3.5) can 

be rewritten as 

F = J kX + LI 

where 

F = 

k-n J<-n+l 9 9 m k 
1 1 1 

^-n ^-n+1 m m m ^ 
n n n 
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k-n k-n+1 

X = 

k-n k-n+1 

Then F. = J.X + L.I for i=l,...,n+l when F., J., L. denote the ith 
1 1 1 i i i 

rows of the respective matrices, or equivalently 

F. = [J^lL], | 

The transpose gives 

F? = CX T|I T] 
1 

So by Cramer's Rule 

L. = 
l 

det[XT|Fl] d e t [ F T ] 

' 1 1 

det[XT|lT] det[|-] 

This gives L^ in terms of the n + 1 previous vectors and their function 

values. Now xk+~^" - x k = -[Jk] ̂"f̂ . So 

-k+1 = x k - [J 1"]" 1^ 

= [J k] _ 1[J kx k - f3"] 

= -[J k] - 1L, 

-k+1 
which shows how x can be expressed as a function of the previous 



iterates and their functional values. A convergence proof for this 

method can be found in Barnes [1], page 69. 

Broyden's Method 

The idea of approximating the inverse of the Jacobian matrix 

and then "improving" it at each iteration is also incorporated by 

Broyden [3,4] in his papers on quasi-Newton methods. The approximate 
k 

Jacobian matrices of this method, {B }, satisfy a particular property 
to be described later of the true Jacobian matrix. In addition, the 

k 
improvement of B at each iteration is developed in a manner designed 

to minimize the number of calculations required. 

Broyden's method is used, as is Newton's method, to solve 

f(x) = o where f is a differentlable function from R n into R n, and the 

algorithms of the two methods are very similar. For this new method 

let B° and x° be initial approximations to the Jacobian matrix and the 

root of f, respectively. Then calculate the improvement vector, p , 
-k k -k k k at the kth step by p = -H f(x ) where H is the inverse of B , and 

-k+1 -k k-k 
compute the k+lst iterate using the formula x = x + t p for 

k 1 

k=l,2,... where t e R is designed to assist the convergence of the 

iterates. 
k 

The t Ts are to be chosen in the following manner. Once a -k k Jk direction of Improvement, p , has been obtained from -H +/ , the functi 
k+1 -k -k 

at the new iterate f - f(x + t p ) can be treated as a function of 
K k+1 Now t should be chosen to either minimize the norm of f ' or to 

k+1 —k k —k k 
simply reduce the norm of f so that ||f(x +t p )|| < ||f | . The mini
mization procedure gives the greatest improvement in the solution but 
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may require an excessive number- of calculations. On the other hand, 

the norm reduction strategy normally requires fewer calculations but 

may not provide as good an immediate improvement in the solution. 

Broyden states that his experiments suggest that the norm reduction 

method consumes less computer time and is therefore more desirable. 

It is also of interest to note that this technique can be used 

occasionally with the regular Newton's method to induce convergence 

in an ordinarily divergent system. 

Unfortunately the convergence of the iterates is not guaranteed 

in this algorithm. However the norms of the functional values of the 

iterates form a non-increasing sequence, and in practice this is often 

enough for convergence. 

Let us now discuss the appearance of the B 's. Recall that at 

the kth step 

(3.6) x k + 1 = x k + tp k for t = t k. 

Let g(t) = x k + tp k so that F(t) = f(g(t)) = f(xk + tp k). Then taking 

the derivative according to Theorem 1.4, we have 

(3.7) F'(t) = f'(g(t))g'(t) = f'(g(t))pk . 

Now to approximate F'(t), expand F about t using Taylor's tnecrem to 

show 

F(t k-s k) = F(tk) - skF'(tk) + (s k) 2F*'U k), 
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k 1 k k k where s E R is to be chosen later and £ lies between t - s and 
k 

s . Ignoring the error term in the Taylor expansion gives 

s kF'(t k) ~ F(t k) - F ( t k - s k ) , and from (3.7) we have 

s k[f'(g(t))p k] = F(t k) - F(t k-s k) = f ( x k + 1 ) - f(x k + ( t k - s k ) p } ) 

This is the property that the approximate Jacobian matrix will be 
k+1 

required to satisfy. Thus B will be chosen so that 

(3.8) s k [ B k + 1 p k ] = f ( x k + 1 ) - f(x k + ( t k - s k ) p k ) . 

k 
In choosing s , several considerations should be kept in mind. In 

order for the above approximations to be valid, the second and higher 

i k i 
order terms of Taylor's expansion must be negligible,and so |s | 

i k i 

should be as small as possible. On the other hand, |s | must be 

large enough so that no appreciable round off error creeps into the 

computation of the right-hand side of (3.8). Now in order to avoid 
k k extra calculations s will be related to the t already chosen. If 

k k k the first trial value of t was used as t , then let s = t in which 

case f(x k + ( t k - s k ) p k ) = f ( x k ) . Thus Bk+"'" is required to satisfy 
k k+l-k -k+1 -k t [B p ] = f(x ) - f(x ), and no extra functional evaluations are 

-k -k 
needed. However if f(x + tp ) was evaluated at more than one value of 

k i k i i k " I t, let t be the closest such value to t . Now if |t | < |t -t |, 
k k k k :'; 

again let s = t . Otherwise let s = t - t so that 
i-/ —k / k k s — k s _/—k , " ~k \ _ k+1 . _ f(x + (t -s )p ) = f(x + t p ). Now B must satisfy 
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(tk-t )[Bk+^"pk] = f(xk+~'") - f(xk + t p k ) , and again no new functional 

evaluations are required. 

For convenience, let [Bk] ^ = H k and y k = f(xk+"'") -
-k k k -k f(x + (t -s )p ), then (3.8) can be written as 

(3.9) H k + 1 y k = s kp k. 

Definition 3.2 An algorithm for finding a root of a differentiable 

function f: R^R 1 1 which requires an initial estimate of both the root 

and the Jacobian matrix of f, and which produces its iterates by the 

formula x = x + t p with p = -H r and FT satisfying 
„k+l-k k-k 
If y = s p as described above is defined to be a quasi-Newton method. 

In order for such an algorithm to be well defined, each B must 

be nonsingular so that Ĥ" can be computed, and | s k | must be small enough 
_k 

so that the Taylor approximation is valid. Broyden comments that as x 

approaches the root of f, Taylor's approximation does improve, and in 

his numerical experiments, quadratic convergence is often approached. 
-k 

Theorem 3.4 If the iterates {x } of a quasi-Newton method lie within a 
neighborhood N of a, a solution of f(x) = o, where f"(x) is bounded in N 

then lim||[Hk+1 - f' (x k + 1) _ 1]y k| = o. 
k-*» 
Proof. By Taylor's theorem, we have 

j-/—k+1 k —kN r/~k+l\ r-1 / — k+1 \ I - k —kn . 1 _,R-^k k—k k-k-. f(x - s p ) = f(x ) - f'(x )[s p ] + 7T B[£ ,s p ,s p ]. 
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Since y = f(x ) - f(x + (t -s )p ) = f(x ) - f(x - s p ), we 

see that y k = f' (x^"*")[skpk] - |=-B[£k ,s kp k ,s kp k] . Then we can solve for 
k-k s p , 

k-k ^..-k+lv-lr-k ^ 1 _ r ?k k-k k-k-.-. s p = f(x ) [y + j B[? ,s p ,s p ]] 

n . k-k __k+l-k 
But s p = H y so that 

(3.10) H k + 1 y k = ft(x k + 1) _ 1[y k + \ B[f k,s kp k,s kp k]]. 

-k k-k Now because the iterates {x } converge, lim s p = 0 , and applying this 
k-*» 

to (3.10) we have 

lim||[Hk+1 - f'(xk+1)_1]yk|| = 0 

Let us now show that the improvement in the inverse of the 

approximate Jacobian matrix can actually be calculated from the 
4. 4-v. j . uk+l-k k-k , -k £ / - k + l v , ,.k k,-k, requirement that H y = s p where y = f(x ) - f(x + (t -s )p ) 

If D is the improvement matrix at the kth step, then we have 

H k + 1 = H k + D k. 
_. TTk+l—k k—k k—k . TTk+l—k k—k , Thus H y = H y + D y where H y = s p , so that 

k —k k —k T Tk —k D y = sp - H y . 

k k k k k k T k T 

One such solution for D isD =[sp - H y ]z where z must 



T 
_k _k 

satisfy z y = 1 . A more general solution would be 

T T 
(3.11) D k = [s kp k]q k - H ky kz k 

T T -k-k -k-k J<+1 where q y = z y = 1 . Thus we would calculate Pi using the 

formula 

T T 
(3.12) H k + 1 = ^ - H ^ z 1 " + [s kp k]q k . 

As a particular case of the general solution, let 

-k -k p H z = -q = — 
-k TTk-k P H y 

which gives 

T 
r T ?k —k k —k -i k . Tk Jc+l „k CH y + s p ]p H 

n - n — — ~ — T -k 'k-k P H y 

This particular solution also arises in another quite natural way, 
k+1 

Recall that the condition B must satisfy is 

-k ^ k^~ k^ krr.k+l-kn y = f(x + t p ) - f(x + (t -s )p ) = s [B p ]. 

This relates the change in f(x) to the change in x in the direction 
-k 
p . Since there is no information available about changes in any 
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+ k T k direction other than p , let B q = B q whenever q p = 0. With 

this in mind, solve (3.8) for B k+1 

(3.13) Bk+1 = Bk + B k[s kp k]p k' 
T T —k r k — k -i

 —k i- k—k -• P [s p j p [s p j 

_ Rk [yk - Bk[skpk]]p"k' - B + 
-k r k-k -, P [s p j 

k+1 
Now to solve for H , use Householder's formula which states that if 

IJI _ _ ^ 

A and A + xy are nonsingular where x,y e R , then 

[A + x y V 1 = A" 1 - A'hf]C . 
1 + y A x 

v ~ k p k r k — k "1 — T Applying this to (3.13) with A = B , x = ̂ — L S P J , and y 
-k r k-k-, 

shows that p [ S p ] 

-k' P 

H ^ 1 = ̂  -

y k + [ H V ^ S ^ ] -k T
Hk ^ |p h 

'_ p k [s kp k] J 

T 
1 + p k H k y k - [Hk]"1[skp"k] 

T -k r k-k-, P [s p ] 
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= H k -
r,,k — k k —k-i k .Tk [H y + s p ]p H 

T T T -k r k -k -t —k T Tk -k —k r- k -k -i p [ s p ] + p H y - p [ s p ] 

= H k -
r T ik -k k _ k - i — k _ Tk [Hy + s p ]p H 

T -k TTk-k P H y 

-kT -kT y k T 

Another particular method is given by z = -q = — , so 
-k-k 

that y y 

Tk+1 H"1- = H^ - [s P + H y ]y 
-kT-k 
y y 

Again this method can be derived another way. Since nothing is given 
+ k T k + k k k about H k + 3'v k when v k y = 0 , let Hk+"'"vk = H v in such a case. With 

k+1 
this in mind solve (3.9) for H 

T 
Rk+1 = ^ [s p + H y ]y ^ 

-kT_k 
y y 

However Broyden remarks that this method has proven to be unsatisfactory 

in practice. _ 
-kT y k H k 

A third method suggested is to let z - and let 
m "™k T Tk —k 

T -kT y H 7 

-qk = ~^-= . Thus the formula for Hk+"'" is 
-k-k P y 
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H rk+l = H ,k 

Clearly H rk+l is symmetric whenever H is symmetric. 

Note that in each of the above three methods we were able to 

define H rk+l in terms of quantities which had already been calculated. 

Freudenstein and Roth's Method 

Another major drawback to Newton's method is the necessity of 

guessing an initial approximation near enough to the true solution. 

A poor initial estimate of the solution may create a divergent sequence 

of iterates. In actual practice, the complexity of the function often 

precludes the choosing of a "good" initial estimate. One procedure 

which may prevent divergence was discussed in the description of 
-k k -k k -k -1 Broyden's method. Let p = -H f(x ) where H = J(x ) and then cal-
-k+1 -k+1 -k k-k culate the next iterate, x , from the formula x = x + t p where 

-k+1 
t is chosen so that the norm of f(x ) is either minimized or less 

_]<-

than the norm of f(x ). Although the convergence of such a sequence 

has not been mathematically guaranteed, in practice this norm reduction 

procedure will occasionally provide convergence when the ordinary 

Newton's method does not. 

Freudenstein and Roth [7] have another method which they have 

experimented with chiefly using second and third degree polynomials 

and have found to be quite useful. This method, which they call the 

parameter-perturbation procedure, makes excellent use of the technique 
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of permitting the root of one equation to be the first approximation 

to the root of a similar equation. 

If f(x) = 0 is the equation to solve, suppose that each f. can 
i 

be written as f.(x) = / a., ct>.,(x) for i = l,...,n where the a., are 
1 . u IK lk lk k=o 

real numbers and the cb.n are functions of x. Now consider a second s^t 
ik m. 

of equations of the form g. (x) = \ q. <£., (x) for i = l,2,...,n 
1 . _ _. 1 K 1 K 

( ) — ( ) T where a solution to g (x) = [g^ (x),...,g (x)] = 0 is known. We 

will now change g^°^ into f by a finite number of successive small 

changes in the coefficients of the cb.n 's. ik m. 

If g[ j )(x) = f q « ) w 5 ) w h e r e q < 3 ) = q ( o ) + ^ ( o ) , 1 f o p 

i-l,...,n and j=l,...,N, then g (x) = [g (x),...,g (x)] = f(x). 
Now use the known root of g^°\x) as the initial approximation for 

Newton's method to a solution of g^\x) - 0. Compute the solution to 

g ^ \ x ) = 0 and use it as the initial approximation in Newton's method 
(2) -

to solve g (x) = 0. Continue in this way until a solution of 
(N) -

g (x) = f(x) is obtained. If the changes in the coefficients of the 

<J> k̂'s are "small enough", the initial approximations from one step to 

the next will be good enough for convergence. Actually a more general 

algorithm than this can be obtained. Let f(x) and g^°\x) be functions 

of any form where a solution of g^°^(x) = 0 is known, then define a 

sequence of functions by 
( j ) ( x ) = g ( o ) ( x ) + (f (x) - g ( o ) ( x ) ) i for j=l,...,N. 

Now proceed as before. 
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Of course, q!^ - q^ need not be equal for all j=l,...,N 
IK IK 

as described, but rather these step sizes may be varied in any desired 

manner. For instance If a step size is too large for convergence, it 

may be halved or quartered or whatever is necessary for the previous 

root to lie within the radius of convergence of Newton's method for 

the next equation. Thus each step may require several smaller steps 

to implement it. In fact the optimal step size may not be known in 

advance, and so the method may have to be continually modified as It 

proceeds. Another problem that may arise with this procedure Is that 

the Jacobian matrix may vanish. At the jth step, if the determinant 

of the Jacobian matrix falls below some predetermined level, change 
(i) 

the increments of each q^ Individually so that the value of the 

determinant is increased above the set value and then reintroduce the 

regular variation. 

The usefulness of the parameter-perturbation procedure can be 
x-3 

seen in the following example. Let f(x) - — — f o r x'>o. This function 
X 1 

has a root at x - 3 and takes on its maximum value of -̂y at x - b • 

On the interval (6,°°), the function decreases and approaches zero 

asymptotically. Thus for x° - 7, Newton's method produces a sequence 

of iterates which increases without bound and thus diverges. However 
(o) 2 

if we employ the parameter-perturbation procedure with g - x and 

n = 3, we will arrive at the solution x - 3. The data are summarized 

In the following table and graph, 
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g ( 1 ) (x ) - 2x2 x-3 
3 \ 2 

3x g ( 2 ) (x) = 
2 2x-6 

3x 2 
g ( 3 > (x) = f(x) 

o 
X - 7 o 

x = 1 
o 

X - 1.34 
1 

X = 3 .5 
1 
x - 1.25 1 

X - 1.82 
2 

X = 1 .76 
2 

X = 1.34 
2 

X = 2.33 
3 
x - 1 .05 3 

x - 2.76 
4 
x = 1 

4 
x = 
5 
x -

2.97 

3.00 
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