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IntroductionThe recent mobility trend brought on by impressive potential systems that can be developed using mobiletechnology is changing the way applications are used. With the advent of devices that have their ownpower supply, contain integrated communication systems and allow for user mobility, come new applica-tions that increase the quality of human life. The characteristics of these applications and their subsys-tems are crucial elements to their success in society and make part of the current �eld of study of manyresearch groups.The physical restrictions imposed by the natural qualities of wireless mobile networks make the creationof a suitable infrastructure a real headache. There are numerous challenges when handling wireless com-munications: The interference caused when two signals are transmitted simultaneously and in close prox-imity, the energy consumption of mobile devices that have limited power capability, and the lack ofrouting models able to cope with the dynamic and unpredictable nature of mobile networks are just someof the problems that have to be addressed.The before mentioned challenges are a continuing �eld of work. To reach a feasible solution there have tobe various approximations that concentrate their e�orts in solving speci�c di�culties with e�cient pro-posals. Topology control is one of these approximations; its objective is to manage the pattern of the ele-ments that compose a network. Given that lots of network qualities are directly dependant on networktopology, this �eld of study is rapidly becoming an important aspect in wireless mobile networks. From ageneral point of view, the problem consists in creating and maintaining an optimum topology that takesinto account energy consumption and communication interference while at the same time providing max-imum network performance.XTC is an algorithm that addresses the creation of an optimal topology in static environments but doesnot consider its performance in long-lived dynamic networks. In other words, XTC will create a topologyfor statically positioned nodes. If the network has mobile devices capable of modifying the underlyingorder with which the topology was created, there is a need for an additional element devoted to keepingthe topology up to date. The creation and testing of this additional element is the problem faced in thisdissertation.
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State of the artCurrently there is a great number of wireless communication technologies that are leading the waytowards the future of telecommunications. These new technologies have begun to enter the market byproviding new and improved products and services. Recent statistics [ 1 5] show that wireless device saleshave a tendency to grow over time. This increase is due to diverse consumer trends mainly related to thespeci�c functionality of mobile devices and can also be tied to the increasing number of available wirelesstechnologies. The wireless market is growing and is innovating constantly to address new needs.Current mobile devices have an array of functionalities and services that make them very attractive forthe end user. The possibility to access Internet resources, intercommunication between devices that allow�le sharing as well as game interactions and secondary functionalities like taking pictures and listening tomusic are some elements that are putting massive quantities of wireless devices in the hands of consumers.Considering these functionalities there is bound to be an increase in the mobile device market.According to [8] , the number of cellular users has been doubling every one and a half years, with 23 mil-lion in 1 999 to 860 million users in 2002 . It also mentions that if the current rate of growth continues,the total number of mobile device users will exceed the total number of �xed-line users.There are some aspects that need to be addressed to continue with the velocity of growth that the wire-less market has experienced in the last two decades. The objective is to combine a group of elements thatwill make the wireless market grow, not only in terms of number of users but also in terms of type of ser-vices. The wireless market has to create new technologies that directly address user needs to maintain orincrease its rate of growth.Diverse wireless technologies are constantly emerging to address consumer needs. Personal Area Net-works ( PANs) basically address short range communications for cellular phones, PDAs and personal com-puters where the main goal is to have a network with a range of maximum 1 0 meters around a person.Networks like Blue-Tooth and Zig-Bee are currently being used for this purpose. Wireless LANs(WLANs) are used for medium range communication of mobile devices like personal computers andPDAs. The main goal is to allow a user to move in a certain geographical area covered by the WLANsignal while at the same time having connectivity through the main network. Networks like WiFi areused in this area. Finally there is the Wireless WAN approach (WWAN) that covers large areas andallows for a high performance connections. WiMAX would be the emerging technology for WWAN.To give the end user a robust portfolio of services, the before mentioned technologies have to be inte-grated in such a way that they present a seamless network to the end user [ 8] . The current state of thesewireless technologies and the relation that they have with their wired cousins tend to indicate that thenetwork of the future will be composed of a high speed backbone with peripheral LANs attached to it [ 8] .Moreover, structures like WANs and PANs will extend the scope of the network to the mobile user [ 8] .To this e�ect, wireless technologies have to work towards a shared objective instead of an individual e�ortlike they have been doing since they �rst appeared.It is common to suppose that there is an underlying backbone network, like that of the cellular communi-cation system, that will support wireless communication. In some situations this assumption can be inac-curate. In wild life exploration, war like endeavors or emergency situations there is a clear lack of a com-munication backbone. It is in these cases where a di�erent type of network is needed. A self-organizing,self healing, autonomous network is needed to create �on the spot� solutions for these type of communica-tion problems. Moreover, this type of network could serve as an option to some more mundane communi-cation necessities, like o�ce meeting or entertainment communication infrastructures. In any case MobileAd-hoc NETworks (MANETs) can play an important part in the wireless technology integration for theadvancement of future communication systems.Characteristics of Mobile Ad-hoc NETworkMANET is a self-organizing ( ad-hoc) network that is made up by mobile nodes that communicate byusing multi-hop wireless links. These networks start o� as structure-less entities that order themselvesinto a network like structure. 8



Dynamic TopologyOne of the most important characteristics of MANETs is the relative movement of the nodes with respectto their neighbors. In other words, a node' s neighbors have a high probability of having a di�erentvelocity and direction at any given time. Because of this characteristic the network topology is in con-stant change. Routing algorithms that depend on the topology have to constantly change their represen-tations to keep up. This characteristic not only renders a huge challenge for routing protocols, but for allother network systems the variability can get to a point in which a situation can arise where there is agroup of nodes that is totally disconnected from the main network. Depending on the type of mobility ofthe network, these islands can present themselves very frequently.Heterogeneous Transmission RangeHeterogeneity regarding range of transmission is an important factor in determining the type of link in anetwork. It is very likely to encounter unidirectional links if transmission range is not homogeneous. Ifnode u that has a greater transmission capacity than node v , then node u will be able to communicatewith node v , but node v will not be able to communicate with node u . This becomes a problem whentrying to, for example, return acknowledge messages (ACKs) .Multi-hop CommunicationNetworks usually span throughout geographical areas that are greater than that of most mobile nodecommunication ranges. If node communication is to be possible, each device has to take on three simulta-neous roles: Information generator, information receiver and information forwarder. In other words, eachnetwork node will be a host and a router at the same time. These are generally called multi-hop net-works due to the number of hops a messages has to go through to get to its destination. Multi-hop net-works are necessary because of the restricted range of transmission and their ability to work around inter-fering structures. Two nodes might not be able to communicate directly because of an interfering struc-ture. This can be handled with a multihop network where the transmitting node sends the message tothe destiny node through an intermediate group of nodes, thus avoiding the obstacle. There are addi-tional considerations with respect to MANET multi-hop links: communication depends on the interme-diate participants. Any movement or change of state of any of the intermediate nodes has the potentialto break the multi-hop link. This adds to the fragility of multi-hop links and to the general chaos of thenetwork.Energy ConstraintsOriginating from various MANET characteristics, node size needs to be reduced. As a result, space islimited for the systems of a mobile node (MN) . This is most relevant to the energy unit due to the di�-culty of developing a small battery with high energy storing capacity. Therefore the energy that thenodes use for their computational and communication activities comes usually from a small coin batteryor in the worst case a small solar panel. Basically the energy available is very limited for any activityinside a MANET device. All the supporting systems and the applications are forced to implement energysaving policies in search of a longer lasting network. Additionally, energy consumption is made even morecritical because the nodes not only act as information generators and receivers but as information for-warders. This means that besides the tra�c that is generated by them or for them, nodes have to handletra�c for the rest of the network. This directly translates to an increment in energy use [ 2 ] .Ad-hoc CharacteristicMANETs are by de�nition self-organized. Cellular wireless networks have highly con�gured sections thatserve as the backbone to the whole system. Base Stations (BS) and other elements centralize the commu-nications activities while wireless links are only used in the last mile. Ad-hoc network don' t have thesame advantage. Due to mobility and constant changing topology, the network has to self-organize intonew structures that respond to rate of change. 9



MANET FunctionalitiesWhat are MANETs for? Given their speci�c characteristics MANETs can handle diverse and hostile situ-ations. Possible scenarios consist of o�ce information interchange, communication infrastructure foremergency and tactical purposes as well as educational and home uses. In general, MANETs are usedwhere communication infrastructure is either not needed or not available and mobility is necessary or cru-cial in the speci�c situation in which the network is being used.O�ceA busyness meeting is a good example of a situation where no infrastructure is needed. A meeting usu-ally consists of a small group of people that gather to discuss a certain subject and requires the assistantsto share data or information. No outside communication infrastructure should be used if the meetingonly concerns people in a reduced area, like an o�ce. It would be easier to use an auto-con�gurable net-work among the devices present in the meeting so information can be exchanged faster and more e�ec-tively? Moreover, and assuming that the information being shared is classi�ed, would it not be moresecure to use a small auto-con�gured network that avoids passing through a larger communication struc-ture that might compromise the integrity of the information? The basic needs of a meeting in terms ofnetworks are very clear: A temporary MANET that is deployed at the moment the meeting begins andauto-destructs at its end. This network would have to maintain communication between all the devicespresent throughout the duration of the meeting. It would also need to be secure where all the devicespresent are authorized and the possibility of gathering information by intercepting the signal is reduced.The ability to auto-con�gure, in this case, has to be stretched to the maximum due to the non-technicaltype users. Businessmen can not be expected to spend 1 5 minutes of their time con�guring a network.This has to be done automatically by the network in the least amount of time. The auto-con�guringphase must use standards to interconnect all types of devices. Gathering all the before mentionedaspects, the meeting MANET would render a communication tool that is secure, fast and easy to use.EmergencyAn emergency is a prime example of a situation where no communication is available and is desperatelyneeded. In an emergency situation information sharing is crucial. The current state of a person' s vitalfunctions, the structural integrity of a building that is about to collapse, and the state of hazardous andpossibly life-threatening material are just some of the types of information that would be transmittedthroughout the network. Although an emergency can occur inside an area that already has a functioningcommunication infrastructure, it may be compromised due to the emergency itself. The collapse of abuilding, a massive car accident or any situation where human life is threatened would require a massiveuse of a communication infrastructure. It will most likely have to endure a high quantity of tra�c andfrantic emergency messages. In this case a fast-deployable, auto-con�gurable and trustworthy networklike a MANET is needed to address the communication of the di�erent parties involved in the emergency.There is also a possibility for emergencies to occur where there is a lack of infrastructure altogether. Indeveloping countries, cell phone services are available in large populated areas but not used in small com-munities. Moreover, the small towns that are located in hard to reach places make for the construction ofa temporary communication infrastructure a real hassle. Added to this, is the fact that the emergenciesin these areas are mostly natural disasters where building a network becomes even more di�cult. Con-sider for example a very large land slide in a rural area. The only cell Phone base station that existedwas damaged beyond repair by the land slide. All the town is covered in mud making any kind of phys-ical work almost impossible. There is a considerable probability that there are survivors throughout thetown and there are lots of sensor devices that can aid in �nding the last few remaining inhabitants, thereare also rescue teams that need to communicate ( voice, data, video . . . ) among themselves to manage therescue e�ort. So what characteristics does the network need to have? The network has to be deployedand running in a matter of minutes, this includes the positioning of network devices and network con�gu-ration. Given that the devices are exposed to extreme environmental changes they need to withstandgreat amounts of stress from the natural surrounding and last for the complete length of the rescue e�ort.All things considered the network should be resilient to environmental change, easily deployable and long1 0



lasting. MANETs are the type of networks that address these necessities and are most suited to be usedin these precarious situations.Tactical NetworksIn the same way that MANETs can have an e�ect on emergency situations, they can serve as a importantasset in war endeavors. Historically MANETs were �rst studied as a tool to improve tactics and surviv-ability [ 8] . From the beginning these networks have been related to the United States Department ofDefense (DoD) . Given both the unpredictability of terrain characteristics and lack of optimum communi-cation platforms in tactical activities, the DoD has researched ways of dealing with these aspects for along time. The Dynamic nature of war is a perfect place to use MANETs and visualize their full poten-tial.The need to monitor massive amounts of terrain with inexpensive small devices that have a high toleranceis a common requirement for any military activity. These devices must be easily deployable, highly tol-erant and preferably invisible to the enemy. The objective is to have a solid multipurpose communicationplatform that allows monitoring of the enemy. MANETs can also aid the communication between groundtroops by addressing the line of site ( LOS) problem. This problem arises when two devices can not com-municate with each other because they don' t have a direct LOS. In this case other MANET devices thatare located on the �eld can serve as information forwarding routers to allow communication. In most tac-tical and monitoring operations where network longevity is at best unpredictable, MANET devices mustmake their best e�ort to provide longevity to the network. In tactical networks where communicationsmight be undertaken in enemy territory or where there is a possibility of an enemy getting a hold of oneor several devices, it is critical to enforce security policies to assure that information is handled by autho-rized personnel. For tactical situations in general a device has to have four main characteristics. It hasto be highly tolerable to physical punishment by the environment as well as by the soldier that carries thedevice. It also needs to be highly adaptable to di�erent tactical situations that might arise in the �eld.It must be capable of enduring long periods of time in active mode generating or forwarding importantinformation. And it should use a policy driven framework that handles the information securely.MonitoringAlthough some monitoring activities have been mentioned in the emergency and tactical networks sub-sec-tions there are more speci�c monitoring capabilities to describe. [ 22 ] has a list of projects that useMANET-like networks to achieve their monitoring objectives. Two projects are mentioned for theirmobility characteristics.[ 22 ] CORIE is an Environment Observation and Forecasting System (EOFS) that was deployed in theColumbia river estuary. Throughout the river' s shores the researchers located static communication poststhat served as information gathering devices. Sensors were released into the river on-board �oatingdevices, the sensors then transmitted information to the onshore devices that, in turn, forwarded it to acentral server. There was a challenge with sensor communication, in some instances the line of sight wasobstructed by the river waves and the communication was compromised.[ 22 ] also mentions the possibility of using MANETs for health monitoring systems. The monitoring ofhuman physiological data, tracking doctors and patients and managing the administration of drugs in ahospital are just some of the possible uses that [ 22 ] describes. The paper also comments on the outcomeof embedding devices in the human body. It speci�es that the devices must be very small, safe, reliableand maintenance free. These are situations in which MANETs can be used as the main communicationinfrastructure given its autonomous, self-organizing qualities.Monitoring the social behavior of a group of animals is another application in which MANETs can have asigni�cant role. Assume a pack of wild dogs where one of them carries a satellite link and the rest of thepack carries small measuring devices spread throughout their bodies. Each dog can have several sensorsused to measure temperature, blood pressure and levels of chemical substances. The objective is to usethe self-con�guring and autonomous qualities of MANETs to manage a network that forwards all thesensed information through the individual carrying the satellite collar. In this way there is a large quan-tity of information gathered with the least amount on interference for the animals.1 1



Ubiquitous & Pervasive ComputingUbiquitous and pervasive computing is the future of computer and communication technologies. Theseapproaches will allow a world where there are no heavy, annoying, user-unfriendly contraptions speci�-cally designed to show people the information they need. It will be a world where information is presentin all the objects that a person handles. It will be a world where information seeks the owner and not theother way around. It will be a world where you can get the daily news from the co�ee table of the shoparound the street and pay for the �news paper� in the same way. It will also be a world of uncountablechallenges for the computer and communication communities.Basically, ubiquitous computing consists of having computational devices everywhere. In the o�cemachines would be located in chairs, tables, walls, light �xtures. So acquiring or generating informationcould be done from any place in the company. At home all the consumer electronics would have an arrayof actuators and sensors to respond to any signal from their environment. It would be possible to turn o�the stove by sending an e-mail, or by phoning your house or just by saying �turn o� stove� as your leaveyour home. A person could play a game of chess on any shop table in the city, and, if he or she were toremember that an e-mail needed to be sent, it could be done without having to move from the shop table.Communication between the thousands of devices that might be present in a given area can be a titanictask to undertake. Not only is there a great number of devices present, but most of them are moving andcommunicating with their static counterparts. An unpredicted increase in the number of devices canoccur at any time and the network must adapt seamlessly to the change. MANETs can address this andother challenges and will become an important part of future networking.A pervasive system is one that blends in with its surroundings. Its a system that is present, but is cam-ou�aged to hide its facade. Presently computational devices are non-pervasive, actually its quite invasive.An o�ce computer is big and it is immediately noticeable. A mobile phone rings interrupting whatever aperson is doing. A portable computer has to be carried around, taken care of, plugged in when the bat-teries fail and protected against thieves. People ultimately modify their behavior to own a portable com-puter. With pervasive computing, one would not be carrying the machine that facilitates the manage-ment of information. With pervasive computing the means to manage information �follow� the user and�t seamlessly in to the environment. Pervasiveness is not only about user interfaces, it also addresses theamount of e�ort needed to use a technology. When a technology requires large amounts of con�gurationby the user, it becomes invasive instead of pervasive, the network should auto-con�gure to �t the needs ofthe user. It is not necessary for a user to know how WiFi links should be con�gured. The ad-hoc natureof MANETs give them the capability of taking care of all the grueling con�guration processes and in thisway increasing the pervasiveness of the system.In summary MANETs will be useful in the communication of mobile devices, in the scalability of ubiqui-tous networks ( referring to networks that interconnect ubiquitous devices) . It will also play an importantrole in increasing the pervasiveness of future systems.Technical ChallengesFor MANET development there is a list of di�culties that researchers have to successfully overcome:Wireless communication originates a great amount of interference related problems. These are mainlyaddressed by the �rst and second layer of the OSI (Open System Interconnect) stack that consisting of alist of MAC (Medium Access Control) and PHY protocols. Movement is another aspect that has an e�ecton most of the lower layers of the OSI model. Movement introduces additional interference and increasesthe di�culty of routing messages through the network. Energy consumption and general resource man-agement is critical in MANETs. Given the reduced quantity of available resources, devices have to usediverse processes to make the best of what they have. In addition to all the before mentioned problems,that are mostly related to the behavior of network elements, there is a di�culty with the way MANETsare simulated. The lack of an accurate mobility model that describes the behavior of real mobile entitiesand the lack of a realistic wave propagation models that correctly describe attenuation, interference, mul-tiple path and others phenomena, distance simulations from reality. These challenges will be described inthis section. 1 2



Media Access ControlMedia access control (MAC) is a part of OSI' s data link layer. Its function is to decide who will gainaccess to the transmission medium at any given time [21 ] . It is also in charge of some error correction,synchronization and implementing reliable point to point and point to multi-point connections [ 1 2 ] . In awireless network, the transmission medium is, at times, a resource that is shared between adjacent wire-less nodes. Therefore there are mechanisms to optimize the use of this medium and mitigate the prob-lems related to sharing.In general MANETs communicate using omnidirectional antennas. When a message is transmitted, thesignal spreads out in a sphere-like shape that moves outward with the center at the initial transmissionpoint. This characteristic is one of the reasons for signal attenuation. A device does not receive thetotality of the sent signal, it only detects the part of the total signal that is present around its receivingantenna. The relationship of the received signal with the sent signal is given by Equation 1PDr = Pt4 � � � R2 ( 1 )PDr=Power density of receptionPt=Power of transmissionR=Distance between nodesIn any case, an omnidirectional approach is used in Mobile Ad-hoc NETworks because of its convenience,simplicity and lower cost [ 2 ] . Given the types of antennas used for these transmissions a complex systemof hardware parts is not required. Therefore the acquisition, con�guration and use become very simple.Moreover, and again because of its simplicity, the cost is reduced.

Figure 1 . Hidden terminal, Exposed terminalNetworks that use omnidirectional antennas have two very particular di�culties. The hidden terminalproblem and the exposed terminal problem. The two are situations in which the wireless medium is notused at its maximum potential. They occur when nodes are involved in simultaneous wireless transmis-sions.The hidden terminal problem consists of undetected interference. Assume node B can be reached by thesignals of node A and C ( Figure 1 ) . Further assume that none of the nodes are transmitting. Aftersensing the medium and making sure that there are no other transmissions in its vicinity, node C beginstransmitting a message to node B . At the moment of the transmission node B and node D receive thesignal and know that they can' t transmit until C ' s signal has stopped. But node A has no idea that nodeC has begun a transmission towards node B . Moreover node A has a message for node B and given thatit does not hear any transmissions on its receiver, it immediately starts transmitting. As node A' s signalarrives at its destination it creates interference with the signal that is coming from C . In this way themessages from nodes A and C are not received correctly and have to be retransmitted. If another method1 3



of accessing the medium was devised the interfering signals would be avoided and the transmissionresource could be used for other purposes.The exposed terminal problem is similar to that of the hidden terminal problem in the sense that it alsodescribes a misuse in the medium. Assume that node B wants to transmit a message to node A . The�rst thing it does is listen to the medium to make sure that there are no current transmissions. Aftermaking sure that it is possible to transmit, node B begins transmission towards node A . The message isnot only received by node A but also by node C . Therefor C is convinced that the medium is being used.Further assume that immediately after node B starts its transmissions, node C becomes ready totransmit a message to node D . However node C is convinced that it can' t use the medium because ofnode B ' s transmission. When in reality if node C were to transmit there would be no real interference forany of the receiving nodes. Node A would receive node B ' s messages without any interference from nodeC because node C ' s signal does not reach node A' s position. And in the same way, node D would receivenode C ' s message without any interference from node B . The total throughput of the network wouldincrease if the apparently interfering signals could transmit simultaneously.The IEEE 802 . 1 1 standard de�nes a mechanism by which the medium is reserved [4] and the problem ofthe hidden terminal is mitigated. Unfortunately this method only addresses the hidden terminal problemand not the exposed terminal one. As already stated the main objective is to reserve the medium toavoid signal collisions. If all the neighbors that have a possibility of interfering with a transmission arecorrectly informed about said transmission, they will abstain form sending any kind of message. After themessage has been sent the neighbor nodes then become eligible to transmit. But how exactly does thesystem avoid the hidden terminal problem?The system depends on two messages: ready-to-send (RTS) and clear-to-send (CTS) . These messagessuccessfully reserve the medium and increase the possibilities for a successful transmission. Consider thehidden terminal example where node C ( Figure 1 ) transmits to node B and is interrupted by node A . Ifthe RTS/CTS mechanism were to be implemented, node A would not start transmission until the end ofnode C ' s transmission.At the beginning of C ' s transmission it will send a RTS message to B . But B will not be the only one tohear the RTS message. All the neighbors that are in C ' s range will hear the message as well. Moreover,the message will contain an estimated duration time and the nodes that receive it will know that theycan' t transmit any kind of messages for that period of time. After receiving the message, B sends a CTSto C con�rming that the transmission is possible. As with the RTS message, the CTS is heard by all ofB ' s neighbors, including A . The nodes that receive the CTS message are now aware of the transmissionand will not attempt to send any kind of message. It is in this way that node A is restrained fromsending a message to node B while C sends a message to B . The process is called handshaking.The RTS/CTS mechanism does a great job at solving the hidden terminal problem but it does nothing toaddress the exposed terminal problem. In fact it forces the devices into an exposed terminal situation. IfB were transmitting toward A using the RTS/CTS mechanism, node C would not be able to transmit tonode D . Not only because node C is constantly listening to node B ' s message but because of the RTSmessage received by C when B started transmission. In other words the RTS message forbids node Cfrom transmitting immediately to node D .There are also some situations where the mechanism fails to accomplish its purpose. When a network hassignal range heterogeneity, that is, when all the nodes have di�erent transmission ranges, the possibilityfor a breakdown of the mechanism grows. Suppose that node X wants to transmit a message to node Ywhich has a short transmission range. Following the RTS/CTS mechanism node X sends and RTS mes-sage, after receiving the CTS from Y it starts transmitting. Unfortunately for node Y , node Z has alarge transmission range that contains node Y . Furthermore Z is not contained in node Y ' s range so itdoes not receive the CTS message. If node Z were to start transmitting it would interfere with X ' ssignal. This means that the RTS/CTS system does not work properly in networks that have range het-erogeneity. 1 4



Node mobility is also an important factor that contributes to the demise of the RTS/CTS mechanism.Suppose that there is a handshake between X and Y . This suggests that all the nodes that were presentwhen the RTS and CTS messages were sent, will not transmit. Further assume a mobile node Z thatmoves into a position in which its transmission range contains the receiver in the X � Y transmission butit does not hear the ongoing transmission. When node Z begins to transmit it will cause interference inthe receiving node. This is yet another case where the RTS/CTS fails to deliver interference free commu-nication.Medium access control processes have to continue to grow toward a mechanism where the principal com-munication resource is used in an optimal way. New policies have to be engineered to cope with wirelessnetwork needs. Policies that fairly assign resources to the network. Policies that take into account thenetwork context in their calculations. Policies that can handle large quantities of devices all interactingby using the same medium. Secure policies to increase the trust in wireless communication and in thatway continue the growth of the wireless market.RoutingRouting in MANETs, as in any type of network, is a basic tool for communication. There are, however,some additional challenges with MANET routing protocols that are not present in conventional wired net-works. Movement is a critical aspect of MANETs that has a profound e�ect on routing protocols. Dueto the constant change in the underlying network topology the routing protocol must devise a mechanismthat delivers a message to any node. Moreover this message can come from any part of the network.The routing protocol not only has to consider topology �uctuations but it also has to address energyissues. A routing protocol that uses all the energy resource to successfully rout messages is not accept-able because it considerably reduces the lifetime of the network. Also, due to the growing number oftypes of devices, there is a high probability of range heterogeneity that routing protocols must handle.Moreover they could be able to use this heterogeneity to increase the routing capacity of the network buyusing the higher capacity nodes as an advantage [ 1 ] .It is also important to consider the relevance that routing protocols have on infrastructureless networks.Routing protocols are the ones which allow MANETs to be multi-hop structures, and it is one of the char-acteristics that makes MANETs so useful in diverse situations. In other words, without routing protocols,without the multi-hop characteristic, MANETs would not be eligible for many of the situations seen in thefunctionalities sections.Routing protocols can be categorized using various characteristics. If they are categorized using theoverall network topology used for routing purposes, the routing protocols would be separated into threegroups: Flat routing protocols, Hierarchical routing protocols and geographical or location-based routingprotocols [ 1 ] . On the other hand, if they are categorized by the moment in which information was gath-ered to calculate the routes, then there would be also three groups: Proactive approach, Reactiveapproach and Hybrid approach [ 1 3] , a combination of the proactive and reactive approaches.The �at routing protocols are the ones that render a topology structure in which all the nodes are part ofthe same network tier. In this type of routing protocol all the nodes have the same communication capa-bilities and functions. All the network participants receive, create and forward messages in the same way.It is a �at structure because there is only one layer to which all the nodes belong.Hierarchical routing protocols are the ones that organize the network into clusters [ 1 3] and layers. Acluster is a group of nodes that are in a speci�c area and can communicate amongst themselves. In adetermined layer there can be many clusters. Two elements from di�erent clusters can communicate byusing an upper layer as a bridge. The number of layers that a protocol handles depends solely on thedesign. The upper most layer of the structure has to have the capability to connect the rest of the nodes.For inter-cluster communication to take place a node is selected amongst the group to serve the purposeof a bridge to another cluster. The node that is selected is usually a node with increased computational,1 5



communication and energy capacity. The chosen node is also in charge of receiving any message from theupper cluster and communicating it to its neighbors.Hierarchical routing can be a good approach towards routing in MANETs but it has a downside. Giventhat the cluster representative is the node with the best characteristics, the group can become dependanton that node. If the cluster representative does not have a replacement that has similar characteristicsthe cluster has the possibility of losing communication. Moreover the cluster representative is more proneto failing because it is handling all the incoming and outgoing tra�c of the cluster. This means it isusing great amounts of energy as a communication bridge.Location based routing protocols are the ones that use geographical information to �nd the path toanother node in the network. The nodes basically use the position of their neighbors as input for theirrouting mechanism [ 1 ] . In [ 1 ] there is a description of two possible ways to get neighbors position. AGlobal positioning System (GPS) is one of the most logical ways to get a �xed position. The problemwith these systems is that they take up space, use battery power and some of them have accuracy issuesthat don' t make them very suitable for MANET use. Another way to get an approximate relative posi-tion is to deduce the distance to the transmitting node by analyzing the strength of the incoming signal[ 1 ] .Aside from the three groups that are characterized by the topology, there are three groups characterizedby the moment in which routing information is gathered. A proactive approach is constantly gatheringdata and updating information. The routing algorithm continually probes the network looking forchanges in the topology. In this way when it is time to rout a message the node will have all the informa-tion available to make the correct decision. Unfortunately these types of protocols need a lot of energyand in some cases the information that is collected is never used and the energy allocated for the recollec-tion is practically lost.The reactive approach is activated only when a necessity arises. The protocol waits for the node to havea message that needs to be routed. It is only when the node has expressed its necessity to send the mes-sage, that the protocol starts looking for the rout to the destination. After the rout is found the messageis sent and the protocol begins waiting once more. These types of protocols can be very energy e�cientbecause they don' t constantly recollect information. The downside to these types of protocols is thatthey might introduce an unnecessary delay in the transmission of the message. Depending on networktra�c, distance ( in hops) to the �nal destination and on the way the protocol �nds the rout, the sendingnode has to wait for a determined period of time before the message is actually sent.Finally there is the hybrid approach that includes both reactive and proactive mechanisms. These proto-cols need to assess when it is best to use the proactive approach and when it is best to use the reactiveapproach. The main idea is to have the accuracy and speed of the proactive approach, with the energysaving qualities of the reactive approach.Mobility ModelsMANET technology is only recently made its way towards the surface of telecommunication research.Due to the fact that its such a new area there are no real, fully operational MANET applications yet.Moreover, systems in which to test the newly developed models are practically inexistent or inaccessible.And its due to this that the work done in MANETs is mostly simulated. Several simulators are used: ns2 ,OPNET, QualNet, GloMoSim, just to name a few. Even though these are important tools in the advanceof telecommunication research they are still very limited with respect to mobility models.The objective of a mobility model is to accurately represent the movement of an entity in a certain envi-ronment. So if a car were to be represented, only two-dimensional movements that are restricted by pre-determined pathways would be considered. The underlying problem with these types of models is thatthey lack the accuracy to represent the movement of a mobile node. To the best of our knowledge thereis no mobility model that can predict movement without using a random function. Models that introducespecial movement characteristics have been engineered but they still depend on a random distributions.1 6



There is another possibility besides random function based models. It has to do with trace �les, these arestructures that are directly created from a real experience. A trace �le for a car can be created by mea-suring its position every other second. In other words each �le line will contain a position in a certainmoment, and the �le as a whole will contain the movements of the car in a laps of time. This �le canthen be used to model the movement of an entity inside a simulated environment. To the best of ourknowledge no real trace �les have been measured that represent the behavior of mobile nodes inside aMANET. In this section a series of mobility models will be described.Mobility models are characterized in several ways depending on certain model aspects. One of these char-acterizations is based on the relation between modeled elements. Using this characterization, mobilitymodels can be separated into two groups: Entity Mobility Models and Group Mobility Models. The �rstdescribes the movement of each mobile node based only on the its individual information. There is nodirect relation between MNs other than the mathematical formula that describes their movement. Thesecond type of Model describes the behavior of a group of MNs as a whole; an individual directly dependson the values of the rest of MNs in the model. Another possible characterization is based on the origin ofthe movement of the MN. The models are divided into two groups: Models based on trace �les and syn-thetic mobility models based on random functions. In this section the mobility models based on the �rstcharacterization will be described.Random Walk Mob ility Model [ 1 8] : This model like most of the Entity Mobility Models de�nes a processthat repeats itself throughout the whole simulation. This model uses four variables to describe the node' smovement: position, direction, velocity and time of movement. The nodes move inside a simulated envi-ronment represented by a two dimensional square. Before the beginning of the simulation the nodes aregiven random positions, direction, velocity and time. The position is a pair that expresses the position ina two-dimensional plane. The x value of the pair will be a random value from 0 to the maximum value ofx and y is calculated in a similar way. The direction is a random angle from a range of 0� to 360� . Thevelocity is a random value from 0 to a prede�ned max speed value. Finally the time for the �rst move-ment is randomly calculated.When the simulation begins the MNs move with the calculated values. When the time expires in themovement of a speci�c node all the values are recalculated and the node keeps moving with the newlyfound values. Keep in mind that all the nodes will have di�erent time values and will recalculatedepending on the random distribution.These type of models can be models in 2-D, 3-D and N-Dimensional systems. Another important thingto mention is that the time in which the values are valid can be replaced with a distance value. Finallywhen a node encounters the edge of the area it bounces with the same angle with which it hit theboundary.Random Waypoint Mobility Model [ 1 1 ] [ 6] : This mobility model chooses a position inside the simulatedarea at random, afterward it selects a random velocity and begins moving. When it arrives at its destina-tion it pauses for a random determined amount of time. The nodes have two states, a movement state inwhich the node has a velocity and a direction, and a static state where the node is waiting for a counterto time out. In this model the MN begins in the static state by choosing a waiting time value betweenzero and a maximum waiting time.Random Direction Mobility Model [ 1 8] : After a MN' s initial position is chosen, its direction and velocityare randomly chosen. The MN stops when it has reached the border of the model, at that moment a newdirection and velocity are calculated. Note that the direction has to be between 0� and 1 80� . This wascreated to solve the Density Wave problem. This problem consists in the tendency of elements to clusteraround the center of the simulated space.Boundless Simulation Area Model [ 1 8] : With this mobility model there are two di�erences with respect toto the before mentioned ones. The other models calculate their new position using an equation that hasvelocity, direction and current position as its variables. The Boundless Simulation Area Model not onlyincludes those variables but adds the previous direction and velocity of travel to the equation. In thisway the new position will be related to the current state and states in the past.1 7



This model has another element that di�ers considerable from the other models and its the element thatgives it its name. The area in which the MNs move has no boundaries. This is achieved by uniting thehorizontal borders to form a cylinder and putting together the cylinder borders to form a torus like shape.In this way the MNs move in a area that apparently has no end.After a MN' s initial position is chosen; its direction and velocity are calculated following a function thatincludes the velocity and direction that the MN had in the previous moment. The destination position isthen determined using this formula. The model' s reaction to a MN reaching the border of the modeledspace is di�erent from the rest of the models. Basically when a MN comes upon the side of the modeled itdoes not bounce, instead it disappears from the boundary only to reappear on the opposite side. So if aMN were to hit the right side of the area at a hight of 4 units of space, it would appear in the left side ofthe area at the same hight.Gauss-Markov Mobility Model [ 1 8] : This model was created with the objective of modifying the level ofrandomness of a model. There is a value � which �uctuates from 0 to 1 that de�nes the randomness ofthe model. If � takes the value of 1 the model will be totally linear and if the variable takes the value of0 it will be totally random. Randomness is given by the Gaussian distribution. The values in betweengive several levels of randomness.After an MN' s initial position is chosen; its direction and speed are calculated with an expression thatincludes mean velocity, mean direction, a random velocity, a random direction, � , the previous velocityand the previous direction value. All these values are necessary for the calculation of the new destinationand direction variables. Regarding the MN hitting the border, this model has a di�erent approach; bychanging the mean direction value, the model is able to smoothly redirect the MN towards the inside ofthe simulated area.Probabilistic Measure of Random Walk [ 1 8] : This model is based on a probability matrix that dictateswhat the MN' s next position will be. There are three possible values that can be given to each 2-D coor-dinates (X and Y) : the previous position, the current position and the next position. The next position isdetermined by a constant speed and a random direction value. The probability matrix determines theprobability for each coordinate to take one of the three possible values. This model is useful because itcan accurately describe human and MN behavior. This is true because these behaviors usually follow astatistical distribution. The di�cult part is �nding the probability matrix that describes speci�c move-ments.City Section Mobility Model [ 1 8] : After a MN' s initial position is randomly chosen; the model randomlyselects a destination and calculates the shortest path. After selecting the speed of the element, it beginsto move and pauses for a random amount of time when it reaches its destination. The process is repeatedfrom the current position. The modeled space resembles city streets and restrain the MN' s movements.Group Mob ility Models [ 1 8] : Although there are several models that fall in this group, there is one thathas the capability of describing the others. The Reference Point Group Mob ility Model is a generic de�ni-tion of what a group model should be. The model has three elements. The �rst is the MN of the model.The second consists of reference points that restrict the movement of each MN, in other words the MNfollows the reference points through the modeled world and can only move around it. Moreover, there isone reference point per MN. The third element is the logical center of all the reference points. When thiscenter moves around in the modeled world all the reference points move with it and consequently so dothe MNs. First the logical center moves, then the position of each of the reference points is calculatedwith a Group Motion Vector GM. After the position of the reference point is established, the position ofthe Mobile element is found using a Random Motion Vector RM. The model will have two types of move-ments: the group movement, where the reference points move with the logical center and the MN move-ments where the movement is determined by the reference points.The mobility models based on randomly generated values describe situations in which the nodes movewith respect to the random function. In real situations MNs do not move randomly, each node, having apurpose or functionality, will have a movement pattern that comes from its immediate and long term1 8



objectives. People' s movements are described by their immediate objectives. Moreover a person can havean objective that requires lack of movement all together. To the best of our knowledge the currentmobility models used in MANET research do not use any type of movement that is oriented toward objec-tive. It is because of this reason that the models do not give a very accurate representation of MN move-ment. And must be used as a tool to predict outcomes and not to test true behavior.Topology ControlIn this dissertation network topology is de�ned as the underlying pattern of connections in a network.Star, bus, fully connected and tree are just some types of topologies that are valid in wired networks.The star topology is the one that interconnects all the network nodes by means of a �central� node towhich every other node in the network is connected. In this way all messages have to pass through thiscentral node to get to any other place in the network. The bus topology is the one that uses a communi-cation bus as its main transport medium. All the nodes share this medium and implement an algorithmthat controls the access to it. The fully connected topology is when all the nodes are connected withevery other node in the network. Finally the tree topology is based on a tree structure. The main node,the root, is located at the highest hierarchical point of the tree. Each node that is in a lower tier fromthe root node is considered a leaf node. These are just a few examples of the network topologies in wirednetworks.In wireless networks the pattern in which the nodes are connected de�ne some interesting characteristics.For wireless transmission it is true that the energy of transmission grows quadratically with the trans-mitted distance. As Figure 2 shows, if the relation between energy (E) and distance ( r) were direct theselection of certain topology structures would be more optimum than others. In the �gure two simpletopologies are presented. The �rst topology communicates two opposite nodes while at the same timeuses certain amount of energy. Topology two, on the other hand, communicates the same two nodes, butit does this in an energy e�cient manner. It basically saves half of the energy that is used in the �rsttopology. This �gure basically shows that if short distance communication links are chosen, energy ise�ectively saved.
Figure 2 . Quadratic relation consequences.A topology control mechanism (TCM) is a system that modi�es the network topology to accomplish cer-tain objectives. Considering that the change in the wireless network topology can result in a optimizationof energy use, TCMs can then control the topology in such a way that short range links are used insteadof long range ones. In this speci�c context TCMs are cataloged as resource management tools.
Figure 3. Topology Control Process . 1 9



The TCM selects a sub-group of all the possible network links. The process is expressed in Figure 3.Before executing the TCM there is a topology that is made up of all the possible links ( fully connected) .With information gathered from the network the initial topology is transformed into a simpler moreenergy e�cient structure. This structure is then fed to the routing algorithm. This would locate theTCM right below the routing mechanism. The two systems can also work in unison by sharing relevantinformation. There could be a case where the routing algorithm might want to select certain links thatthe TCM cannot modify or it can give the TCM some additional data for the topology calculation. Inany case the routing mechanism will use the topology rendered by the TCM.What is described in Figure 3 is the general process followed by TCMs. This process can be done with adistributed or central algorithm. The distributed algorithm would be executed in each node individuallyusing information collected from the immediate vicinity of each node. One of the possible follies of thesetypes of algorithms is inaccuracy, because local nodes might have incomplete information of the network.Consequently topology that is not optimum might be rendered.On the other hand centralized algorithms depend on powerful central processing units that handle most ofthe calculations. The centralized algorithm recollects as much information as possible from the networkbefore calculating the topology. When it has �nished, it proceeds to deliver the calculated topology to allthe nodes in the network. Due to the complexity of this process, these algorithms require a lot of time tocalculate a topology. Moreover, and considering the role that central processing units have, systemsbecome totally dependant on the behavior of one node. Such is the relation that if one of these units goeso�-line, the topology would not be calculated and communication would be compromised.To implement any type of TCM, a way of measuring the quality of connections is necessary. Ultimately,TCMs need to know which connections are the best to create the �nal topology. It is in this way thatTCMs use link quality in their calculations. Link quality is simply a metric that somehow characterizes alink as �good� or �bad�. Given the quadratic relation between energy and distance, the metric is neces-sarily related to distance. It can also be related to other variables like tra�c load and amount of errorsper unit of time.In the following paragraphs various TCMs are described. These models can be used for environmentsthat have no variability. The objective is to execute these algorithms at network deployment and use thecreated topology for the full life of the network.The Relative Neighborhood Graph (RNG) : This is a local geographic approach. A link between node uand node v is selected if no node w exists such that w is closer to u than v , and w is closer to v than u .In other words, if MAX( d fu ; w g ; d fw ; v g ) < dfu ; v g then the link is not selected, where dfu ; v g is the dis-tance between node u and v [ 20] , [ 1 3] and [ 1 6] .Gabriel Graph : This is also a local geographic approach to topology control. A link between node u andnode v is selected if no node w exists within the circumference that intersects both nodes u and v and hasa diameter equal to the distance between the two nodes dfu ; v g . Formally speaking the link betweennode u and v will be selected if no node w exists such that d2fu ; w g + d2f v ; w g � d2f v ; u g [ 20] and [ 1 3] .Yao Graphs or �- graphs : These are two approaches that are very similar and basically share the sameobjective. As the ones before them, these algorithms are local and geographic. The basic idea is to sepa-rate the area surrounding node u in sectors and choose the closest neighbor node for each one. In Yao' scase, the sectors would be equally separated rays and in �-graphs' case they would be sections of a �xedangle. The key to an optimum G0 topology is to limit the number of sections or rays with a constant.Coincidentally in both the approaches the constant is k = 6 , so the Yao approach would have maximum 6rays and the �-graphs approach would have maximum 6 areas with an angle of Q / 3 [ 20] and [ 1 3] .XTC : This is a local approach that uses link quality as input for the algorithm. Each node selection ismade from the local node' s point of view. In general, a node u will choose v as its neighbor if no node wexists that is �better� than v and can be reached easier from node v than from u [ 1 9] . This approach willthoroughly be explained in the next section. 20



InterferenceTCM and interference go together in MANET research. It is believed that these mechanisms reduceinterference by minimizing the number of active links in a network. Researchers intuitively conclude thatgiven the reduction in transmission range that is brought on by the use of a modi�ed topology, the possi-bility of interference occurring in a network is reduced. In most cases researchers make this assumptionwithout formal proof. In this section the common misconception of interference in TCM is described.
Figure 4. L ink Interference. Figure 5 . Individual Inter-ference. Figure 6 . Neighbor Interference.At the moment there is a general misconception regarding the relation between interference in wirelessnetworks and TCMs. It basically consists in assuming that the reduction of node degree brought on byTCMs automatically delivers an Interference-optimal network. This is hardly the case for most algo-rithms, as they do not use rigorous mathematical models to �nd the minimum interference network. Usu-ally they concentrate on other network qualities such as spanner properties, node degree and edge overlap-ping among others. Most documents that don' t use a model are left with assuming a possible outcomeregarding network Interference.A mathematical model is important because it provides a rigorous method to identify the best systemamongst a set of possibilities, facilitating the search for an optimal network. There are various approachesto the interference that deal with its meaning; In Figure 5 a model that de�nes interference as the numberof nodes that are in the transmission range of a given node is described. Figure 4 considers the number ofnodes that are in a region created by two communicating nodes as the metric for interference. In Figure6 interference is described as the number of nodes that can reach a given node [ 1 0] [ 7] . All these have aspecialized algorithm that �nd the optimum network based on the respective mathematical model. In con-clusion the misconception lies in making assumptions about the Interference qualities of a networkwithout having the proper model to describe it.Energy ConservationEnergy use is an important factor in the success or demise of Mobile Ad-hoc NETworks. Node energycapacity and the amount of energy that is used in a unit of time de�nes the duration of a network.Mainly due to their size, MANET nodes do not have a large energetic capacity. They usually carry asmall battery or a solar cell that will drain quickly if misused. In situations where MANETs use proac-tive routing protocols, the node has to constantly use its energy supply to keep up with the change of it' senvironment.Most of the progress in this area can be approached from an electronics point of view. The design, devel-opment and deployment of energy e�cient microprocessors is an important factor in the successful growthof MANET as a leading technology. These microprocessors don' t necessarily have to be the ones that usethe least amount of energy. They do, however, need to implement a system by which they can respond toenvironmental changes to actively save energy. In other words the microprocessor should be capable ofincreasing its clock speed when ever the node is involved in important activities. It should also becapable of reducing or maybe stopping the clock when little or no activity is being done by the node.Another way that energy might be saved is by using energy aware systems that modify the node' sbehavior in order to optimize overall network energy use. An individual module in charge of modifyingthe behavior of the node in such a way that energy is ultimately saved would be possible. Another21



approach that can be considered is energy saving models that are distributed along all subsystems. Inthis way routing, transmitting, processor calculations and all the other node activities would have theirown energy saving module. Compiling applications is also a process that can include energy saving con-cepts. Code would be compiled in such a way that when it is executed it would not misuse energyresources.[ 1 4] talks about a routing protocol that collects information on what they call the energy map of the net-work. The energy map contains the energy state of every node in the network. That is, how muchenergy is left in each node. Using this information the routing algorithm calculates the message routes insuch a way that the message traverses through the regions where there is a high concentration of energy.The routing protocol does this in order to allow the nodes with less energy to stay active longer andtherefore increase the longevity of the network. This model is a prime example of energy saving mecha-nisms that are distributed among the node' s systems. In this case the mechanism is lodged into therouting protocol.[ 5] lists an Logical Link Control ( LLC) sub-layer approach based on the reduction of the number of mes-sages that the nodes sends in speci�c network situations. The approach is based on a modi�ed AutomaticRepeat Request (ARQ) method that is used to reduce the number of sent data when low performance ofthe network is detected. The studies show that, under certain conditions, the modi�ed ARQ mechanismcan save energy. In the same article, the authors state that energy can be saved in what they denominatethe OS/Midleware layer. They state that mobile devices can take advantage of the fact that wireless net-works are systems that have sporadic computational activities. In this sense the nodes can shutdownduring periods in which they are not active. It also mentions a mechanism that exploits the DRAMdesign by implementing a paging mechanism that saves up to 55% ( compared to not using it) of energywhen utilized. The article also talks about Power Partitioning. It basically consists of separating thecomputational e�ort between the mobile nodes. A node with greater computational capacity can beselected inside the network to take care of the complex operations of the network. Other approaches con-sider application speci�c variables. In video streaming for example, where transmission accounts for morethan one third of the total energy, it is said that energy can be saved in the encoder by reducing the sizeof the video or to disregard certain packets at transmission time to reduce the total tranmitted informa-tion.In [3] the authors consider the energy saving capabilities of compressing data. The article mentions thatthe saving capabilities depend on the compression and decompression mechanisms. It states that,depending on the mechanism, some approaches would not save energy at all because the compression anddecompression processes use more energy than that saved by the transmission of the compressed data.Moreover, the results of the tests in the article show that the used energy in compression and decompres-sion depend on the hardware in which it is executed. So the authors propose an asymmetrical mechanismin which information is compressed by the best-of-bread mechanism at the starting point, and decom-pressed by a best-or-bread mechanism at the end point. They end the article with the conclusion thatdata compression and its relation with energy optimization is far from trivial. They also mention that itdepends on CPU energy use, memory access, network activity as well as application speci�c characteris-tics.XTC AlgorithmXTC is a general purpose algorithm that calculates an energy e�cient topology based on a metric. Thebasic idea behind the algorithm is to take a graph G and transform it into a graph G 0 . The resultinggraph G 0 adds certain characteristics to the network that allows it to use its energy resources more e�-ciently by selecting a subgroup of links. The purpose of this section is to give the reader some speci�cbackground information about the algorithm that is used in this dissertation. It also becomes relevantbecause most of the dissertation is emphasized in the information recollection stages of the XTC algo-rithm. 22



To understand just how energy is saved by selecting a subgroup of network links, the relation betweentransmission energy and transmission range must be clari�ed. In general the energy needed to transmitgrows quadratically with the distance. This is true due to the propagation characteristics of an electro-magnetic signal in free space. For all omnidirectional antennas the energy used on transmission is spreadout in a sphere like shape with the center at the point of transmission. In other words the energy withwhich a receiving node detects an incoming transmission is just a small part of the total spread energy.Taking all this into account the equations described in Figure 2 do not accurately describe the quadraticrelation, Equation 2 is a more accurate expression [ 1 7] .PDr = Pt4 � � � R2 ( 2 )PDr=Power density of receptionPt=Power of transmissionR=Distance between nodesThe relation is clearly quadratic with respect to the distance.Keeping the relation between the transmission energy and the transmission range in mind, an optimumsituation can be deduced. If energy of transmission grows quadratically with distance then it becomesbetter to use various short hops to communicate with a distant neighbor than to use long communicationlinks. Communicating from one end of the network to the other would take a large number of short rangehops, but the transmission energy would drastically be reduced compared to that used in a few long rangelinks.Considering the speci�c relation described in Equation 2 , it is not di�cult to devise a situation in whichchoosing short hops instead of a long one does not render an energy e�cient topology. Assume threenodes A, B and C. Further assume that the three are inside the range of the others. The distancebetween A and C is 4 Mts, the distance between A and B is 3 Mts and the distance between B and C is 3Mts. According the the model proposed, the 4 Mts connection between A and C would be much betterserved if it were to go through B. But this is far from the truth. The energy from A to C is calculatedusing the following expression Ea� c = 4 � Q � 42 � Et . Furthermore the energy from A to C using theintermediate node is given by Ea� c0 = 2( 4 � Q � 3 2 � Et) . It is simple to deduce that Ea� c < Ea� c0 . This isjust a speci�c situation in which the model does not work at its full potential and does not mean thatthat is it' s average behavior. Furthermore, XTC not only saves energy by using intermediate nodes, [ 1 9]also states that energy is saved by avoiding interference. The article itself lacks the mathematical proofneeded to make this conclusion and it does not use any of the models described in the interference subsec-tion. In any case, the speci�c energy saving capabilities of the resulting topology is not the main focus ofthis dissertation and can be considered in future work.Energy management is extremely important in MANETs due to the energy restrictions of the devices.Mechanisms that save energy by modifying certain aspects of the underlying structure can increase thelongevity of the network and increment MANET dependability. The models that use energy savingmechanisms like XTC can guarantee a long lasting service in diverse scenarios. This is not just animprovement on energy e�ciency, but can also be considered as an aspect that makes MANETs moreappealing to the customers. In other words XTC like mechanisms increase the viability of MANETs andwill push towards the development of massive self-organizing mobile structures.One of the special characteristics of XTC is that it is a localized algorithm. This means that it runs ineach node and does not need the assistance of a centralized computational entity. XTC is an algorithmthat is much faster in calculating a topology because it avoids having to send and receive informationfrom the central control unit. However the calculated topology might not be as good as the one calcu-lated by centralized topology control algorithms because these have much more information than thelocalized one and might make better decisions in that sense.23



XTC selects links based on link metrics that are calculated with information that has previously been rec-ollected. The XTC algorithm can basically be separated in two main parts: First, the recollection phase,in which the local node sends and receives information to and from its neighbors to create the XTC datastructure. The second part would be the actual execution of the algorithm.Lets suppose that the link metric for an assumed network depended only on distance. In this case theobjective of the algorithm is to choose the �closest� neighbors in such a way that, with the chosen group,the local node has the capability of communicating with all its other neighbors. This is not an easy task.The local node can' t just choose the neighbors with the shortest distance. If it were to do this, therewould be a possibility of having unreachable neighbors. A sub-group of neighbors has to be created insuch a way that they are closest to the local node allowing for communication with the rest of the unse-lected neighbors.The before mentioned analysis can be extended to metrics that not only depend on distance but considerother variables. In real situations where nodes have a large variety of elements that modify the quality ofa link, a di�erent metric system must be devised. The interference from signals that bounce from the�oor and arrive in the receiving antenna in a di�erent phase could possibly be included in the metric.The signal absorption properties of physical elements that are �in the way� of a signal are also eligible asmetric information. Any element that modi�es the reception quality of a transmission has the possibilityof being included as a metric variable. The XTC becomes extendable in the sense that it can calculate atopology using any metric. With this in mind the links that are chosen are not necessarily the �closest� tothe local node but are the �best� with respect to a determined metric. Finally the metric used in anyTCM must be measurable.The link quality values (metrics) need to be organized in a data structure for the algorithm to correctlycalculate the local topology. The data structure is an ordered set that contains neighbors. The set isordered with respect to the link quality values that the local node has of each reachable neighbor. Conse-quently the set needs to have the link quality for each neighbor. In Figure 7 a set of the neighbor nodesof node 2 is described. Keep in mind that node 2 is not the only one that has this set in its memory, allthe network nodes need to have this structure. This means that all of node 2 ' s neighbors will have a sim-ilar structure but with di�erent values. This structure will be denominated node 2' s set.address( 1 ) address( 5) address( 4) address( 3) address( 6) �metric = 8 metric = 7 metric = 4 metric = 4 metric = 3 �Figure 7 . Node 2 ' s set .But the set in Figure 7 is incomplete. Additionally to the information that is contained in Figure 7. thelocal node must have the sets from its neighbor nodes. So the data structure will look more like Figure 8than Figure 7. In other words the information needed to calculate XTC is the set of neighbors that wasordered using link quality and the neighbor sets that are received through incoming messages.address( 1 ) address( 5) address( 4) address( 3) address( 6) �metric = 8 metric = 7 metric = 4 metric = 4 metric = 3 �order( 1 ) order( 5) order( 4) order( 3) order( 6) �Figure 8. Node 2 ' s complete set .The original XTC algorithm is divided into three stages. The �rst two are information recollection stagesand are the ones that create the totality of the data structure needed to calculate XTC. The third stageis the algorithm itself and it needs the data structure created in the �rst two stages.The objective for the �rst stage -neighborhood ordering- is to generate a structure like the one describedin Figure 7. This structure will not have all the information needed to run the XTC, but it is the �rststep towards recollecting all the information. In this stage all nodes transmit beacon message with max-imum power and wait to receive the beacon messages from their neighbors. For each message that isreceived the local node calculates the link quality for the neighbor that sent it and inserts the neighboraddress in the initial structure. When the node has received all its neighbor' s messages it will have cre-ated a structure that describes the immediate neighborhood. The created structure not only contains the24



neighbor' s address and the metric related to the neighbor, but it also expresses the order in which theneighbors are organized with respect to the metric.The second stage -neighbor set exchange- is where the �nal data structure is created. The only informa-tion that the local nodes needs to form a structure like the one described in Figure 8 is the order from itsneighbors. When the local nodes begins stage two it sends its newly calculated set with maximum power,while at the same time receives the incoming messages that contain the set from the neighbors. For eachincoming message the local node will place the received neighbor set in the corresponding list o�set and itwill continue to do this until it has �lled the data structure completely. After the data structure is com-pletely �lled the local node can proceed with the third and �nal step in the XTC process, the topologycalculation.The third stage -edge selection- is the execution of the XTC algorithm, it basically consists of separatingthe neighbor list into two non intersecting lists: the chosen neighbor list and the rejected neighbor list.The following is the pseudocode of the algorithm followed by an explanation of each line and data struc-ture.Local node u1 . Establish a neighbor list � u for u2 . Transmit � u and receive lists from neighbors3. Nu = f g ^ N~ u = f g4. While ( � u contains unprocessed elements)5. v = next unprocessed element6. if (9w ��� w 2 (Nu [ N~ u) ^ w � v u)7. N~ u = N~ u [ v8. else9. Nu = Nu [ vWhere:� u : Represents u 0s orderN� : Chose neighbor listN~ u : Rejected neighbor listx � u y : Its an expression that means that element x coms before y en in � uFigure 9 . XTC Algorithm.The �rst line is where node u creates its list of neighbors ordered by link quality. On line 2 node u trans-mits its neighbor set and receives the sets of its neighbors. Line 3 initializes two sets: the chosen neighborset Nu , containing the nodes that u will communicate with, and the rejected neighbor set N~ u , containingthe neighbors that are reachable but don' t have a direct communication with u . Line 4 expresses the factthat the algorithm traverses u ' s neighbor list � u . In line 5 an element of � u is assigned to v . Line 6 - 9is where node v gets either chosen or rejected. �Informally speaking node u will form a direct communica-tion link with node v if there is no better node w that can be reached more easily from v than from uitself�[ 1 9] .According to [ 1 9] after the execution of the XTC algorithm the resulting graph G 0 has three characteris-tics that make it optimum. The article also makes an addition for two of the characteristics making thembetter when compared to other topology control algorithms like Gabriel Graphs or Relative NeighborhoodGraphs. It is these characteristics that make XTC an ideal candidate to use in dynamic environmentswhere node movement is involved.The �rst characteristic is connectivity. This is basically a relation between the initial graph G and theresulting graph G 0 . The rule states that if two nodes u and v are connected in G , then they must be con-nected in G 0 . Due to calculations done in XTC, the number of hops connecting the two nodes should belarger in G 0 than in G . Moreover if connectivity is not enforced, the G 0 graph may end up with islands ofnodes that are not connected to the main network. In conclusion the lack of connectivity might compro-mise the capability of reaching network nodes. 25



There is an additional property to the connectivity characteristic in [ 1 9] . The article states that thetopology rendered using the XTC algorithm has an additional aspect that further optimizes the connec-tivity of G 0 . The characteristic is called spanner. It is a restriction of the relation between the connec-tivity in G and G 0 . To describe spanner the article uses a general expression of optimal path cost thatdepends on individual link cost. Let c be the cost of the optimal path between u and v in G . So the costof the optimal path between the nodes in G 0 is f ( c) . The article states that if the function f ( c) isbounded from above by a linear function in c, the resulting graph is spanner. The article concludessaying that though the XTC does not provide a strict spanner property, it shows promising results.The second characteristic is symmetry. In networks that have range heterogeneity there is a high proba-bility of �nding links that are not symmetric. A link that is asymmetrical is one where communication ispossible in one direction only. If a node with a small radius of transmission receives a message from anode that is out its range, it will not be able to send a direct message back. This becomes a problemwhen immediate ACK packets are required for communication, like those used in the 802 . 1 1 MAC layer ina technique called positive acknowledgment [4] . In [ 1 9] , the author proves that the graph calculated bythe algorithm is completely symmetric.The third and last characteristic is called sparseness. For a resulting graph G 0 to be considered sparse itis enough for the number of links in the network to be in the order of the number of nodes in the network.Let G 0 = fE 0 ; V 0g , where V 0 is the group of network nodes and E 0 is the group of links in the network.So for a topology to be sparse the following must be true:SIZE(V 0) = g( SIZE(E 0) )Where SIZE( ) is the function that returns the amount of elements in a group. This last characteristicalso has an additional property. Not only does the before mentioned equation have to be true for theresulting network, but the degree of the local node must be bounded from above by a constant as well. In[ 1 9] it is proven that the maximum number of possible links for a local node is 6.To end this section on the XTC algorithm, a brief comment on the relationship between XTC and Rela-tive Neighborhood Graphs (RNG) is given. According to [ 1 9] there is a small di�erence between XTCand RNG. It talks about a speci�c situation in which RNG includes a link and XTC does not. It basi-cally states that if there are two or more neighbors that are at exactly the same distance from the localnode, the RNG selects all the neighbors, where the XTC selects only the �rst one that is analyzed.Though the speci�c situation is possible it is highly improbable.RNG fails when two neighbors are at the same distance from the local node. This is true for simplemathematical models that do not consider the chaos of real situations. Even if two nodes were to be in atthe same distance from a local node, it is highly unlikely for the local node to give the same metric toboth of them. This is true because the shape of an omnidirectional signal is not a perfect sphere and anode receiving a signal from two di�erent sources that are at the same distance does not necessarily meanthat it will receive the transmission in the same conditions. In conclusion there is a very slim probabilityfor the speci�c situation to occur, therefore XTC and RNG should be considered as equals.Dynamic Environment ConsiderationsOne of the most important characteristic in MANETs is variability of network elements. It is an impor-tant aspect because it calls for a series of mechanism that try to cope with the chaos created by vari-ability itself. The challenge imposed by MANETs to the various protocols and systems of the OSI layersis not to be taken lightly. For these type of networks to be usable in real situations it is necessary toembrace the existing variability and develop open system type solutions [4] . Solutions in which there is aconstant �ux of energy through the system [4] , or a constant �ux of information.26



Variability is considered to be the change of value in time. It is the change of speci�c variables or statesthat represent certain aspects of the network. The speci�c aspect or aspects of the network that a vari-able represents depends solely on the design of the system. A variable, for example, can represent themobility in the immediate vicinity of a device. Zero ( 0) might represent a static environment, while one( 1 ) would represent complete chaos. On the other hand, and by means of mathematical calculations, avariable can also include various network aspects. Equation 3 is an example of variability of a network.A (m) + B (h ) = v ( 3)Where A, B are values from 0 to 1 that represent the importance that is given to the variable in the equa-tion and A + B = 1 . m is the mobility value and h is the value that represents range heterogeneity. Theimportant aspect to remember is the fact that variables represent network aspects and that variability canbe measured by the change of these variables in time.Keeping the variability concept present and bearing in mind that the main objective is to create a systemthat uses topology control to save energy in dynamic environments, some aspects of XTC in dynamicenvironments are mentioned. XTC is designed to calculate a topology but not to maintain one. If thealgorithm were to be used in dynamic environments without any change to its structure, its performancewould be poor, if not useless. The problem lies in the non-repeatability of the algorithm. It would per-form great at network deployment, but the calculated topology would be rendered useless as network ele-ments vary. In other words, given that the network representation does not change, the calculatedtopology can not be used for communication.If any TCM is to be used in dynamic environments like MANETs, the network representation has to con-stantly change with the network itself. For this to be possible two elements need to interact inside thenew dynamic TCM (D-TCM) . The �rst element is the one that calculates the topology, this elementtakes existing environment information and transforms it into a working representation. The second ele-ment is precisely the one that provides network information to the �rst one. These two elements need tobe used constantly by D-TCM to maintain a representation.To assure a correct representation of the real network, the mechanism used for the recollection of theinformation ought to be very accurate. To the best of our knowledge it is impossible, in dynamic environ-ments, to have a representation that is in every sense equal to reality. The time that goes into gatheringall the information combined with the time that it takes the algorithm to calculate the representation,creates an inevitable di�erence between what is represented and what is really there ( assuming nodemobility) . The successful maintenance of the topology depends on how large this di�erence is. In otherwords the �nal objective regarding the representation of the network is for it to be as close as possible tothe authentic state of the network.Let NRn be the represented network at time Tn . Also assume that ANn is the Authentic Network attime Tn . Suppose that NRn and ANn are represented with a mathematical structure very similar to theone used in XTC. Let di�( ) be the function that calculates the di�erence between the two structures.Assume that S0 is the state of the network at time T0 and that TC0 is the calculated topology for thatspeci�c state. Further suppose that the algorithm spends �T1 units of time gathering all S0 ' s informationand �T2 units of time calculating TC0 , this means that the algorithm will spend a total of Tt = �T1 +�T2 calculating the topology. So at T1 , exactly Tt units of time after T0 , the network state will havechanged to S1 but will be represented with TC0 instead of TC1 . In other words the local node will use atopology calculated for S0 in S1 . If di�( AN1 ; NR0 ) is large, the node will not be able to use its currentTC0 for communication purposes. It becomes important in dynamic environments to address the di�er-ence between what is represented and what is really there. In conclusion, the key to maintaining a repre-sentation of the network in dynamic environments is to constantly recollect and analyze information withprocesses that can execute in short intervals of time. The recollection and analysis processes will bedescribed more accurately in the following paragraphs.27



When focusing on the information recollection process, it is important to identify the origin of the infor-mation. The communication interface is the place where network information is originated. It not onlyreceives all the the messages that are sent to the local node, but also eavesdrops on other conversationsthat take place in the vicinity. This empowers the local node to gather information on its immediateenvironment by analyzing the incoming messages.The type of information that the local node can gather is diverse. It can be as simple as identifying allthe local neighbors by maintaining a table where the rows represent nodes for which messages have beenreceived. These rows would have a time to live (TTL) that would represent the time for which the infor-mation is valid. On the other hand, it can be as complex as identifying a pattern of arrival and departurefrom the communication range. By the use of pattern identifying algorithms and statistical models, thelocal node would be capable of predicting the behavior of neighbors. In this way the communicationsmight increase in accuracy. Simplicity or complexity of the model depends solely on system design.The information gathered in the local node comes from the analysis of received data. The communicationinterface provides a great deal of possibilities for data recollection. The time of arrival of a message, theenergy with which certain message was received, the address of the sender, the total number of messagesthat a certain node has sent and the amount of errors that have occurred with a neighbor are just someexamples of data that can be used. This data can be organized, �ltered and manipulated so that it endsup representing other, more complex, concepts like local mobility or range heterogeneity.If the information recollection process is used to de�ne types of recollection strategies, there are basicallytwo ways of gathering information: a proactive approach and a reactive approach. When using a reactiveapproach, the information recollection process depends on environmental activity. That is, information isonly recollected when it is available through the communication interface. In other words, if no communi-cation takes place in the immediate neighborhood of a local node, the information recollection process willnot be executed. This is a very unpredictable situation due to the manner in which the messages arrive.The node can have a good network representation if there is a constant �ow of messages, but will renderan out-of-date representation if its neighbors do not transmit. It may want to communicate, but sincethere has not been any external activity, it will not be able to do it accurately. Finally, the reactiveapproach does not specify any method of getting information aside from that of waiting for incoming mes-sages it is this characteristic that makes it unusable for MANETs.The proactive approach is the second type of information recollection strategy. It consists in an addi-tional e�ort from the network nodes to share information with the objective of having enough data toincrease the possibility of calculating an accurate representation. By constantly sharing data among theneighbors, this approach in some way ensures the accuracy of the information to a certain point. But itdoes have a downside. The energy allocated for proactively recollecting information might be lost whenthe resulting representation is not used. In networks where transmission is rare and the topology is sel-domly used, the e�orts made are senseless. In a network of sensors, for example, where communicationoccurs sporadically there is no sense in implementing a proactive approach because the network represen-tation that is created by said approach would be underutilized and the energy used to create the represen-tation would be lost. In this case a reactive approach that responds to the necessity of each node is morepertinent.The proactive recollection of information can be implicit or explicit. It is explicit when informationrequest messages are used. A local node informs all its neighbors by means of a request for informationmessages that it needs to update its representation. When a neighbor receives this message it respondswith an information message containing relevant data. In this way the local node refreshes the informa-tion of the neighborhood and can have an accurate representation whenever it needs it. On the otherhand there is the implicit proactive approach that does not need the information request message. Itinterchanges information by means of a global information interchanging policy used in all the network.In other words each node has a series of rules or policies that commit it to sharing its state periodicallyusing an information interchange message where the state of a node is transported. Suppose a simplepolicy where all nodes sends their states once every unit of time. Further suppose that the unit of time isequal for all nodes. In this way a node will receive neighbor information periodically without having toexplicitly ask for it. 28



Having looked at the information recollection strategies, the information analysis process will bedescribed. As with the �rst one, the information analysis process can be divided into two groups: aproactive approach and a reactive approach. Each one with its pros and cons that depend mostly on theenergy and time spent calculating the network representation. Moreover the two systems; the informationrecollection strategy and the information analysis process, have to work in unison to create an accurateand usable network representation.The proactive approach for information analysis consists of repeating network calculations constantly. Ofcourse, for the repetition to be e�ective the information provided by the recollection module needs to beaccurate, or else the calculation will be repeated using the same information and the rendered representa-tion wont change. This approach has the possibility of overly using energy resources, in the sense that itcontinually makes an e�ort to maintain a network representation that may not be used. However anaccurate network representation is available whenever it is needed and can be used immediately ifrequired. In other words this approach might misuse energy but allows for an immediate access to thetopology structure.The reactive approach for information analysis basically waits for the moment in which the representationis needed and only after it sees the need, it will calculate the representation. The �need� comes from arequirement of the upper layers. Only when a message needs to be sent is the network representation cal-culated. This approach is in opposition to the characteristics of the �rst one. It will generally make gooduse of energy resources because it only runs a calculation when it is needed. Moreover the time frommoment the representation is requested to the moment the representation is calculated could be long.This approach not only has to analyze the data but it also has to recollect all the information that isneeded for the calculation and the time spent in these activities might slow down the overall communica-tion process.In any case, for the two information analysis approaches and for the two information recollection strate-gies the used energy, the accuracy of the network and time spent in the processes become crucial to thesuccess or demise of the system. Moreover the characteristics of proactive and reactive approaches can besummarized in one idea: For reactive approaches there is a relatively good use of the energy resource andpoor response time. And for the proactive approaches there is a relatively bad use of energy resource andgood response time.VariablesTo describe the behavior of a D-TCM and/or to compare two approaches there needs to be measurablevariables that describe key elements inside a speci�c model. These variables will allow the model to becharacterized as successful or unsuccessful considering certain assumed parameters. Therefore, the selec-tion of these variables becomes vital to the accuracy and relevance of the conclusions made in this disser-tation.To begin the description of the variables, the context in which the topology control model is developedmust be considered �rst. Let the reader be reminded that the basic premise of a TCM is to control thenetwork topology towards a predetermined objective. The objective itself can be any speci�c character-istic that has a direct relation with the links between nodes in a network. However the current contextnarrows the pool of possibilities down to just one objective: to save transmission energy in search of pro-longing the life of the network.EnergyEnergy saving TCMs select links from an initial graph which have the best link quality. In static environ-ments the selection process is done once in the whole life of the network. This means that the energyused to execute the mechanism is not relevant to the longevity of the network. On the other hand, in thedynamic environments, where the mechanism needs to be repeated constantly to have an accurate repre-29



sentation of the network, the energy used by the mechanism becomes important. Given that the processof calculating a representation is going to be repeated inde�nitely throughout the life of the network, theenergy used in the calculations can compromise the longevity of the network. By modifying the calcula-tions to reduce their energy consumption, energy can be saved in the �rst phases of D-TCMs as it is savedwhen using the calculated topology.It is in the repetition of the recollection process and the execution of the algorithm that additional energysaving strategies can be implemented. The idea is to reduce, as much as possible, the number of messagesthat have to be sent in order to recollect information for the D-TCM. Moreover the saving of energythrough the reduction of the number of steps that have to be executed in the algorithm itself should beconsidered as well. Consequently there will be two possibilities to save energy in dynamic environments:the �rst being the reduction of the amount of communication e�ort being done in the recollection phasesand the second is the reduction of the amount of e�ort that is made in the execution of the algorithmitself.With respect to energy consumption in wireless devices there are basically four states for a communica-tion interface: transmitting, receiving, idle and sleep [9] . The transmitting state is when the communica-tion interface is actively transmitting a signal. The receiving state is when the interface is activelyreceiving a signal. The idle state is when the interface is neither receiving nor transmitting but it has thepossibility to do either. And �nally the sleep state is when the communication interface is neitherreceiving nor transmitting and it does not have the possibility of transmitting [9] .Considering the four states, a mechanism to save energy can be devised for every state. In which thespeci�c characteristics of the state are used towards an optimum utilization of the energy resource. Tothis objective, this dissertation only considers mechanisms that have to do with the state of transmission.That is, the measured variable for energy consumption will be transmission energy. Keep in mind thatthe energy spent in transmitting exceeds that of other states, and therefore any avoided transmission willtranslate into considerable amount of time for the other states. Moreover this dissertation refers only tothe transmission energy and makes no analysis on the other communication interface states. Otherenergy saving policies that are concentrated in the idle, reception and/or sleep states can be consideredfor future work, following this dissertation.Finally, the energy spent in calculating the topology, which is a state of the node and not of the commu-nication interface, will be considered equal to that of the other states ( idle, sleep and reception) in thesense that it too can be modi�ed towards an energy saving infrastructure, but will be left to future anal-ysis. Moreover the energy used in calculation purposes is also very small compared with the energy usedin a transmission. This means that for every avoided transmission a considerable amount of time for cal-culations is gained.In conclusion, the �rst of the measurable variables that is going to be used in this dissertation is Energyof Transmission of the control messages in the D-TCM. This variable is directly related to the number ofbits that are transmitted and to the distance of the transmission. If this distance is not modi�ed for anymessage, the energy can be measured by counting the amount of bits that were transmitted in a givenunit of time.AccuracyBut its not as simple as just saving energy. If the only variable to optimize were energy consumption thesolution would be trivial. The node would simply abstain from sending any kind of control message andfrom executing any kind of algorithm. This, of course, goes against any conception of a usable structureand would render an unusable network. In static environments the process to create a workable structureis executed at network deployment and, as stated before, does not have a great e�ect on total energy con-sumption. On the other hand for dynamic situations where the network is constantly changing, it isimportant to maintain a balance between the accuracy of the network and the energy used to obtain thataccuracy. The objective then becomes to use as little energy as possible while still maintaining an accu-rate representation of the network. 30



Representation accuracy is also very important for the model to be successful in real situations. It isbased on this accuracy, that energy is or is not saved with the generated topology. If what is generated isvery di�erent form the real state of the network the energy saving qualities of the calculated topology cannot be predicted.A way to measure accuracy of the representation is by using a di�( ) function. This function takes twoarrays and calculates the di�erence between them. The �rst array would represent the node representa-tion of the network and the other would represent the network itself. Let A be the array for the real net-work and B the array for the representation contained in the node. Both these arrays contain all theneighbors organized in order of link quality. They don' t necessarily have to have the same amount ofitems. A di�( ) function can be developed where the same element in the same position of the array is theonly possibility for there not being a di�erence. In other words if A[ i ] = B [ j ] ^ i = j , no di�erence iscounted, in all other cases a di�erence unit is counted (Example 1 ) .Example 1 .Alfabet = fa ; b ; c ; d ; e ; f gA = fa ; d ; e ; f g ; B = f b ; d ; c ; e ; f gd = Di�erence value :1 : A [ 0 ] � B [ 0 ] ) d 12 : A [ 1 ] = B [ 1 ] ) d 13 : A [ 2 ] � B [ 2 ] ) d 24 : A [ 3 ] � B [ 3 ] ) d 35 : B [ 4] ) d 4di�(A; B) = d = 4It is important to mention that the accuracy metric, as calculated by the di�( ) function, is impossible tomeasure in real situations. This is true because the current state of the network can' t be measured inreal time. This variable is valid only in simulations where the acquisition of the real state of the networkcan be implemented as a �snapshot� function. In any case, it is important to consider this variablebecause it gives an idea of how close the represented topology might be with respect to the real network.There is another way to measure the representation accuracy. By looking at the problem from a di�erentperspective the measurement becomes a matter of telling time. Let NRn refer to the representation attime Tn and ANn refer to the real state of the network at Tn . Further assume that S0 is the state of thenetwork at time T0 and that TC0 is the calculated neighborhood for S0 . Further suppose that the algo-rithm spends �T1 units of time gathering all S0 ' s information and �T2 units of time calculating TC0 , thismeans that the algorithm will spend a total of Tt = �T1 + �T2 calculating the neighborhood. So at T1 ,exactly Tt units of time after T0 , the network state will have changed to S1 but will be represented withTC0 instead of TC1 .From this point of view the problem is visualized as the relationship between three variables: S0 the initialstate where the information is recollected, S1 the second state where the calculation is made, and Tt thetime between the two states. The optimum solution for this problem is for Tt = 0 ^ S0 = S1 , this optimumsolution is inconceivable due, mainly, to the time it takes to recollect the information. However, a modelcan be described based on Tt where the objective is to reduce this value.To calculate Tt a basic principal of S0 needs to be understood. S0 is not one state that represents all thevalues for all the nodes at one given point in time. Rather it is a state that represents all the values forall nodes at di�erent times. The information for each neighbor is recollected at di�erent moments intime, so S0 would be a group of elements gathered with a di�erent time of arrival. Example 2 clari�es theidea. 31



Example 2.Optimum S0 :e1 e2 e3 e4 e5 e6 e7t0 t0 t0 t0 t0 t0 t0 � All the information arrives at the same time.Real S0 :e1 e2 e3 e4 e5 e6 e7t1 t2 t3 t4 t5 t6 t7 � All the information arrives at the di�erent times.Tt = P TnnTn : Time between the arrival of element n and the calculation of the topology.n : Number of elements.In conclusion and based on Example 2 , S0 is not a state in t0 , but a state from t0 to tn . Keeping this inmind, Tt is not calculated by measuring the time di�erence between t0 and the time of the topology calcu-lation. It is calculated by adding all the time di�erences from all the elements in the S0 structure anddividing it by the number of elements, like described in Example 2 . The time di�erence between thearrival of the information and the calculation of the topology can be the second measurable variable.For the before mentioned analysis to be true there is an underlying assumption. There needs to be vari-ability in the environment for this model to be valid. There are situations where Tt� 0 ^ S0 = S1 . Whenthere is no variability of the network the two states (S0 ; S1 ) will remain equal and will have no relation toTt ' s value. But considering the type of networks that are being discussed in this dissertation (MANETs) ,these situations are very unlikely. However this time metric will not be used in this dissertation. So thedi�erence between the represented topology and the real network becomes the second measurable vari-able.Time of executionThis metric is di�erent from the one discussed in the Accuracy section. It refers to the time of executionof D-TCMs and has no direct relation with accuracy. If the D-TCM takes a long time to execute then itwill not be able to perform in situations where there is a large rate of change. Remember that when vari-ability increases the mechanism must be repeated at a higher rate. So, if the D-TCM takes a long time toexecute, it will eventually fail when the rate of change requires an execution time less than that of the D-TCM. On the other hand a mechanism that executes in a short amount of time, performs well in moresituations than the one that takes longer.The variable measures the time it takes the local node to calculate a topology. It considers the XTC exe-cution time and the time for all D-TCM control message, not only the messages that are originated at thelocal node, but all the control messages that are transmitted in its vicinity. In other words, the metriccounts the time it takes the local node to send and receive D-TCM control messages. Time of executionis measured in this way because it is assumed that, for a D-TCM to work correctly, all neighbors mustcompletely send all control messages. So even if the local node has �nished sending its control messages,it must wait to receive all the messages that come from its neighbors. Two times are counted: the time ittakes the local node to send all control messages to the neighborhood and the time it takes the local nodeto receive all control messages from the neighborhood.In general, a D-TCM that takes the shortest amount of time calculating the topology is required. Thisobjective can be accomplished by reducing the size of the messages or by reducing the amount of messagesthat have to be sent to recollect information. A modi�cation can also be made to the algorithm itself soit can execute as few steps as possible and in that way save precious time that might be needed to sendother type of information. 32



In general TCMs require three qualities. The �rst consists of using small quantities of energy in the rec-ollection process. The second is accuracy of the represented structure with respect to the real network.The third consists in reducing the time of execution to accommodate networks with a high rate of change.With these qualities as underlying objectives for the model, an optimum mechanism that saves energywhile maintaining connectivity can be developed.ModelsXTC is an algorithm that is very successful in exploiting wireless transmission elements to increase net-work longevity. It avoids having to maintain a centralized node which manages all the calculations andsuccessfully spreads the calculation e�ort throughout the whole network. It' s an algorithm that has anoptimum behavior in static environments. But, as described in [ 1 9] , lacks the scalability necessary fordynamic environments. It is designed in such a way that it can only be used in static environments. It isfrom here that the necessity of modifying the original algorithm becomes clear. As next generation net-works begin to depend on MANET-like structures to increase their capability, it becomes more importantto create new and innovative ways to handle increasing network variability. The models described in thenext section try to adapt a very successful static strategy into one that can be used in dynamic environ-ments.Two models are described with the basic idea of introducing repetition into the algorithm. This isachieved by the use of intervals of time. These not only give the periodicity of repetition but also controlall the events related to the information recollection and algorithm execution phases. In other words it isthrough intervals that the repetition needed for dynamic environments is implemented.Model 1Model 1 (M1 ) is a �rst approach to an algorithm that tries to create autonomous nodes inside a dynamicnetwork. Autonomous in the sense that the local node is the one that decides when certain information isneeded and will take action when it deems necessary without waiting for any peer con�rmation. Anotheraspect that was considered in M1 is the similarity to the original XTC concept. The algorithm tries todi�er as little as possible from the original algorithm with the hope of having similar results to those instatic environments.The Model description will begin from a local nodes point of view. In other words, from a node that isgathering information to calculate its topology representation. Afterwards the behavior of the node pro-viding the information will be described. The descriptions are based on Figure 1 0.
Figure 1 0 . Model 1 description of process .As seen in Figure 1 0 the three stages of the original algorithm are maintained. In the �rst stage the localnode constructs the set that contains all neighbors, this stage begins at T0 and ends at T1 . The secondstage is where the local node receives its neighbor' s sets, this stage begins at T1 and ends at T2 . And�nally the third stage consists of using the recollected information which was gathered in the two �rststages to execute the XTC algorithm. The �rst two stages implement a waiting period that is used toreceive the neighbor responses. 33



In the �rst stage the local node sends a beacon message (BM) with full power containing its address.Immediately after the initial message is sent the local node listens for the response of its neighbors.When a neighbor receives the beacon message from the local node it has to respond immediately with aresponse to beacon message (RBM) . The RBM also has to be sent with full power so the receiving endcan accurately measure link quality. The RBM basically carries the neighbor address and other relevantinformation to calculate link quality. For the remaining stretch of stage 1 the local node listens for mes-sages that are directed to it. When a messages is received, it proceeds to calculate the link quality for theneighbor which sent the message and inserts it in the local set. Let the reader be reminded that the orderin which the neighbors are inserted in the local set depends solely on the calculated link quality. In otherwords the neighbor with a �good� link quality will appear at the beginning of the set and in the same waythe neighbors with a �bad� link quality will appear at the end of the set.The second stage is very similar to the �rst one in that it behaves as a request and response system. Theobjective of the second stage is to recollect all the neighbor sets and it does this in the same way as the�rst stage. At the beginning of the second stage the local node sends a set request message (SRM) withfull power, this message contains the local node' s set and demands a response from every neighbor thatreceives it. This response contains the set of the neighbor and will be denominated response to setrequest message (RSRM) . In this way, after sending the initial SRM , the local node waits for theRSRM from its neighbors.At the end of the two stages the local node will have the data structure needed to calculate XTC. Thealgorithm itself does not require further transmission and the execution does not take as long as the otherstages. Moreover the XTC algorithm itself is unchanged and executes in the same way as it would forstatic environments. At the end of the third stage the local node has a fresh topology representation andwill start the whole process again.Additional to the transmissions that occur at the beginning of the �rst two stages, the local noderesponds to any SRM or BM message that it receives. In other words it will transmit an RSRM and aRBM for each neighbor inside its immediate neighborhood. So, assuming that N represents the numberof neighbors for the local node, the total number of sent messages for M1 in one interval would beexpressed in Equation 4: Tm1 = (BM + SRM + N � RBM + N � RSRM) ( 4)Moreover, the size of the messages that contain a set (SRM ; RSRM) depends on the amount of neigh-bors. This is because the structure sent in these messages is a set of neighbors and its length depends onthe number of neighbors. Equation 5 is more accurate in the sense that it describes the amount of bitstransmitted in one iteration of M1 . The amount of transmitted bits becomes important when analyzingenergy consumption and total time spent transmitting in one interval. Let AS be the size in bits of thenode ID ( address) , OH the size in bits of the overhead for each message and N the number of neighborsfor a local node. Tb l 1 will be the total number of transmitted bits for a local node in M1 .AS + OH = BM(AS � N) + OH = SRM(AS + OH)N = RBM(AS � N + OH) � N = RSRMBM + SRM + RBM + RSRM = Tb l 1AS + OH + (AS � N) + OH + (AS + OH)N + (AS � N + OH) � N = Tb l 1AS + 2 � OH + ( 2 � AS + 2 � OH) � N + AS � N2 = Tb l 1 ( 5)34



Model 2Given the vast amount of messages needed for M1 , Model 2 (M2) is proposed with the sole purpose ofreducing the quantity of transmitted data without compromising the result of the rendered topology. Forthis model the 3 stage approach is disregarded while the interval of repetition is maintained. M2 elimi-nates one stage and implements an approach that assumes cooperation of all the nodes inside a giventransmission area. The Model is expressed in Figure 1 1 .
Figure 1 1 . Model 2 description of process .Instead of having 3 stages, as in M1 , this model only has 2 . Of the two proposed stages, one is in chargeof information recollection. The other executes the XTC algorithm with whatever information is recol-lected from the �st stage. At the end of stage 2 of M2, the whole process is repeated. The model basi-cally works as follows. All activity is inside a time interval that starts at T0 and ends at T2 . S tage 1(S1 ) , is for information recollection purposes, and stage 2 (S2 ) , is where the XTC algorithm is executed.At the beginning of S1 a messages is sent with full power to all the nodes in the immediate vicinity. Thismessage contains the network representation housed in local memory and is the only message sent by thelocal node, moreover it does not force its neighbors to respond. For the rest of the �rst stage the localnode waits for all its neighbors to send their messages. For this model to function correctly it is assumedthat all control messages are received in side the �rst stage interval and the intervals in all network nodeshave the same duration.Control messages are essential in this process and are the ones that allow the network to be visible to thelocal node. They are the ones that describe the network. Too few control messages might mean a poornetwork representation, but too many of them can �ll the interval to a point where no other type of mes-sage can be sent. The sole objective of a D-TCM is to increase the productivity of the network. If theamount of data messages sent in an interval are reduced because of the amount of control messages theinterval time must be increased. Due to the importance of the data messages in the MANET structure,all the control messages have to �t in the interval while at the same time leaving ample space for datamessages.Compared to the �rst model, M2 manages to reduce the number of control messages. If the two modelswhere directly compared. That is, if the time between T0 and T3 from M1 were the same as the timefrom T0 to T2 from M2; the di�erence regarding the amount of transmitted messages between M1 and M2is considerable. The total number of messages sent in an interval in M2 (Tm2 ) is expressed in Equation 6.Tm2 = SRM ( 6)As in the �rst model the size in bits of the messages can be calculated. For M2 it is much simplerbecause only one message is sent per interval. The number of bits transmitted for one interval in M2(Tb l2 ) is expressed in the next equation. Note that the number of bits transmitted for M1 (Equation 5)grows quadratically with the number of neighbors. On the other hand the number bits transmitted forM2 has a linear relation to the number of neighbors (Equation 7) .AS � N + OH = Tb l2 ( 7)35



The objective is for the two proposed models to be compared against the original XTC (O-XTC) algo-rithm. This will be done by assuming that the O-XTC can be repeated inde�nitely throughout the life ofthe network without phase synchronization. The model used to compare all the models, the behavior andanalysis of each model are described in the next section.Change ModelThe comparisons done in this dissertation will be analyzed with the assumption that the rate of change ofthe environment is constant and can be expressed as discrete units of change. Assume that the rate ofchange is represented by a two dimensional plane. The x axis represents time and the y axis representsthe amount of change. So a function like f ( x) = c, where c is constant, would de�ne a situation withoutchange. Variability is represented with functions that vary the y value, like that one described in Figure1 2 . This �gure describes a situation in which the variability is linear and constant. Moreover it repre-sents the total change with respect to the initial state in ( 0, 0) . So, according to the �gure, the di�erencebetween the initial point in interval T1 and the initial point in interval T4 is 3k . It is also important tonote that at all the time intervals are equal and the same amount of change occurs in each one. Thesetime intervals will be denominated intervals of validity (IV ) because each one de�nes a time in which noapperant change occurs and an accurate analysis can be done inside said interval.

Figure 1 2 . Change representation .As stated before, to analyze the di�erent D-TCM models involved in this dissertation an interval isassumed where change is not relevant. The local node needs to have the certainty that the representationrendered from the recollected information will be useful for a period of time. This would suggest that thewhole recollection phase, the topology calculation phase and the moment in which the topology is usedshould �t inside the IV . Therefore the actual state of the network has to be very similar to the state inwhich the information is recollected. If this is not true, the system will fail to give current information,rendering it useless for any type of topology based decision.As described in the Figure 1 2 , change is continuous with respect to time. That is, inside any intervalthere are changes occurring to the network. At the end of each interval these changes are represented byan accumulated value k . This value expresses the total amount of change present in one interval. It isassumed that k is the maximum tolerable change for a D-TCM. That is, if a network presents a changethat is less than the value of k , it is considered that that network did not actually change. For example anode that moves a couple of millimeters will not have an e�ect on the validity of the representation northe performance of the model and therefore no change is considered in these cases. Moreover, for each kvalue there is a related time interval Tn . If the three main events: information recollection, topology cal-36



culation and topology use occur inside the time interval de�ned by k (IV) , then the calculated topologywill correctly predict the network and can be used to make topology based decisions.It is important to clarify that change needs to be linear for the analysis to be valid. If it is non linear,like the one expressed in Figure 1 3, the time intervals need to �uctuate to account for the variability.This non linear situation will not be considered because, for it to be possible, an algorithm that handlestime interval modi�cation based on amount of change has to be implemented. This algorithm not onlyneeds to manage the activity inside the local node but needs to address the fact that network nodes willpossibly have di�erent time intervals at a speci�c time. In other words a situation like the one presentedin Figure 1 3 requires models that are di�erent from the ones presented in this dissertation.

Figure 1 3 . Non linear change representation.But the change model is not a series of discrete time intervals that de�ne the moment in which the threemain topology control events should occur. It is best described by Figure 1 4 where an IV follows thepresent state of the network. As mentioned before the IV must contain the three topology controlevents: recollection, calculation and use. T0 represents the actual state of the network and is continuallymoving forward. �T describes the duration of the IV which depends on k , the maximum toleratedamount of change. If the models manage to include the three main events inside the IV , then the modelwill be successful in its objective of saving energy by replacing long range links with short range ones.

Figure 1 4. Interval of validity.At the moment that time moves forward the recollected information becomes unusable. In Figure 1 5 theinformation that was recollected between (T0 � �T � n) and (T0 � �T) becomes unusable for the currentstate of the network in T0 . In this case the models have to constantly recollect, calculate and use the net-work information to avoid using old information and representations. In conclusion all the recollectedinformation in any TCM implemented for dynamic environments and based on the IV model has to beinside the IV . 37



Figure 1 5 . Time moves forward.The models proposed in this dissertation need to be de�ned using the IV described in this section. Theintervals of repetition of a model do not need to be equal to the IV . For both of the models it is truethat all the recollected data needs to be inside the IV , moreover there needs to be a designated time inwhich the calculated topology is used. Two general assumptions will be described to understand thebehavior of the models in the IV .The �rst assumption deals with the recollected information. All recollected data must be inside the IV .The sets received from the neighboring nodes need to be inside said interval. In other words, any datacontained inside a node, that is used for topology control calculations, must not be older than the IV .The models must behave in such a way that they comply with this assumption.The second assumption deals with the use of the calculated topology. A period of time must be allocatedwhere the network representation has a chance of being used. Moreover, the period of time in which thecalculated topology is used, must be inside the same IV in which the data was recollected. In otherwords the network in which the calculated topology is used cannot di�er signi�cantly from the network inwhich the data was recollected.Model 1 , Model 2 & Original XTC in Change ModelBefore making any comparison the two proposed models and the O-XTC are described inside the Changemodel. The objective is to make clear the individual characteristics of each model and then comparethem using the Change model.Model 1Before mentioning the manner in which M1 is going to be used inside the IV , the information recollectionprocess inside the IV will be thoroughly dissected. As mentioned before, M1 consists of three stages, twoof which are information recollection stages and the third and last one is where the XTC is executed.The �rst stage is where the set representing the neighborhood is created. Stage two is where the sets areshared between nodes. For this speci�c analysis, the time in which the XTC is executed will not be con-sidered. Also for this analysis the �rst stage will be denominated S1 and the second stage S2 . As thethird stage is not considered in the analysis, it will not be mentioned.M1 recollects information in S1 to create the local set, afterwards it proceeds to recollect all the neighborsets in S2 . The neighbor sets together with the local set make up all the information needed to executethe XTC algorithm. As seen in Figure 1 6 the information recollection phase goes from t0 to t2 . It isexactly at t2 that the XTC algorithm is calculated. Note that the information recollected in S1 of interval1 (I1 ) does not change until t3 , when the local node refreshes the local set with the information recollectedfrom S1 of interval 2 (I2 ) . In other words the local set created at the t1 will be valid until t3 when it isreplaced by a new set, Figure 1 6 indicates it with a darker tone.38



In Figure 1 6 the interval for M1 is visualized, the XTC algorithm is executed at t2 and the two stagesneeded for the execution come before said time. Regarding the local set created with information fromthe neighborhood, there is no data that is recollected before t0 . This is because the petition for beaconmessages in S1 comes after t0 and before t1 . In other words, in a worst case scenario the oldest piece ofdata regarding the local set will be recollected right after t0 .
Figure 1 6 . Model 1 general behavior.So far S1 of M1 has been described. Equally important is S2 of M1 . The second stage is where theneighboring sets are recollected. In this case the behavior of the neighboring nodes is analyzed togetherwith the local node. Attention is placed on the neighboring nodes because the data that is gathered in S2originates in them.Figure 1 7 shows a situation where local node A receives data in its S2 from node B, when it is at the endof its S1 . Let the reader be reminded that what B is sending A was created in t1 at the end of B' s �rststage and might have information that dates back to t0 . So in the situation expressed in Figure 1 7 theinformation contained in A dates back to t0 . This of course is the worst case scenario because if the peti-tion were to be made a moment after t5 the oldest contained data would be from t2 .

Figure 1 7 . Possibility for Model 1 information interchange.The oldest possible data element received in S2 of node A would be that of a neighbor node that commu-nicates a set with the characteristics depicted in Figure 1 7. In conclusion, at worst, the data containedand used for the XTC calculation at t6 of node A would be as old as two times the interval of M1 asdepicted in Figure 1 7.So it would seem that the IV has to be at least as long as two times the length of the interval of M1 .This much is gathered from the information recollection analysis. But there is still one more aspect of theChange model that has not been mentioned and that increases that length. The fact that the calculatedtopology in t6 , Figure 1 7, needs to be used requires a longer IV . The question then becomes how muchtime after t6 is needed to use the calculated topology.The topology calculated at t6 must be used in a network that has no considerable variability. Moreover,the next representation is calculated in the second stage of M1 that comes after t6 . So the representationcalculated at t6 must be valid until that time because no new representation is calculated before it. Inother words the IV needs to be extended at least for another M1 interval.39



A more accurate representation of how M1 behaves inside the IV is expressed in Figure 1 8. Assume thatnode A calculated XTC at T2A , so at current time, node A, is using the calculated topology from T2A . Atthe same time the node is going through the process of information recollection to calculate the nexttopology in the next M1 iteration. Note that the information used to calculate the topology has informa-tion that dates back to T0A . However this time does not surpass T0 that is the edge of the IV and is stillvalid inside the network. Also consider that as TA grows, T0A gets closer to T0 , but when T0A = T0 a newtopology is calculated and the oldest data used will be from T1A instead of T0A .

Figure 1 8 . IV in a time continuum.In conclusion to use M1 inside an IV , 3 M1 intervals are necessary. In this way the validity of the data isnot compromised and a time to use the calculated topology is assured.Model 2M2 will be described in the same way as M1 . As in the M1 analysis the time for the execution of theXTC algorithm will not be considered. This would mean that M2 would be stripped down to only oneinterval of repetition. The objective is to describe the behavior of M2 intervals inside an IV .As in M1 , M2 creates its set with the messages that it receives from its neighbors in its information recol-lection interval. All the messages that are received contain neighbor sets, but they also contain informa-tion to calculate link quality and create the local set. In this way the local node ends up with a local rep-resentation of the network at the end of the interval. At the same time, and using the same messages, thelocal node recollects the sets of its neighbors. So at the end of a M2 interval it will have received enoughinformation to execute the XTC algorithm. But how relevant is the received information? how old is therecollected data? These questions are answered to describe the behavior of M2 inside an IV .
Figure 1 9 . Worst case scenario Model 2 .The worst case scenario can be seen in Figure 1 9. Node A is just starting its M2 interval at t1 , andbefore t2 it receives the �rst neighbor set. The message is received from B that is about to end itsinterval at t2 . Given that B has already reached t2 , it transmits the set that it calculated using informa-tion from the previous stage that started at t0 In other words the message that is being transmitted inFigure 1 9 has information that is as old as one M2 interval. Therefore, the calculated topology in t3 willhave information that dates back to t0 . This means that two M2 intervals should �t inside the IV toassure the validity of the data used by the local node.40



Remember that the local node not only recollects data but also needs time to use the calculated topology.Figure 1 9 shows that for information recollection purposes the IV has to be at least as long as two timesthe length of a M2 interval. For the use of the calculated topology the same analysis used in M1 isapplied in M2. As a consequence the time necessary to use the calculated topology inside a M2 interval isone M2 interval. In conclusion the total number of M2 intervals that must �t inside an IV to calculateand use a topology is three.Figure 1 8 also depicts the behavior of M2 in a time continuum. The topology that is being used in the�gure was calculated in T2A . According to the analysis done to the M2 structure, the data that is con-tained in a calculated topology is, in the worst case scenario, as old as two M2 intervals. In other wordsthe oldest possible piece of data would date back to T0A . Note that T0A is still contained inside the IVand will not contain invalid data. As in M1 , when T2A reaches T2 the XTC algorithm is calculated and anew topology is generated. At that time the oldest data for the new topology would be located at T1A .In conclusion to use M2 inside an IV , 3 M2 intervals are necessary. In this way the validity of the data isnot compromised and a time to use the calculated topology is assured.Original XTCAs in M1 and M2 the time of execution of XTC is not considered. In other words, the number of phasesthat the O-XTC will have in the analysis is two. Furthermore, to analyze O-XTC in the Change model,phase synchronicity must be assumed. That is, that all network nodes are in the same phase at anymoment. This is done to assure that the messages are received correctly. If full phase synchronicity isassumed O-XTC is a very optimum approach.By de�nition the algorithm ensures that inside the interval of repetition all the data will be valid. Inother words, O-XTC will render an accurate topology using just one interval, it does not have to wait fortwo intervals like the two other models. This is mainly due to the structure of the approach. It ensuresthat in the �rst phase all the network shares all relative information for the creation of the set in everynode. So, after the �rst phase, all the nodes will have an accurate representation of the network,assuming a network based on the Change model. The same applies for the second phase, it too will shareall the relative information within the phase, and at the end of the �rst two stages the algorithm will haveenough information to execute the XTC algorithm.
Figure 20 . Original XTC in Change model.Figure 20 describes O-XTC in more detail. At t2 XTC is calculated with the information recollected inS1 and S2 . Given that the two stages are synchronized, O-XTC can assure that all the information of thenetwork is received after t0 and before t2 . Additionally to the recollection process, the node has to usethe calculated topology. As in the other models an extra interval is used to allow the node to use the cal-culated topology. In conclusion, two O-XTC intervals are needed to accurately calculate and use the ren-dered topology.To analyze and compare the O-XTC model to the others, it needs to be described in terms of number oftotal bits transmitted (TblO� XTC ) . Equation 8 describes this value.SRM + BM = TmO� XTC(AS � N + OH) + (AS + OH) = TblO� XTC ( 8)41



Model behaviorAt this point it is clear that the three models have di�erent behaviors inside the IV . On the one handM1 and M2 need to be executed three times inside the IV , while O-XTC has to be executed only twotimes. In this way the models assure that the generated topology can be used without any problemsregarding data accuracy. Additionally the transmission behavior of the three models has been character-ized by three equations. Equation 5 describes M1 ' s behavior. From this equation it is concluded that theamount of bits transmitted grows quadratically with the number of nodes. Moreover, equation 7describes M2 as a linear relation with the number of neighbors. And �nally, Equation 8 describes O-XTCas a linear relation with respect to number of neighbors.The information for each model has to be adapted to the IV . In other words if M1 is repeated threetimes, then the amount of bits used is not expressed by equation 5 but by equation 9. TIV 1 represents thetotal bits transmitted when using M1 in an IV:TIV 1 = Tb l 1 � 3 ( 9)In the same way, the number of bits transmitted by M2 in an IV is not described in equation 7. Giventhat it has to be repeated three times, the expression that describes the total transmitted bits is given byequation 1 0. TIV2 represents the total bits transmitted when using M2 in an IV .TIV 2 = Tb l2 � 3 ( 1 0)Finally equation 1 1 describes the amount of bits needed to render an accurate topology using the O-XTCmodel. Remember that this model must be repeated twice for the generated topology to be valid.TI VO� XTC = TblO� XTC � 2 ( 1 1 )Considering equations 9, 1 0 and 1 1 an analysis can be developed based on accuracy of representation,energy use and time of execution. The analysis of model accuracy is made using the change model anddoes not consider the time of use. In other words, it is only given from an information recollection per-spective. The use of the calculated topology does not matter in this analysis because accuracy can bemeasured up to the end of the recollection period. In other words, the phases that come after the recol-lection phase do not in�uence the accuracy calculation. Therefore, conclusions regarding representationaccuracy can be taken from an analysis that only considers the information recollection phase of themodels.Following the accuracy analysis, energy consumption and time of execution can be identi�ed. Ultimatelya Model that uses the least amount of energy and can render a topology in the least amount of time isrequired. It is important to note that, for these two metrics, the models will be compared assuming thatthey execute in the same IV and therefore their accuracy is equal. So the models can accurately be com-pared using the time and energy metrics without worrying about the accuracy of the representation.Accuracy in ModelsTo compare the models using the accuracy metric, common ground has to be laid down. In general for allphases that require a send and receive process ( SRP) there is a common value that bounds the minimumtime of execution. In all SRP phases the execution time is required to be at least as large as the roundtrip time (RTT) of a message. This needs to be true to allow the successful interchange of information.Each phase in M1 and O-XTC models are considered to be one SRP phase. In the same way, M2' s phaseis also considered as a SRP phase. In other words, S1 and S2 of M1 can be compared with the M2interval. In the same way they can be compared with S1 and S2 of O-XTC, as described in Figure 21 .42



Figure 21 . Model comparison .Figure 21 describes the way that the models are related. According to the analysis, M1 has to be exe-cuted two times in order to recollect all the information. The same applies for M2, the only di�erencebetween the two models is that M2' s phase of recollection only has one SRP phase, where as M1 ' s recol-lection phase has two SRP phases. In other words, M1 would take double the time to render a topologycompared to M2 or O-XTC.Considering the restriction described in Figure 21 and the behavior described by Equation 5, M1 wouldnot be comparable to the other models. In terms of accuracy it might behave similarly to M1 or O-XTCbut the large number of messages that the local node must transmit (Equation 5) for every neighbor; andthe fact that M1 must be repeated twice to recollect the information, leads us to believe that M1 is notcomparable to the other models in terms of resource optimization. In other words, M1 can render anoptimum topology but the energy necessary to do so is out of proportion with the other models and there-fore it will not be included in the accuracy analysis.For the sake of analysis assume that the IV is two times the interval of repetition of M2 . This meansthat two intervals of repetition of M2 �t inside an IV and one interval of repetition of O-XTC �t insidethe IV . Remember that, based on the Change model, the amount of change inside the IV is neglected.Now assume that this amount of change can be expressed by a percentage P . P% then becomes the per-centage of allowable change for both models. Therefore the amount of change for every interval is P%2 .In other words the amount of change from t2 to t3 ( Figure 21 ) is P%2 .In Figure 21 , for M1 and O-XTC the calculated topology will be the same. This is because the O-XTCneeds only one interval to recollect all the information and M2 needs two intervals to do the same. Attime t4 the two models will have calculated the same structure. Remember that the period in which thecalculated topology is used is not being considered.
Figure 22 . Comparison between M2 and O-XTC .But if we wait for half of an IV the node will change to the state that is expressed in Figure 22 . M2 hasjust calculated XTC with the information from the previous information recollection process. Moreover,M2 , at current time, has a valid representation of the neighborhood. O-XTC on the other hand, is aboutto start stage 2 and does not have a valid representation of the neighborhood. If a petition were to bemade in t3 for the calculated topology, O-XTC would return the topology calculated at t2 that, in theworst case scenario, has information from t0 , while M2 would return a structure calculated at t3 that, at43



worst, has information from t1 . Remember that the IV goes from t3 to t1 . S ince O-XTC has informa-tion that dates back to t0 it will have an inaccuracy of P%2 . Moreover M2 will not have any inaccuracybecause its information dates back to t1 , time that is inside the IV . The worst case scenario is expressedin Figure 23 where the calculated topology is requested just before the two models calculate the XTCalgorithm. In M2' s case it will have an inaccuracy of P%2 ( from t1 to t2 ) while O-XTC has an inaccuracyof P% .
Figure 23 . Accuracy in models .Based on the analysis contained in this section and on the change model, M2 presents less inaccuracythan O-XTC. Energy and time of execution being static in both models, M2 is more accurate in all casesthan O-XTC. Therefore M2 will be a more accurate approach to a successful D-TCM that truly takesadvantage of the energy saving characteristics of the XTC algorithm.Considering the worst case scenario described in Figure 23 and if the IV is incremented in such a waythat it includes three M1 intervals ( from t1 to t4 Figure 23) instead of two, the inaccuracy in M2 would beeliminated while O-XTC would still have an inaccuracy of P%2 . In any case M2 is a model that is muchmore accurate than the O-XTC.Energy in ModelsFor the energy and the time analysis, it is assumed that all the models produce the same topology repre-sentation. In other words, all the compared models will have the same IV in which all the recollectionprocess is implemented. The objective is to measure the energy used by each model to render a validtopology. M1 will again be disregarded in the analysis because it does not make an optimum use of theenergy resource. Instead M2 and O-XTC will be directly compared to see which one saves the mostenergy.In the comparison, M2 is executed for every phase of O-XTC, as described in Figure 21 . Phase 1 of O-XTC starts at t2 and ends at t3 , in the same way the �rst M2 interval is inside this time line. Phase 2 ofO-XTC starts at t3 and ends at t4 , as well as the second interval of M2. Equal accuracy between O'XTCand M2 needs to be assumed. However, in the accuracy analysis it has been shown that O-XTC is not asaccurate as M2 . To equal the accuracies, O-XTC will send a set in each of its phases. In this way twoO-XTC algorithms are running in parallel in each local node. While one O-XTC algorithm is executingS1 the other executes S2 in parallel. With this strategy a set will be transmitted for every phase of O-XTC. As a result, to render an accurate topology, M2 executes twice, one execution after the other.And O-XTC executes twice in parallel.In mobile networks there are many node states that use di�erent amounts of energy. As stated before,nodes have 4 basic energy states; transmitting, receiving, idle and sleep. Of the four states, transmissionis the one that uses the most energy. It' s due to this and the fact that the recollection phases of the twomodels are based on transmitted messages, that the energy metric is based only on transmitted bits. Toanalyze the energy consumption in each model the equations that express the number of transmitted bitshave to be related to the amount of energy needed to transmit one bit. Let Eb be the energy needed forone bit to be transmitted, EO � XTC the energy used in O-XTC and E2 the energy used in M2. To �ndthe energy consumption in each model it is enough to multiply Eb with equations 7 and 8.44



In Equation 1 2 , TblO� XTC is multiplied by 2 to account for the parallel execution of two O-XTC models.In the same way, in Equation 1 3, the Tb l2 is multiplied by 2 to account for the serial repetition of the M2model. In Equation 1 4 energy consumption in M2 and O-XTC is compared. It can clearly be seen thatM2 model uses less energy to render a valid topology than the O-XTC.TblO� XTC � 2 � Eb = EO � XTC[ (AS � N + OH) + (AS + OH) ] � 2 � Eb = EO � XTC ( 1 2 )Tb l2 � 2 � Eb = E2(AS � N + OH) � 2 � Eb = E2 ( 1 3)EO � XTC � E2[ (AS � N + OH) + (AS + OH) ] � 2 � Eb� (AS � N + OH) � 2 � Eb(AS � N + OH) + (AS + OH) � (AS � N + OH) ( 1 4)It is observed in the third step of Equation 1 4 that the Eb value is canceled. This can be attributed tothe fact that there is a direct relation between energy and number of transmitted bits. In other wordsthe transmitted energy can be expressed directly as number of transmitted bits. Therefore in Equation1 4, even though Eb is not present, it compares the energy transmission qualities of both models.Remember that equal transmission characteristics for all models is assumed. Equation 1 4 positively iden-ti�es M2 as the Model that optimizes energy use as the number of neighbors grow.Also take into account that a totally synchronized model is assumed for O-XTC. In real situations a syn-chronization mechanism that uses control messages needs to be implemented to develop a working O-XTCmodel. This means that additional energy needs to be allocated in the O-XTC model to cope with syn-chronization tasks, increasing considerably the total used energy.Time in ModelsThe time needed to execute each model is also an important metric. It de�nes the speci�c environmentsin which each model can be used. Let the reader be reminded that the IV is de�ned by a certain amountof change. So when the IV is very short, the amount of change is considerably large. Moreover, whenthe IV is long, change in the environment is low. Therefore, models that take a long time to execute canonly be used for environments with low variability, whereas models that can execute in short amounts oftime can be used in low and high variability environments. In other words a model is more optimum asits time of execution decreases.The way to measure the time that a model needs to completely execute depends on the time needed totransmit one bit. This value, in turn depends on transmission characteristics like signal frequency andphysical bit coding. As with the energy metric, time is measured by counting the amount of transmittedbits and multiplying them by the time it takes the local node to transmit one bit. Remember that trans-mission homogeneity is assumed. In other words, that all nodes have the same transmission characteris-tics and therefore, all of them require the same amount of time to send a bit.The fact that the nodes share a transmission medium needs to be considered. To correctly measure thetime needed for each of the models it is not enough to just measure the transmitting time of the localnode. All activities that make use of the shared medium must be taken into account. From a localnode' s point of view there are three types of messages that are included in the time calculations. Thosethat are transmitted by the local node, those that are sent by neighboring nodes and addressed to thelocal node and those that are sent by neighboring nodes and are not addressed to the local node. Allthese messages are relevant to the time calculation because non of them can occur at the same time.45



The primary objective of any D-TCM model is to create a topology representation. To accomplish itsobjective all of the nodes in the neighborhood must have executed the D-TCM algorithm completely( information recollection and algorithm) . This means that all of the messages related to the D-TCMinformation recollection phases of all the neighborhood nodes need to be transmitted. In other words allof the messages of all the neighborhood nodes need to have a �slot� in which no other transmission isundertaken. The time used in transmissions that are interfered is not considered.To measure the time needed to execute a model all the control messages inside a neighborhood should betaken into account. To accomplish this it is necessary to include the messages sent by the local node andthe messages sent by the neighbors. In this way the total medium use will be measured and consequentlythe total time it takes for a model to execute will be known. Let Tb be the time it takes any node totransmit a bit. Using equations 7 and 8 the total time of execution can be calculated. Each equation ismultiplied by Tb to represent the total time that a local node uses to transmit all of its messages. More-over it is multiplied by the number of nodes in the neighborhood to express the fact that no two messagescan be transmitted at the same time. The relation of each model with the IV is maintained in the timeequations. Also assume that TO � XTC represents the total time needed to execute O-XTC and T2 is thetotal time needed to execute M2. TblO� XTC � 2 � Tb � N = TO � XTC[ (AS � N + OH) + (AS + OH) ] � 2 � Tb � N = TO � XTC ( 1 5)Tb l 2 � 2 � Tb � N = T2(AS � N + OH) � 2 � Tb � N = T2 ( 1 6)TO � XTC � T2[ (AS � N + OH) + (AS + OH) ] � 2 � Tb � N� (AS � N + OH) � 2 � Tb � N[ (AS � N + OH) + (AS + OH) ] � (AS � N + OH) ( 1 7)As in the energy analysis the di�erence in time comes down to the relation between number of bits.Equation 1 7 positively identi�es M2 as the model that optimizes time as the number on neighbors grows.In other words M2 will behave �better� than O-XTC in high mobility situations and will have a similarbehavior as the variability lessens.Further AnalysisUp until now the models have been compared using the energy and time equation. To further understandthe model, the variables in the equations assume a value. In other words the models will be analyzed inthe light of a real protocol. Blue-Tooth is a good choice because of its piconet, scatternet structures. Italso has a very robust stack that increases the possibility of it being used in MANET environments.Therefore the equation variables will take on Blue-Tooth values.Theoretically Blue-Tooth 2 . 0 has a bit rate of 3 Mbs, and with distances of 1 00 Mts it will use at most 0. 1mW, that is 0. 1 � 1 0� 3 Jouls/sec. All this information allows the calculation of the energy per bit value(Eb ) and the time used to transmit one bit (Tb) .0 . 1 � 1 0� 3 Joulssec � 3 � 1 06bitsec = Eb0. 1 � 1 0� 3 Jouls3 � 1 06bit = Eb0. 0333 � 1 0� 9 Joulsbit = Eb3 : 333 � 1 0� 1 1 Joulsbit = Eb ( 1 8)1 � 3Mbs = Tb3 : 333 � 1 0� 7sec = Tb ( 1 9)46



To give value to each model three additional variable have to be de�ned: the bits in the overhead (OH) ,bits in the address (AD) and the number of neighbors to the local node. For this speci�c model OH=1 50bits, AD=50 bits and the number of nodes will vary from 1 to 20. This analysis will give the reader asense of the behavior of the models using Blue-Tooth values.
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Figure 24. Execution times.  1e-08
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Figure 25 . Energy use.Figure 24 and 25 show the relation that the Models have with respect to the number of nodes. Figure 24shows the di�erence between O-XTC and M2 with respect to the execution time. It describes O-XTCand M2 as models that have non-liner relation with the number of neighbors. M2 grows with O-XTC,but for every node, it executes in less time than O-XTC. This suggests that as the number of neighborsgrow, the performance of M2 will be better than O-XTC.Using the information provided in Figure 24, an IV for each model can be speculated. Actually since thebehavior of each model is so similar, the interval of validity for each number of neighbors will be similar.For example if the IV were 0. 01 seconds, O-XTC would render a valid topology with 1 4 neighboringnodes or less, but if the number of nodes increase the model would fail for that particular number ofnodes. With M2 the number of nodes supported for an IV of 0. 01 seconds would be 1 5. Not a verynoticeable di�erence with respect to the O-XTC model.Considering the energy �gure, assume that there is a situation where the network must last at least 2months. The engineers have calculated that the individual nodes must not spend more than 7 � 1 0� 8Jouls/sec to comply with the 2 month restriction. The individual behavior of the two models are seen inFigure 25. M2 can handle 1 9 neighbor nodes. O-XTC shows similar behavior, with the 7 � 1 0� 8 restric-tion it is capable of handling 1 4 neighbor nodes. In general, and since the functions are linear, the di�er-ence between the number of nodes that the models can handle will always be 5. That is, if O-XTC modelcan handle 4 nodes, M2 will be able to handle 9.SimulationThe analysis gave lots of insight on the possible behavior of the models. When compared to O-XTC, M2showed similar behavior. Though M2 is more optimum, the di�erence showed in Figures 24 and 25 is notvery signi�cant. It is important to remember that this model describes the theoretical behavior of themodels in assumed situations. It is di�cult to accurately predict the real behavior of the models with theanalysis alone. As a result, simulations were implemented to further describe and study the behavior ofeach model in dynamic environments.Since the simulations are not based on the Change model, they do not use the time of calculation vari-able. However, the simulations measure the two other variables: accuracy and used energy. Energy ismeasured in the same way as in the analytical model. The bits that are transmitted are multiplied by theamount of energy it takes to transmit one bit. Accuracy is measured as described in Example 1 of theVariables section. It is the di�erence between the represented topology and the current �snap-shot� of thenetwork. This comparison would not be possible in real networks because the �snap-shot� with which thelocal representation is compared, is, to the best of our knowledge, impossible to calculate. In the simula-tion, on the other hand, the �snap-shot� presents no problems because the current values can be accessedas needed. 47



The use of a simulator as a tool to support the conclusions of this dissertation needs additional analysisregarding linearity. In the section called �Change model� variability is described and situations are shownin which the proposed models are valid. The section also states that non-linear environments are outsidethe scope of the dissertation because the proposed models do not have mechanisms able to manage thevariability of the I. V. To be consistent with this fact, all elements of the simulations must be linear. Tothis end, all node movement and tra�c have constant values throughout the simulations. This, however,is not enough to assure linearity in the group behavior. The movement and tra�c from individuals can belinear, but when all the movement is considered as a whole, the variability of the network varies in time.There could be a situation where most of the nodes are static and no variability is sensed. But therecould also be a situation in which most of the nodes move with a certain average velocity, in which casethere would be a sensed variability. Moreover, these two situations can present themselves one after theother, changing the I. V. In other words, the simulations have a non-linear behavior with respect to theI. V. variable.There is an apparent contradiction between the simulation and the analysis sections that can be solved bylooking at the problem from another perspective. It is true that the simulation variability is not linear,but the maximum change per unit of time is ( assuming constant velocity and tra�c) . Furthermore, tohave sound conclusions from the simulations, the models must be able to handle the maximum change inthe simulated network. In other words the di�erence between the represented network and the currentnetwork, calculated by the models, should not exceed a prede�ned threshold. If the di�erence were toexceed this threshold the calculated topology would be useless and would not contribute in maximumchange environments.The de�nition of this threshold is far from trivial. A number representing the tolerable �di�erence� mustbe calculated. If the di�erence variable is less than the threshold, all systems that use the topology have atolerable behavior. But if the di�erence variable is greater than the threshold, systems begin to behave inunpredictable and unacceptable ways. Moreover the threshold would vary from system to system. For arouting protocol the threshold might be greater than that of a multimedia transport protocol. In anycase, the de�nition of such a variable is out of the scope of this dissertation and threshold compliance willbe assumed for all simulations.Also consider that what the simulations are showing is the relation that M2 and O-XTC have withrespect to energy and accuracy variables. Its objective is not to characterize models as usable or non-usable based on an accuracy variable. With this in mind the condition that characterized the simulationsas non-linear can be relaxed without losing any relevance in the conclusions.Simulation Model

Figure 26 . Simulation Model.48



The simulator' s modules are described in Figure 26. The node module is the one that contains most ofthe functionality for the nodes. It has submodules that serve di�erent purposes inside the simulation.The TCM submodule is located inside the node and is the generic interface for all TCM models. It is thissubmodule that contains the calculated representation. To access the representation, the node must makea petition to this submodule. The TCM submodule can be connected to any TCM that implements theinterface de�nition. The communication interface submodule is also located inside the node and it servesas an interface to the network module outside the node. Any outgoing or incoming message must gothrough the communication interface.The node has variables that describe its position, these are located inside the node. The module that isin charge of changing these node variables is called the movement module and is located outside the node.This module describes the movement for all the nodes in the simulation. It also describes the periodicitywith which the node' s positions are changed. A Random Walk Mobility Model and a simple GroupMobility Model were implemented for the simulations. Only the Random Walk model was used.The network module is the one that has the description of all the network. It manages an array of nodesthat represent the network. Moreover, the message delivering system is implemented in this module.The node' s communication interface submodule communicates directly with the network module totransmit any message. When a message is transmitted the network module calculates the range of thetransmission based on the energy of transmission that the node speci�es. The network module thendelivers the message to the nodes that are inside the range of the sent message.The visualization module is implemented for graphic visualization purposes. Its function is to periodicallyprobe the network for the positions of the nodes and their represented network. The visualization modulegives a complete view of the simulated area, the movement of the nodes and the connections that thenodes have amongst themselves.The snapshot module is used to take snapshots of the network and keep them in memory for posterioruse. Its interest is in the node position variables and the node representation of the network. It is withthese snapshots that, at the end of each simulation, the accuracy of a model is calculated.Finally the TCM modules (M1 , M2) are the ones that house each TCM, Each mechanism is implementedto be completely self contained. In other words, all the variables and the related processes are containedinside the individual module.Measured VariablesAs in the previous analysis, the simulations measured certain variables that describe how optimum onemodel is compared to the other. The experiment' s objective is to evaluate the behavior of O-XTC andM2 in MANETs. The experiment will use consumed energy and network representation accuracy to com-pare the behavior of the two algorithms.Energy consumption is the �rst variable and it will be measured by following all the outgoing control mes-sages in a selected node. Only the part of the message that is strictly related to topology control infor-mation will be considered. The calculation is done by multiplying the bits in a message (BPM) with theenergy required to transmit a bit (EPB ) . In this way the total message energy (TME) is recorded eachtime a message is sent ( Equation 20) . When the simulation ends the total energy spent (TES) by thenode in topology control messages can be measured by adding all the TME ' s recorded as expressed inEquation 21 . TME = BPM � EPB ( 20)TES =X TMEn ( 21 )Let NR0u be the neighborhood for node u at time t0 calculated using one of the models, let AN0u be thereal neighborhood for u at time t0 . Let di�u(NR0u ; NA0u) be the di�erence between the two lists in u .The function counts the number of elements that are in one list but not in the other. The used di�( )function is described in Equation 22 .di�( a ; b) = [COUNT( w j w 2 a ^ w � b ) + COUNT(w j w 2 b ^ � a) ] ( 22 )49



To count the total di�erence of the network at a speci�c time, all the di�( ) values from all the nodes inthe network must be counted. Equation 23 describes the total di�erence in the network at time tm(TDm) and n represents all the nodes in the network.TDm = X di�n( ) ( 23)In each simulation the TDm value was calculated every determined unit of time. So at the end of eachsimulation there is a group of TDm values. These values were used to calculate an average value (AD)showed in Equation 24. where m represents all di�( ) calculations done in the simulation and k representsthe number of times the di�( ) function was calculated. AD becomes the second metric used in the simu-lations. AD = P TDmk ( 24)Energy ModelEnergy is important because lots of network aspects depend on it. The metric used to classify nodes, thetransmission range, the used energy in a message and the method used to decide weather a message isreceived or not, are all important aspects that depend on the energy concept. Let O TRPu be theOptimal Transmission Reception Power for node u , in other words OTRPu is the value that is used todecide if a transmission is received or not. Let REu t be the power density with which a transmission t isreceived in u . Basically when REu t > OTRPu , t is received successfully otherwise t will not be received.In the simulation model OTRPn has the same value for all the nodes and will be considered as OTRPfrom this point forward.In the energy model, REu t depends on the transmission distance and energy with which neighbor v trans-mits the message. Let TEv t be the transmission energy that node v used for transmission t and let rv u bethe distance from node v to u at the time of transmission. The power density with which node u receivesnode v ' s transmission is given by Equation 25 [ 1 7] .REu t = TEvt4 � Q � rvu2 ( 25)With respect to message transmission there are two modules that interact: the node module and the net-work module. The node module creates the message and de�nes TEv t to be used for transmission. UsingTEv t and OTRP the network module can calculate the maximum radius of the transmission and there-fore identify the nodes that are in�uenced by the transmission. Let rt be the maximum radio of transmis-sion given by Equation 26. After the rt is calculated the REnt for all the n nodes that were in�uenced iscalculated using Equation 25 on each node. All of the above calculations are made base on [ 1 7] .rt = TEv t4 � Q � OTRPr ( 26)Link Quality ModelIn the simulation, link quality is considered to be the energy of transmission. That is, the link quality fora neighbor is represented by the energy needed to send a message to that neighbor. Given that theenergy used to send a message to a neighbor can intuitively be considered the e�ort that the local nodehas to endure to successfully transmit that message, the energy of transmission is a usable metric for link50



quality. The neighbor that is closest will be the one that needs less energy of transmission and the onethat is farthest needs more energy to be reached. So the smaller values are considered to be the bestquality links opposed to the larger values that represent links that are far away. The link quality calcula-tion is described in Equation 27. Where LQu v is the link quality that u has of v (LQu v = TEu t) .Remember that transmission energy depends solely on node position, no obstacle interference or noiseinterference values are considered. In general each time a local node u receives a messages from v it cal-culates LQu v . LQu v = OTRP � TEv tREu t ( 27)Mobility ModelTo simulate MANETs it is necessary for the nodes to be able to move through the simulated environment.The node movement is made possible by a module in the simulator that modi�es the position of thenodes periodically. While there are lots of mobility models [ 1 9] the simulator only uses Random WalkMobility Model. The behavior of the nodes when these come in contact with the simulated area limits, isto bounce o� with the same angle as they arrived.Transmission ModelNot all wireless transmission environments are the same. Individual characteristics like maximum range,power use and bit rate depend mostly on signal frequency. To specify the transmission characteristics,the model requires the maximum range of transmission ( rt) , Power needed to transmit a distance of rt forone second (ES) and bit rate (BS) . As stated before the transmission model is based on Blue-Tooth 2 . 0values. Equations 28 and 29 show how the simulator calculates OTRP and the maximum energy neces-sary to transmit one bit MAXB . MAXB = ESBS ( 28)OTRP = MAXB4 � Q � rt2 ( 29)Additional Simulator AspectsConsidering that the main objective of this simulator was to provide a proof of concept, the decision wasmade to develop it as simple as possible. There are two characteristics that the simulator does not con-sider inside its simulations. These characteristics might render behavior that moves away from reality,however it can give insight on problems with the models that can be solved before developing a real proto-type.The simulator does not implement an interference model. This basically means that nodes that are inclose proximity can receive messages simultaneously from di�erent sources. Additionally Time in the sim-ulator was not modeled as a discrete variable. However the simulator was implemented in Java andtherefore it does have the default behavior of its threads with respect to simultaneous events.Simulation ProcessEach simulation is a group of nodes that have the same velocity range and mobility model (Random WalkMobility Model) but in general move in di�erent directions, di�erent speeds and di�erent initializationpoints. The simulated area is of 200 mts2 , each simulation runs for 5 minutes. The transmission charac-teristics of the simulations are very similar to Blue-Tooth theoretical values. A range of 50 Mts with 1 00mW of power spent per second and a bit rate of 0. 8 Mbs. Additionally all the nodes have a velocitywithin a range of 5m/s to 1 0m/s . Finally, the time for each O-XTC phase is 300 ms and the time for theM2 interval is 300 ms. 51



A total of 1 0 experiments were run for M2 and for O-XTC. M1 was not considered because of its lack ofoptimum performance. The number of nodes are modi�ed from 1 0 to 20 and energy and accuracy aremeasured. Another important aspect to mention about the simulations is that O-XTC was not imple-mented in parallel like in the change model. That is, O-XTC is executed only once per interval in thesimulations. This might have a signi�cant e�ect on the accuracy of O-XTC and will de�nitively have ane�ect on the amount of used energy. Finally the O-XTC' s synchronization is implemented using a waitperiod that involved all the network nodes. In other words, all the network nodes �nish each phase forthe algorithm to continue executing, in this way making sure the phases are synchronized.
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Figure 27. Accuracy in models .  3.5
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Figure 28 . Energy use in models .Figures 27 and 28 show that O-XTC can render a relatively better network representation than its coun-terpart. Let the reader be reminded that Figure 27 shows a situation in which the velocity of the nodeshave a range from 5m/s � 1 0m/ s . A relatively slow simulation to portray the true di�erences betweenthe two models. Figure 29 shows the behavior of the two models in a situation where velocity rangesfrom 20m/s � 25m/ s in a high density situation ( 1 4-20 nodes) . It is here where the true di�erencebetween the two models is visualized. With a network that presents low variability the models have lotsof time to calculate a representation, so there wont be a great di�erence between them in terms of accu-racy. But as variability increases the time in which the representation is calculated becomes importantand the model that takes less time executing will be the one that renders the best topology. In Figure 29M2 calculates a topology that is superior to that of O-XTC.
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Figure 29 . Accuracy in high variability.Figure 28 describes M2 as an energy hungry model and O-XTC as one that optimizes the use of energy.Be aware, however, that Figure 28 can be misleading in the sense that it describes an O-XTC model thatonly executes once and is synchronized using methods that cannot be implemented in real situations.Moreover and based on the change model analysis, O-XTC would have to be executed twice to render atopology as accurate as M2. This means that, for the O-XTC model to behave in the same way as theM2 with respect to accuracy, the O-XTC must spend at least twice the energy described in Figure 28.Additionally, O-XTC would have to implement a mechanism by which all network nodes are synchro-nized, increasing even more the amount of energy used. After adding the two additional elements to O-XTC, it would be very similar to M2 like described in Figure 25.52



ConclusionsConclusions for this dissertation depend solely on the assumptions for each model. It is assumed for M2that all nodes have the same interval time. The same is assumed for the O-XTC, but additionally allnodes in the network must be synchronized in the same phase. With this in mind we present our conclu-sions.In situation with low variability, like that one described in Figure 27, the two models have a similarbehavior regarding accuracy of representation. Figure 27 shows a network that is moving at a very slowrate ( 5m/ s � 1 0m/ s ) and accuracy is very similar between. Since the network changes so slowly the twomodels have time to make the same calculations. Only when the network changes rapidly does the M2model optimize accuracy.Figure 28 shows how the two models behaved with respect to energy consumption. M2 is portrayed as anon e�cient algorithm with respect to O-XTC. The reason for the di�erence between the energy use inthe two models is the repetition of each one in the simulation. M2 has an interval of 300ms that isrepeated twice for every O-XTC interval. O-XTC, on the other hand, has two phases that last 300mseach. And considering that in the �rst phase O-XTC only transmits a BM , when M2 transmits a setmessage, the O-XTC model will transmit less bits than M2 and therefore use less energy. But if it isassumed that the O-XTC executes twice in parallel, the two models will behave similarly in energy uti-lization, like described in Figure 25. Also consider that the results shown in Figure 28 describe thebehavior of an O-XTC model that lacks the synchronization mechanism. In other words, its energy usewill increase with the implementation of this mechanism.The reason to execute O-XTC twice in parallel was to give it the same accuracy that was reached withM2. Keep in mind that, in the worst case scenario the accuracy di�erence would be P% , or an O-XTCinterval (Figure 23) . But if the network had a variability with an IV that was, at least, two times thelength of the interval of O-XTC, O-XTC would not have to execute twice in parallel to keep up with themovement. This is true because, even though O-XTC is not executing twice in parallel, it is executingtwice inside the IV .Looking at Figure 28 an area between the function that describes the energy use of O-XTC and the func-tion that describes the energy use of M2 can be visualized. Assume a function f is located over the O-XTC function. f describes the behavior of O-XTC including the synchronization mechanism. If f isbelow the M2 function, then O-XTC will be the best mechanism for low variability MANETs.But as variability increases the IV gets shorter. If the IV is not at least two times the length of the O-XTC interval, then the model begins to render a inaccurate topology. It is in these situations where M2becomes relevant. M2 becomes a valid alternative in high variability environments where it spends moreenergy than O-XTC but renders a more accurate topology. So, for D-TCMs to accurately generate aworkable topology in high variability environments, M2 would be the only choice between M1 , M2 and O-XTC. O-XTC could still be used in high variability environments but it would calculate an inaccuratetopology compromising the energy saving capabilities of XTC.The two models assume that all nodes in the network must have the same interval at all times. Thisimplies that, for O-XTC model, all nodes have the same time interval for each phase. In the same way, inM2, all the nodes in the network must have the same time interval. So what happens when network vari-ability changes? Don' t the intervals have to change with the network? Future work consists in imple-menting a dynamic interval mechanism that measures the variability of the networks and changes theinterval time. With this, a mechanism to measure network variability must be implemented. Moreover amechanism that handles a network in which all nodes can have di�erent time intervals is necessary. Anadditional system for the synchronization of O-XTC must also be considered. The comparison betweenthe upgraded systems will positively identify which of the two models is best suited to serve as a D-TCMfor MANETs.
53



Bibliography[ 1 ] Jamal N . Al-Karaki and Ahmed E. Kamal. Routing techniques in wireless sensor networks: A survey. Technicalreport, Dept. of Electrical and Computer Engineering. Iowa State University. , Ames, Iowa 5001 1 .[ 2 ] Somprakash Bandyopadhyay Amitava Mukherjee and Debashis Saha. Loca tion Management and Routing in Mob ileW ire less Networks . Artech House, 2003 .[ 3 ] Kenneth Barr and Drste Asanovic. Energy aware lossless data compression . Proceedings of Mob iSys 2003: The FirstInte rna tiona l Conference on Mob ile Systems, A pplica tions, and Services , May 5-8 2003 .[ 4 ] IEEE-SA Standards Board. Part 1 1 : Wireless lan medium access control ( mac) and physical layer ( phy) speci�ca-tions. Technical report, IEEE, 2003 .[ 5 ] Prathima Agrawal Christ ine E. Jones, Krishna M . S ivalingam and Jyh Cheng Chen. A survey of energy e�cient net-work protocols for wireless networks. 2001 .[ 6 ] Hannes Hartenstein C ristian Bettstetter and Xavier Perez-Costa. Stochastic propert ies of the random waypointmobility model. Technical report, Kluwer Academic Publishers. , 2 004.[ 7 ] Tomas Johansson and Lenka Carr-Motyckova. Reducing interference in ad hoc networks through topology control.DIALM POMC , September 2005 .[ 8 ] Jennifer J . -N . L iu and Imrich Chlamtac. MOBILE AD HOC NETWORKING WITH A VIEW OF 4G WIRELESS:IMPERATIVES AND CHALLENGES . 2004.[ 9 ] Cintia B . Margi and Katia Obraczka. Instrumenting network simulators for evaluating energy consumption in power-aware ad-hoc network protocols. In MASCOTS , 2004.[ 1 0 ] Roger Wattenhofer Martin Burkhart, Pascal von rickenbach and Aaron Zollinger. Does topology control reduceinterference? In Mob iHoc , May 2004.[ 1 1 ] Emilio Leonardi Michele Garetto. Analysis of random mobility models with pde' s . Mob iHoc , May 2006 .[ 1 2 ] Ramjee Prasad and Marina Ruggieri. TECHNOLOGY TRENDS IN WIRELESS COMMUNICATIONS . ArtechHouse, 2003 .[ 1 3 ] Rajmohan Rajaraman. Topology control and routing in ad hoc networks: A survey. Technical report, College ofComputer Science, Northeastern University, Boston MA 021 1 5 , USA.[ 1 4] Loureiro Geraldo R. Mateus Olga Goussevskaia Max do V. Machado Raquel A . F . , M ini Antonio A . F . andJose Marcos Nogueira. Data dissemination based on the energy map. IEEE Communication Magazine , J uly 2005 .[ 1 5 ] Gartner Press Room. Quick stat ist ics . http: / /www. dataquest . com/pressgartner/quickstats/phone. html, 2 003 .[ 1 6 ] Kenneth J . Supowit . The relat ive neighborhood graph, with an applicat ion to minimun spannint trees . Technicalreport, University of Illinois at Urbana Champaign, , Urbana, Illinois , 1 983 .[ 1 7 ] Wayne Tomasi . Sistemas de Comunicac ione s Elec tronicas . P rentice Hall Hispanoamericana, S . A . , 2 edition , 1 996 .[ 1 8 ] Je� Boleng Tracy Camp and Vanessa Davies . A survey of mobility models for ad hoc networks research. Wire le ssCommunica tion and Mob ile Computing (WCMC) , 2 ( 5) : 483�502 , 9 2002 .[ 1 9 ] Roger Wattenhofer and Aaron Zollinger. Xtc: A practical topology control algorithm for ad-hoc networks. Tech-nical report , Department of Computer Science, ETH Zurich, 8092 Zurich , Switzerland.[ 2 0 ] Xiang Yang Li Wen Zhan Song, Yu Wang and Ophir Frieder. Localized algorithms for energy e�ceint topologywireless ad hoc networks. Mob iHoc , 2 004.[ 2 1 ] Wikipedia. Media access control sublayer.http: / / en . wikipedia. org/wiki/Data l inklayer#MediaA ccessC ontrolSublayer.[ 2 2 ] Ning Xu. A survey of sensor network applications. Technical report, Computer Science Department , University ofSouthern California.

54


