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Non-contact respiration monitoring using optical sensors

The main goal of this paper is to develop clas-
sification of non-contact respiration monitoring ap-
proaches and proposal of structure for system with
facial artifacts rejection. All available techniques
were divided into two main groups: based on re-
construction of respiration from 3-D image of object
and based on 2-D image processing of techniques.
Structure of system for respiration monitoring using
optical sensors with facial artifacts removing was
developed. New approach allows improving of res-
piration monitoring for objects in supine position
and in a sitting position. References 26, figures 16.

Keywords: non-contact measurements, non-
contact respiration monitoring, respiration monitor-
ing, breathing monitoring, mimic artefacts, optical
flow.

Introduction

Monitoring of vital parameters such as heart
rate and breathing parameters is an important task
for medical scientists and engineers. Today’s
medicine has good results in vital parameter esti-
mation with invasive methods. Such methods typi-
caly involve contact to patient’s body, and require
preliminary patient preparation which might not be
convenient for patients and medical personnel in
various clinical situations.

Respiration monitoring is an essential aspect in
removal of moving artifacts for computer tomogra-
phy [1], magnetic resonance imaging [2], image-
guided radiation therapy [3], in neonatal applica-
tions [4], in monitoring applications for elderly peo-
ple [5] and for automotive and aviation applications.
Significant efforts are focused on the design of
non-contact real-time breathing monitoring sys-
tems. Absence of direct contact between patient
and monitoring device does not deliver discomfort
and extends the areas of possible applications.
There are plenty of approaches to noncontact res-
piration monitoring, such as ultrasonic, radar-
based, capacitive ECG-based etc., but the most
promising are the techniques based on the analysis
of natural images of patients under monitoring,
which are easily achievable. This is due to the wide
availability of cameras, low cost and good operabil-
ity.

The main goal of this work is to give thorough
review of optical systems for respiration monitoring,

and to propose the new method for improving exis-
tent solutions. The new design of non-contact res-
piration monitoring system is developed, in which
the unit for artifact removal is included. The paper
is organized as follows. In first section, techniques
of respiration monitoring with 3-D scanning sensors
are described. Second section presents monitoring
approaches using 2-D image processing tech-
niques. In the third section, the new structure of
respiration monitoring system is proposed and jus-
tified.

1. General approaches to respiration monitor-
ing in optical domain

If detection in optical domain is used for re-
trieval of respiration parameters, the movements of
human body are usually thought to be directly con-
nected to respiration. To detect respiration, the sys-
tem should be designed to reconstruct body sur-
face movement from the video sequence, and to
estimate the magnitude of surface excursions in
real time. Techniques of respiration monitoring dif-
fer by the general approach, which is used to ex-
tract movements.

In this paper, we propose to divide all optical
methods into two groups depending on the dimen-
sionality of captured data used for respiration ex-
traction (Fig. 1).

In the first approach, reconstruction of respira-
tion from 3-D image of object is used. It requires a
specialized hardware, such as stereoscopic cam-
eras and/or additional lightening equipment. This
approach can be subdivided into two classes, first
one using stereoscopic imaging, the second one
based on projection methods.

Second approach is based on 2-D image proc-
essing techniques with using a single optical sen-
sor, and can be subdivided into optical flow meth-
ods and frame subtraction methods.

2-D image processing

| 3-D reconstruction based
based

Stereoscopic methods Optical flow methods

-{ Projection methods -{ Frame subtraction

Fig. 1. Proposed classification of respiratory moni-
toring by techniques
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2. 3-D reconstruction based methods

Many kinds of systems for 3-D objects scan-
ning are available in the market [6]. The taxonomy
of optical 3-D scanners is given in Fig 2. In bio-
medical applications it is reasonable to use non-
contact systems based on reflective principles. This
approach provides patient’'s comfort and has no in-

Passive
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fluence on his conditions. Two techniques of 3-D
reconstruction are employed for respiration moni-
toring in most cases. Passive stereoscopic method
based only on acquisition of reflected light from ex-
ternal sources, and active method called an active
triangulation based on projection of specific mark-
ers on object before acquisition.
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Fig. 2. An optical 3-D scanner taxonomy [6]

2.1. Stereoscopic methods of
monitoring

respiratory

Stereoscopic system contains two or more
cameras that capture video of the same scene from
different locations. It is possible to estimate
distance to the object using the system
demonstrated in Fig. 3. Depth of 3-D image is
directly proportional to focal length of camera lense

Left Camera

f and distance between cameras optical axes b,
and inversely proportional to disparity of the same
object point in pixels d:depth=fx(b/d).

The points of object for different images of the
same scene should be robustly identified for
correct 3-D reconstruction.

Right Camera

Image 2

¥’ Rezl World Point 1

Real World Point 2

Fig. 3. Stereoscopic system
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2.2. Projection-based systems for respiration
monitoring

The main difference of active systems is the
usage of light emmiter to create auxillary projection
markers on object surface (Fig. 4). 3-D position of
spot on the object’'s surface can be computed as
intersection between /; and /, by triangulation [6].

Laser spot

Emitter

Fig. 4. Active triangle system [6]

2.3. Respiratory monitoring using 3-D tech-
niques

Li et al. [3] used stereoscopic camera
manufactured by Xigen for respiration tracking
tasks in radiotherapy applications. Authors calcu-
lated 2-D depth image from 3-D reconstructed sur-
face. After conversion of 3-D surface images to 2-D
depth images, they used principal component
analysis (PCA) to perform an unsupervised learn-
ing to extract different surface motion patterns from
the 2-D depth image sequence. For the surface
movements’ patterns classification the support vec-
tor machine (SVM) technique is used (Fig. 5). Ex-
periments have been conducted on phantom and 4
volunteers.

| |
= 'I! .'IZ H

Fig. 5. The surface of the phantom (left) and the av-

erage first eigenvector motion with time (right) [3]

The majority of researchers [5], [7]-[9] uses ac-
tive 3-D systems based on single CCD camera and
fiber grating device (FGD). The FG device gener-

ate field of dots or stripes for three-dimensional
surface of object reconstruction Fig. 7.

ssosocenso0

seoeveve
000000 0C0OPOOD

Laser beam Bright spots

Optical fibers

Fig. 7. Fiber grating device and dot-pattern [9]

FG devices are available on the market, Aoki et
al. [8] used solution manufactured by Sumitomo
Osaka Cement Co, Itd.

Appearance of common construction of ex-
perimental system shown in Fig. 8. System in-
cluded bed with overhead support, where CCD
camera and FGD are installed. In the most cases,
resolution of CCD cameras was equal to 640x480
pixels.

W
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Fig. 8. Optical scheme of active triangle respiration
monitoring system [8]
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The relationship between vertical motion, rep-
resented by a symbolAZ, in the thoracicoabdomi-
nal part and shift length of the pattern light, de-
noted by a symbold, in the image is given by fol-
lowing equation:

s=_ 2 g
2(Z-A2)

where Z is the vertical distance from the height, at
which the sensor was installed, to the body sur-
face, d is the focal distance of lens, and / is the
horizontal distance from the center of lens to the
FG element. Thus the measurement principle of
this method is based on the triangulation [5].

Aoki et al. [5], [8] used active triangle system
for respiration parameters obtaining (Fig. 6). Au-
thors have shown that waveforms measured by
spirometer correspond to the respiratory flow
measured by non-contact method. The same au-
thors achieved better results with stripe projections
then in the case of dot field projections [8]. They
also obtained similar results with and without top
covered quilt.

Povsic et al. [10] proposed non-contact real-
time system for teaching and correcting respiration.
Tamagawa et al. [9] presented system based on
active triangle system for respiration estimation
during tomography examination.

The Kinect system (9) for 3-D reconstruction is
prevalent as well. Kinect was initially developed as
gaming device but this system is used in respira-
tory applications [11]-[13]. Kinect includes RGB
camera and couple of IR projector and IR camera,
which are used for estimation of depth distance.
System captures depth map of image with 320x240
pixel resolution. Yu et al. [14] developed Kinect-
based system for monitoring position, body move-
ments, and breathing rate during sleep.

RGBE Camera

Fig. 9. Microsoft Kinect system [13]

Lodovico et al. [15] and Povsic et al. [10] pro-
posed complex systems for whole human trunk
surface vizualization during respiration analysis.

Systems in Figures 10 and 11 allow calculation
of not only respiratory rate but also of expiratory
volume.
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Fig. 10. Experimental setup with four cameras and
two projectors [15]
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Fig. 11. Experimental setup with two cameras and
two projectors

3. 2-D reconstruction based methods

Systems with 2-D reconstruction of respiration
use single camera to capture video from the object,
and consequent processing of two-dimensional im-
ages for localization of the object points.

2-D techniques employ single optical sensor for
image acquisition. Sensors with various wave-
length range can be used. Visible range cameras
and near infrared cameras are used usually for
respiration monitoring. Both types of cameras can
be manufactured by CCD or CMOS technology.
Modern CCD and CMOS sensors have comparable
characteristics but CMOS is inexpensive and has
lower power consumption. Therefore, CMOS cam-
eras are usually used for general purpose and cos-
tumer electronics (web-cams, smartphones, etc.)
and CCD are used in scientific and industrial appli-
cations.

Visible range cameras for respiration monitor-
ing with good scene illumination can be employed.
In the work [16], a system of NIR camera and NIR
projector are implemented for the respiration moni-
toring in the scene with low brightness (monitoring
during night). Fig. 12 shows sample frame of night
respiration monitoring of patient in supine position.
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Fig. 12. Sample image captured with a near-infrared
camera [16]

3.1. Respiration extraction by optical flow esti-
mation

The most widespread technique that imple-
ments object movement estimation in video se-
quences is based on assessment of optical flow
coming from the patient. For optical flow estima-
tion, a few assumptions have to be accepted. First
is that intensity of pixel for the same object on the
video does not change between consecutive
frames (1). This means that one gets the same in-
tensity of the pixel on the next frame and this pixel

is only shifted by U, and U distance in x and y

direction respectively.
I(x,y,t)=I(x+u,y+u,t+1) (1)

Consider pixel I(x,y,t+1) and its copy
- - UX
I(x,y,t) displaced by U, where U = u is two
y
dimensional magnitude of displacement value (2).

16y t+1) = (X, y,) +uVIx Yt (@)
106,y,8)— (X, t+ D)+ uVI(x,y,t) =0 (3)

olix.y.t) -
—EEEJ+UVKx%n:O )

ol
(x,y,t)+ux al(x,y,t)+u ol(x,y.t)
ot OX Y oy

=0 (5)

Expression (3) has been obtained using Taylor se-
ries expansion and ignoring high-order terms. Since
only one time instance lies between two consecutive

frames, the I(x,y,t)-1(x,y,t+1) part of equation (3)
al(x,y,t)
ot

can be regarded as time derivative of pixel

intensity for frame /(x,y,t). Equation (5) was ob-
tained after removing the gradient expression in (4).
Equation (5) is called 2-D Motion Constraint Equation
or Gradient Constraint. Motion Constraint Equation
has no solutions because we have one equation and
two unknowns. For solving this equation, one should
assume that neighboring pixels have the same shift
and consequently have the same magnitude of dis-
-
placement U .
Having this assumption accepted, it is possible
to solve system of equation (6) where there are two
unknowns and many equations (depend on chosen

window size). /,(p,) and I (p,) are spatial de-

rivatives and /,(p, )is time derivative of each pixel
P, -

L(py) 1,(py) l.(p,)

I 2 Iy 2 X It 2
A?) (P)[Z}:_ (?) 6

l(p,) 1,(p,) l(p,)

There are many approaches to solve system
(6) but the most widespread are Lukas-Kanade [17]
and Horn-Schunk [18] methods of optical flow es-

timation. Both methods assess displacement mag-
—
nitude U which minimizes error (7) for Lukas-

Kanade and (8) for Horn-Schunk algorithm.

E(u,u,)= Y (x., )
’ ) (7)

al(x,y,t) ol(xy.t) dl(xy,t)
x| u, +u +
ox Y oy ot

where g(X;,y;) — two-dimensional Gaussian func-

tion.

© Bodilovsryi O.K., 2014



42

ISSN 1811-4512. ElectronComm 2014, Vol. 19, Ne1(78)

2
ol(x,y,t ol(x,y,t) ol(x,y,t
E(ux,uy):jj u, (xy )+uy (x.y )+ (x.y.1) dxdy +
oX oy ot
2 2 2 2

ou, ou, au, au, ®)
+Aff + + +| —> | pdxdy

oX oy oXx oy

Nakajima et al. [21], [22] used optical flow
technique for estimation of human respiration
parameters and posture changes. Authors pro-

posed v’ parameter for evaluation of movement
using video sequence. Proposed system detects
posture change and respiration of the subject in
bed by observing chest or blanket movement.

Expiration

Fig. 13. Optical flow estimation for a subject in a su-
pine position [22]

Kuo et al. [16] proposed a visual sleeping-
respiration estimation system for monitoring and
measuring the respiration parameters of sleeping
people. Proposed system was built using near-

infrared camera with a NIR projector. In their paper,
authors evaluate new technique that combine
Horn-Schunk optical flow estimation method and
finite-state controlled hidden Markov model. The
developed system can distinguish respiratory and
non-respiratory body movement.

3.2. Respiration estimation by frame subtrac-
tion method

Frame subtraction that is usually applied for
background removal [19], [20] can be used for res-
piration parameters estimation. The main feature of
this method is removing regions that do not change
from scene to scene. This technique allows delet-
ing invariable background and leaving part of frame
that has changed. Frame without background is
computed using formula (9)

I(x,y,t)=1(x,y,t)=1(xy,t+1)  (9)
As seen from formula (9) the resulting frame

Al(x,y,t) contains region that was changed, on

the black background (invariable pixel are can-
celed). Example of two frames subtraction is shown
in Fig. 14.

VIH&.. |

(a

st
L]

Differerice (image subtraction)

Fig. 14. Image subtraction: (a) and (b) are the original
images used for subtraction; (c) the result of sub-
tracting (b) from (a) [23].
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Tan et al. [23] presents system for respiration
monitoring based on frame subtraction technique.
Authors developed system for assessment breath-
ing parameters. They made experiments to study
dependence of respiration monitoring quality on the
distance between object and camera. Dependence
of closing contrast and the monitoring accuracy
was researched.

Weixing et al. [24] and Ji et al. [25] proposed
system for animal respiration monitoring based on
frame subtraction technique. The proposed tech-
niques can be used for identifying animal
health in real-time by detecting breathing parame-
ters.

3.3. Artefact removal in 2-D respiration extrac-
tion techniques

Despite the availability of 3-D and 2-D systems
for non-contact respiration monitoring, they are far
from wide commercial use. In particular, these sys-

tems are prone to artifacts of various origin, such
as patient and background movement, ambient
light change etc. Thus they cannot be used in clini-
cal conditions without the guidance of qualified
personnel. For accurate respiration monitoring of
patient in supine position the facial artifacts
removal is important as well. Mimics and eyes
movement are the usual source of artifacts that
should be canceled, since they introduce
substantial distortion in scene leading to decrease
of quality of respiration parameters extraction.

Systems for non-contact respiration monitoring
using single optical sensor include one camera with
required wavelength range, hardware for collecting
and processing raw sensor data and software for
video processing. Software implements estimation
of movement in video sequence (hence possibility
to compute respiratory parameters). Typical block
diagram of respiratory monitoring system is shown
in Fig. 15

Optical sensor Preprocessing

=

j‘> Motion estimation N

Target parameter
estimation

Fig. 15. Typical respiration monitoring system

In this paper, facial artifacts removing is pro-
posed to improve existent systems. Separate addi-
tional block is included in the block diagram. This
block implements face recognition and exclusion of
the face region from image to be analyzed at next
stage. Algorithm is based on optical flow technique

for motion estimation and Viola—Jones algorithm
[26] for face region localization, and following re-
moval of this area from video frame. The proposed
method allows to remove artifacts induced by mim-
ics movement and eye blinking. Modified block dia-
gram of proposed system is shown in Fig. 16.

)

Optical sensor Preprocessing

4 Motion estimation p

Facial artifacts
removal

Target parameter
estimation

—

Fig. 16. Respiration monitoring system with facial artifacts removal

Procedure of data processing have the follow-
ing stages: video flow capturing, motion estimation
using optical flow technique, face recognition and
removal of facial region from analysis, obtaining of
respiration curve, target parameter calculation.

Conclusion

In this paper, the classification of respiration
monitoring methods using optical sensors was pro-
posed. Structure of respiration monitoring system
with facial artifacts removing is developed, using

the facial mimics and eyes blinking artefacts re-
moval. New system can improve respiration moni-
toring for human positioned in frontal plane.
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paspabomka cmpykmypbl cucmeMbl MOHUMOPUHa2a C ycmpaHeHueMm apmeghakmos MumMuku. Bce umetro-
wuecsi MemoOb! bbinu pasderneHbl Ha 08e OCHOBHbIE epyrinbl: Memodbl Ha OCHoge oripedesieHUs ObIxaHusi
u3 3-D usobpaxkeHusi o6bekma u MemoObi Ha ocHoege 2-D obpabomku uzobpaxeHul. bbina paspaboma-
Ha cmpykmypa cucmeMbl MOHUMOPUH2a ObIXxaHusi Ha OCHOBE OMMUYECKUX 0am4yuKo8 ¢ 803MOXHOCMbIO
yOaneHusi apmeghakmos Mumuku. Hoebili nodxod noseonsem ynydwums MOHUMOPUHe ObixaHusi Ons
006BEKMO8 8 10710XKEHUU f1eXa Ha CriuHe U 8 no3uyuu cuds. bubn. 26, puc. 16.

KnroueBble cnoBa: 6eckoHmMakmHble u3mMepeHusi, 6eCKOHMaKmHbIl MOHUMOPUHE ObIXaHusi, MOHU-
mopuHe ObixaHusi, apmegakmbl MUMUKU, ONMUYECKUU MOMOK.
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