
" I n presenting the dissertation as a partial fulfillment 
of the requirements for an advanced degree from the Georgia 
Institute of Technology, I agree that the Library of the I n s t i ­
tution shall make it available for inspection and circulation 
in accordance with its regulations governing materials of this 
type. I agree that permission to copy from,- or to publish from, 
this dissertation may be granted by the professor under whose di­
rection it was written, or,, in his .absence, by the dean of the 
Graduate Division when such copying .or publication is solely 
for scholarly p u r p o s e s and does no t i n v o l v e p o t e n t i a l financial 
gain. It is understood that any copying from, or publication 
of, this dissertation which involves potential financial gain 
will not be allowed without written permission. 



THE ELECTRONIC SPECTRUM OF 

DECABORANE AND ITS DERIVATIVES > 

A THESIS 

,Presented to 

the Faculty of the Graduate Division 

by 

Arne Haaland 

In Partial Fulfillment 

of the Requirements for the Degree 

Doctor of Philosophy in the School 

of Chemistry 

Georgia Institute of Technology 

. August, 1961 



THE ELECTRONIC SPECTRUM OF 

DECABORANE AND ITS DERIVATIVES 

Date Approved by Chairman 



ACKNOWLEDGEMENTS 

The author wishes to thank Dr» W. H. Eberhardt for his kind 

help., advice, and understanding over the last three years, and Dr. 

.P.. B. Sherry and Dr. T. L« Weatherly for serving on his reading 

committee 6 

He is grateful to the Alfred P. Sloan Foundation and the Georg 

Tech World Student Fund for financial assistance. 

Finally, he would like to thank the innumerable individuals at 

Georgia Tech and in Atlanta that have made his stay in the United 

States a memorable experienceo 



iii 

TABLE OF txktEN.TS 

Page 

ACKNOWLEDGEMENTS • • • • • . , . . • » • » ii 

LIST OF TABLES . * * . . * . * * * . * * • . * . * . . * * . * iv 

LIST OF ILLUSTRATIONS* • * . • • • • • • • • « • v 

LIST OF SYMBOLS* * * * • » * » • • • * * « * * * * « # * « « a vi 

SUMMARY* » • * . * * * * » * . * * * * . * • • • » • • * * * * » * * • vi ii 

Chapter 

I» INTRODUCTION* * * • * * , * » * * » » » » • » * « • » « 1 

General # » « » » . » « « » * » » * * * » » » i » * * « 1 
Theories of Bonding in Decaborane * « * « » * • » . . 6 

II. EXPERIMENTAL. • • « • • • • • • • • • • • • • • • • 15 

Solution Spectra* • • • » • * * * » » * • * * • « « 16 
Gas Spectrum* * » « * • * • * * * < « » » • « • « • « 17 
Crystal Spectra • « « « • • • « » * • « » « • » * < > 18 
Glass Spectrum* • • • • • • • • • • • « « • » « < > • 27 

III* A REVIEW OF THE THEORY OF ELECTRONIC SPECTRA OF 
MOLECULAR OHYSTALS* • • . • « » • • * • • • • . « • • 28 

IV* RESULTS AND DISCUSSION. . * * . . . * » * . * * * . 4-9 

Solut ion Spectra* * « * » » « « » * * * * » * « * • 4*9 
Gas Spectrum* • « « * * » • » « « • • • « * * * « • 51 
Glass Spectrum* * * « * • * « * • • * « • • * • • • 51 
Crystal Spectra « « « • « • « « * « • • » » « • » * 52 
Concluding Remarks* • • « * « « * • • « • « « « « » 71 

V. CONCLUSIONS AND RECOMMENDATIONS • • * * . * • • - • • 73 

Appendix 

ON THE CHEMISTRY OF DECABORANE * * * * * * . . • * < > , . . . 76 
BIBLIOGRAPHY * * » * * * • * • • • • • • * » • • • • • * • * • 77 
VITA • • • * • * • » » * » # • • * • » • » » • • * # • * • • * 82 



iv 

LIST OF TABLES 

Table Page 

1. The Known Boranes and their Physical Constants. 2 

2. Absorption Spectra of Solutions of B 1 0H 1 4, and 
2,4.-B1(JH12I2 at 25°C . . * 50 

3» Absorption Lines of Radiation Polarized along the b-Axis 
of Monocrystalline Decaborane at 4.*2°K < • , • • • • » * • • « 53 

A- The Character Tables of the Molecular Point Group, the 
Site Group, and the Factor Group of Decaborane* 57 

5» Relations between Molecular and Crystal States of 
Decaborane* « • • » « • * , » « « • # « • « « « « * « » « « » 62 



LIST OF ILLUSTRATIONS 

Figure 

1. Molecular Structure of Decabarane. • • • • < > < , • • • » « « 

2. The Liquid Helium Cryostat • • • • « • • • » • • » • • • • 

3* Absorption of Radiation Polarized along the b-Axis of 
Monocrystalline Decaborane at 4.«2°K • • « • • « • • » » • 

4-» Crystal Structure of Decaborane. » » . « • • » • • 

5* Vibrational Structure of the Spectrum of Crystalline 
Decaborane * • » < » • • • > • « » » • * « • » * » • « • » 



vi 

LIST OF SYMBOLS 

I.,. The Free Molecule 

-M The molecular point group 

h Hamiltonian 
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SUMMARY 

The near ultraviolet absorption spectrum of gaseous, dissolved, 

and crystalline decaborane is investigated-

Evidence- is found for only one transition of energy less than 

5-0 ev, the energy of the 0-0 transition, being 3»&5 ev. The transition 

moment, p, and oscillator strength, f, were determined from the absorp­

tion spectrum of decaborane in cyclohexane solution: 

p 2 = 0.21 x 1 0 ~ 1 6 cm 2 and f = 0.10 

The solvent effect indicates that the dipole moment ©f the 

excited state is less than the dipole moment of the ground state*. 

The absorption of polarized radiation by monocrystals at 4-*2° K 

was measured using a liquid helium cryostat that is described^ and the 

results clearly indicate that the excited molecular state is of symmetry 

or B 2. The transition is therefore allowed for radiation polarized 

perpendicular to the two-fold rotation axis of the molecule. 

The effects of the crystal field on the spectrum are considered in 

detail. The decaborane crystal is somewhat anomalous in that it contains 

two sets of equivalent sites, as well as being highly twinned, and the 

theory is extended to take this into account. It is found that the 

crystal field induced splitting of vibronic levels should be insignifi­

cant, and none is found in the spectrum. 

In the crystal the transition is accompanied by three vibrations of 

the excited molecule, the frequencies being: 
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v-, = 425 em 
v2 = 390 cm"1 

v3 = 135 cm * 

Some of the more important theories of bonding in decaborane (the 

.Eherhardt,.. Crawford, and Lipscomb three-center bonds; completely de-

local i zed bonds as calculated by Moore, Lohr,. and Lipscomb; and the 

free.particle in a hemispherical box approach) are examined. While 

none of the theories is in perfect agreement with the experimental 

results, they all predict correctly the symmetry of the wavefunction of 

the excited state, so this investigation does not rule out any of the 

three theories* 



CHAPTER I 

INTRODUCTION 

General.—The history of the boron hydrides, or boranes, in chemistry is 

a short one* The boron-hydrogen bond is easily disrupted by water, and 

boron's affinity for oxygen is so great that in nature it is invariably 

found as boric acid or its salts. Elemental boron was first produced 

in 1808 by Gay-Lussac and Theriard (l) who heated boric acid with potassium 

and obtained a greenish brown, tasteless substance they called boron. 

When boric acid is heated with an excess of magnesium, a mixture 

of boron and magnesium boride is obtained. Several early workers (2,3) 

investigated the reaction of this mixture with dilute acids. A gas was 

evolved that had a disagreeable odor, burned with a cjreen flame, and 

precipitated metallic silver from silver salt solutions. Elemental 

analysis showed that the gas consisted of boron and hydrogen, but no one 

succeeded in establishing the formula. 

It remained for Stock and his collaborators {J+) to elucidate the 

nature of the gas. By repeated fractional distillation at low temperatures 

they showed that it is in fact a mixture of several boron-hydrogen com­

pounds, and they succeeded in isolating and purifying no less than six 

components, the first, tetraborane, in 1912. The formulas were then 

established by molecular weight determination and elemental analysis. 

Many years later Schaeffer (5) isolated an enneaborane, bringing the number 

of known boranes up to seven. These are listed with their physical con­

stants in Table 1. 
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Table 1» The Known Boranes and their Physical Constants. ( 6 ) c 

m 9 p 0 b<,,p 
diborane B 2 H 6 - l 6 5 o 5 G C - 9 2 o 

tetraborane B 4H, o - 1 2 0 ° - 18° 

pentaborane-9 B 5 H 9 -.46.6° l$° 

pentaborane-11 B5H11 - 1 2 3 ° 63° 

hexaborane B 6H-| q - 6 5 ° 

enneaborane B 9 H 1 5 - 2 0 ° 

decaborane B1 G H 1 4 99o7° 213° 

All these compounds proved baffling to theoretical chemistso 

low melting and boiling points indicate that they are covalently bonded, 

and yet the valence rule that works so well for hydrocarbons and deriva­

tives, namely that a bond is formed when two atoms share an electron pair9 

is violated. An example will make this clean Each boron atom has three 

valence electrons, and each hydrogen atom has ©neQ Diborane thus has 

2 x 3 + 6 x 1 = 12 bonding electrons.. If each hydrogen atom is bonded 

to a boron atom by a normal covalent bond, 6 x 2 = 12 electrons will be 

required, and none will be left for a boron-boron bondo A similar deficit 

is found in the higher boranes, and they are therefore described as 

"electron-deficient" compounds.. Stock ( 7 ) has reviewed most of the early 

theories of bonding in boranes, but since the molecular structures were 

unknown, these were all purely speculative. 

The first member to be elucidated was the simplest^ diborane ( 8 ) 0 

It was found to have two boron atoms and four hydrogen atoms in an ethylene' 
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like arrangement,, with the two remaining hydrogen atoms between the boron 

atoms., the. line connecting them perpendicular to the plane of the ethylene-

like unit. This indicates that each of the two hydrogen atoms is bonded to 

two boron atoms in complete contradiction to the usual ideas of bonding of 

hydrogen atoms, and that the molecule contains a total of 2 x 4 = 8 boron-

hydrogen bonds, which makes the "electron-deficiency" more acute than ever. 

The structure of decaborane was determined by Kasper9 Lucht, and 

Harker (9) in 1950 (Fig. l)« The ten boron atoms were found to occupy ten 

corners of a nearly regular ieosahedron. This boron skeleton with the con­

ventional numbering of the atoms is shown projected into the plane in Fig. IB. 

Ten of the fourteen hydrogen atoms are bonded one to each boron atom by an 

external radial bond, and the remaining four occupy positions between boron 

atoms 5 and 6, 6 and 7, 8 and 9, and 9 and 10» The molecule has a two­

fold axis of symmetry, c 2, and two mirror planes, 6 and d , all vertical 
x y 

to the plane of the paper in Fig. IB. The molecular symmetry is thus C 2 v« 

For future reference we define three molecular axes x, y, and z as showno 

Instead of easing the electron deficiency, this structure appears 

to make it acute. Let us for instance regard boron atom 2. It has six 

near neighbors: boron atoms 1, 3, 5, 6, and 7 and one hydrogen atom, and 

should therefore be expected to form six bonds with only three valence 

electrons. Before the various theories of bonding in decaborane are 

examined, some of the chemical and physical evidence that might throw 

light on the problem will be summarized. 

The x-ray structure of Kasper, Lucht, and Harker has been refined 

by Moore, Dickerson, and Lipscomb (l0)„ The electron diffraction patterns 

observed by Silbiger and Bauer (ll) were re-examined by Lucht (l2) who 



gure 1 . Molecular Structure of Decaborane (A). The Boron 
Framework Projected into the Plane (B). 
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f©und them t© be in excellent agreement with the KLH modelo 

The dipole mcment was measured in s©lution in benzene by Laubengayer 

and Bottei ( 1 3 ) , and was found t© have the surprisingly high value of » 

3»52 + 0o02 Debye0 This large value is particularly surprising when it is 

remembered that the electronegativities of boron- and hydrogen are nearly 

identical. The directi©n ©f the dip©le moment is indicated by the B 1 1 

NMR .spectrum ( 14 , 15) which consists of a high field deublet and a low 

field triplet, the latter with intensity rati© l s 2 g l o The high field 

doublet is accredited t© boron atems 2 and 4^ the splitting being due t© 

the external hydrogen atoms. The triplet consists ©f tw© partially over­

lapping doublets, one ©n the high field side due t© 5 , 7 , 8 and 10 and ©ne 

©n the low field side due to accidental ©verlap ©f, 1, 3j and 6 , 9° Assum­

ing that variations in shielding may be ascribed entirely t© changes in 

electr©n density, the sites may be arranged in order of decreasing 

electron density. 

(2,4) y (5,7,8,10) -y (1,3) - (6,9) 

It seems surprising that sites 2 , 4 and 1 9 3 can be s© different9 and 

chemical evidence d©es indeed suggest that these sites are ©f m©re equal 

electron density than sh©wn above. 

Williams and coworkers ( l 6 ) have examined the reaction of deca­

borane with several nucleophilic and electrophilic reagents» They f©und 

for/ instance that decaborane and methylbromide in the presence of aluminum 

chloride led to substituti©n ©f methyl first at the 2 3 then at the 1 and 

finally at the 5 position* Treatment with methyl-lithium ©n the ©ther 

hand leads t© substituti©n at the 6 and 9 p©siti©ns and then sl©wly at 
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the 5 position. This indicates the following order of electron density. 

( 2 , 4 ) y ( 1 , 3 ) > (5,7,8,10) > ( 6 , 9 ) 

This sequence is further supported by iodination studies ( 1 7 ) , 

deuteration studies (l8, 1 9 ) , and the reaction of decaborane with 

electron donors like CH3CN (20, 2 1 , 22 ) and appears more likely than 

the one indicated by the NMR spectrum* 

The infrared spectrum of crystalline decaborane and the Raman 

spectrum in solution in carbon disulfide have been measured from 230 cm ̂  

t© 2700 cm "** ( 2 3 ) 5 but n© normal coordinate treatment has been reported., 

N©rmal m©des involving motions of hydrogen atoms are expected to have 

frequencies higher than 800 cm ^ ( 2 ^ ) , so lower frequencies must be due 

to motions in the boron skeletona 

Pimentel and Pitzer ( 2 5 ) studied the ultraviolet absorption 

spectrum ©f decaborane in cyclohexane solution arid found a single broad 

band beginning at 3&00 X with maximum at 2720 SL The luminescence spectrum 

in isopentane-methylcyclopentane glass at -77°K was found to begin at 

36OO 8, extending towards longer wavelengths. They therefore concluded 

that the 0 -0 transition must be at 3600 + 50 X. 

The ionization potential by electron impact has been reported as 

1 1 . 0 + 0»5 ev ( 2 6 ) . 

Theories of Bonding in Decaborane.—Since it has been shown that the 

conventional two-center electron pair bond model fails to explain the 

structure of the boron hydrides, it is appropriate to review some of the 

m©re important theories of bending in these compeunds, particularly in 

decaborane. 
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Since ©ne cannot localize the electrons in two-center orbitals, 

the logical view might be to consider orbitals extending over the entire 

molecule.. This is .certainly the correct procedure since even in hydro­

carbons, the localized bond is only an approximation. But by doing this -

one .loses the simple picture of a chemical bond and all that this concept 

implies. 

Some calculations also indicate that it is unnecessary to de-

localize the electrons completely. Yamazaki (27) has carried ©ut a 

detailed self-consistent-field Iinear-combinati©n°?0f-atomic-orbital s 

(SCF LCAO) molecular-orbital calculation of diborane neglecting only the 

Is electrons on the boron atoms. Hamilton (28) on the other hand assumed 

that the four equivalent hydrogen atoms are-bonded to the boron atoms by 

simple two-center electron-pair bonds and thus considered the remaining 

four-center, f©ur-electren problem. This approach gave an ele'ctron 

distribution nearly equal to that obtained by Yamazaki as indicated by 

a calculated overlap of 0.94 between the wavefunctions for the ground state 

proposed by the two workers. C©mplete agreement would, of course, give 

an overlap ©f 1.00. 

The view of the four boron hydrogen bonds as localized is also 

well supported by chemical evidence. The hydrogens have been replaced 

by other groups as, for instance, alkyls . (29)5 without significant change 

of molecular structure. The same holds true for decaborane; the ten ex­

ternal hydrogen atoms can be replaced by other groups without change in 

the molecular geometry. It has, therefore, been generally assumed that 

the bonds between the boron atoms and ten external hydrogens are simple 

single bonds. This leaves a 14-center 24-electron system* 
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Hamilton (30) , using Yamazak.i's data, was later able to write down 

two three-center orbitals for the B 2H 2 system in diborane described above. 

Each of these orbitals involved the two boron atoms and one hydrogen 

atom.,,and constitutes what is called a hydrogen bridge bond. Using these 

orbitals the overlap with Yamazaki's ground state wavefunction becomes 

0.998. 
Before Hamilton's calculations Eberhardt, Crawford and Lipscomb 

(ECL)(31) had systematically explained the structures of the boron hydrides 

using only two- and three-center bonds. The two-center bond corresponds 

to a conventional chemical bond between two atomss A bonding (b) 

electronic orbital is formed from two overlapping atomic orbitals X-, and 

X 2 , one on each atom; 

V l = 2 * (^ + X 2 ) (b) (id) 

The two atomic orbitals also combine to form an antibonding (ab) orbital, 

v 2 = 2 i (XT - X 2 ) (ab) (1.2) 

and the energy difference between the two orbitals is 2|3 where |B is the 

exchange integral. 

P = J > 1 hel X 2 d T ( l o 3 ) 

where h , is the Hamiltonian of the electron., el 
In addition to the hydrogen bridge bond ECL employ two kinds of 

three-center bonds which they call the central and the linear three-center 

bonds. The former is the bond between three boron atoms, each at a 

corner of an equilateral triangle. Three atomic orbitals, X 1 , X 2 , and X 3 , 
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one ©n each atom pointing towards the center of the triangle combine to 

form ©ne bonding and two degenerate antibonding orbitals, namely 

Cb) (1.4) 

(ab) 

Cab) 

The energy difference being 3p« The linear three-center bond affords 

binding between three boron atoms lying on a straight line* The atomic 

orbital .on the middle atom, X 2, is assumed to be a p orbital with the 

nodal, plane perpendicular to the line between the three atoms. The 

three atomic orbitals give rise to one bonding, one non-bonding (nb) and 

one antibonding orbital; 

v, = 2" 1 (X, + 2 + i X 2 - X 3) (b) (1 ,5) 

v 2 = 2"^ (\, + X 3) (nb) 

v 3 = 2" 1 (X, - 2 f^X 2 - X 3) (ab) 

The difference of energy between the bonding and the non-bonding orbital 

is 2^p. 

ECL predict that in a boron hydride that contains all three kinds 

of bond the lowest electronic transition will, under the assumption that 

a transition is localized in one bond, be from the bonding to the non-

bonding orbital of a linear three-center bond. It is easily seen that 

this transition is allowed for radiation with the electric vector along 

the line connecting the three atoms. 

v, = 3~^ (X, + X 2 + X 3) 

v 2 - 2"* (X, - X 2) 

and v 3 - 6~i (X, + X 2 - 2X 3) 
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In decaborane ECL assumed the four equivalent hydrogen atoms to be 

bonded each to the two nearest boron atoms by a hydrogen bridge bond. 

The boron skeleton is held together by two two-center bonds (between 

atoms 2 and 6 and 4 and 9 ) 5 four central three-center bonds (between 

atoms 1..,, 2.5 and 3 ; 1? 3 , and 4 ; lj 5 , and 1 0 ; and 3 , 7 , and 8 ) , and two 

linear three-center bonds (between atoms 5 , 2 , . and 7 and 8 , 4 ? and 1 0 ) . 

The result is a closed shell structure where each boron atom is bonded 

to all its nearest neighbors. They predict the following order of 

electron density 

and a dipole monent of 1 . 6 to 2 . 2 Debye. 

According to ECL boron atom 2 is bonded to atoms 5 and 7 by a bond 

that can be described approximately as a linear three-center bond, the 

wavefunction of the bonding orbital being 

where \ 5 and \ 7 are sp 3 hybridized atomic orbitals on atoms 5 and 7 

respectively, pointing towards atom 2 , and \ 2 is a p atomic orbital with 

the y-z molecular plane as nodal plane. The non-bonding orbital is 

( 2 , 4 ) > ( 1 , 3 ) = ( 6 , 9 ) > ( 5 , 7 , 8 , 1 0 ) 

= 2 " 1 ( \ 5 + 2*K2 - \ 7 ) (b) (1.6) 

= 2~i (\5 + \7) (nb) (1.7) 

Boron atom 4 is bonded to atoms 8 and 1 0 in the same way: 

v 3 - 2 1 ( X 8 + 2 + ^ X 4 - \ 1 0 ) (b) (1.8) 

2 ~ 2 (x8 + \10) 
(nb) 
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being the bonding and non-bending orbital respectively. 

The.lowest electronic transition in decaborane should then be 
V 2 " * ~ V 1 a n G * v 4 " " * ~ v 3 9 But these four orbitals do not behave properly 

under the. .symmetry operations .of the, molecular point group C 2 y . Proper 

functions are found by combination. 

<p('a2) = 2™̂  ( v , + v 3 ) (b) Cl.9) 

( b , ) = 2~i ( v , - v 3 ) (b) 

(a,) = 2"* (v2 + v 4 ) (nb) 

(b 2) = 2~* ( v 2 - v 4 ) (nb) 

The index in parenthesis indicates the symmetry representation of the 

function (Table J+) • 

If there is no interaction between the. three-center orbitals 

<p(a2) and <p(b1) and <p(a-j) and < p C b 2 ) form two sets of degenerate 

functions, but if the orbitals are allowed to interact one finds that 

w ( b , ) < w (a 2) (1.10) 

w (a 1) <^ w (b 2) 

The selection rules under the point group allow two transitions, 

<p(b2) (p(a2) 
cp (a 1) * <p(bt) 

both for light polarized along the molecular x-axis. One might, therefore, 

expect to find two absorption peaks in the ultraviolet. 
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A much.more detailed calculation has recently been carried out by 

Moore, Lohr and Lipscomb (MIX.) £32) using an LCAO molecular orbital 

analysis for the., boron framework. They assume the ten external hydrogen 

atoms to be bonded by two-center bonds, and the remaining four hydrogen 

atoms to be bonded to the two nearest boron atoms by hydrogen bridge bonds9 

and thus solve the remaining 10-center l6-electron problem, delocalizing 

the orbitals completely. They too arrive at a closed shell structure, 

and the order of the electron density agrees with that expected from the 

chemical behaviour of decaborane? 

(2,4) > (1,2) > (5,7,8,10) > (6,9) 

The calculated dipole moment is 3»50 Debye in excellent agreement with the 

-experimental value, 3-52 Debye. 

The highest filled orbital according to MLL is ^ ( b ^ , w - ~5»72 ev, 

and there are two low-lying empty orbitals <p(a-j), w - 6.43 ev, and <p(a2), 
w = 6.77 ev. It might be noted that this <p(b-|) is essentially the same 

orbital as the <p(b-j) that we constructed from the ECL three-center 

orbitals, but <p(a2) is localized mainly on boron atoms 5, 7, 8, and 10 

and <p(a1) is completely delocalized. 

The transitions 

(a 1) —Cp(b1) Aw = 12.15 ev 
(a 2) <D(b,) Aw = 12.49 ev 

are both allowed, the former for radiation polarized along the molecular 

x-axis, the latter for radiation polarized along the y-axis, so again we 

might expect the absorption spectrum to consist of two peaks. 



A simple approach was suggested by Pimentel and Pitzer (33)9 and 

used by them to interpret the absorption spectrum they observed. Decaborane 

is shaped roughly like half a sphere, and if the potential energy is 

smeared out, the Schrodinger equation becomes the equation for a free 

particle in a hemispherical box. This equation can be solved and the 

appropriate number of electrons placed in the energy levels obtained. 

The angular part of the wavefunction is found to be the surface 

harmonics, and the selection rules are the same as for the hydrogen atom. 

Am = 0 z polarized light 

and Am = +1 x or y polarized light. 

The structure of decaborane was not accurately known at the time, so 

Pimentel and Pitzer assumed 24 electrons to be localized and were left 

with 20 "metallic" electrons. By adjusting the radius of the box so that 

the first allowed transition coincided with the observed absorption 

maximum at 2720 X, they calculated the radius to be 3»60 X. 
Their calculations were repeated with two minor adjustments. It 

seems reasonable to include the bridgebonded hydrogens in the box, this 

increases the number of "metallic" electrons to 24* The distance between 

boron atoms 6 and 9 is 3«4^ X and the distance between atoms 5 and 8 is 

3.31 X (34)• If the box is extended 0.5 X beyond the boron framework, 

the radius is 2.2 X. Under these assumptions it is found that the lowest 

allowed transition should be at 32000 cm and is allowed for x or y; 

polarized radiation. The next lowest transition is allowed for z 

polarized light and should occur at 97000 cm 



It appeared that a more thorough investigation of the absorption 

spectrum of decaborane, would be desirable, to answer some of the 

following questions: Is the transition reported by Pimentel and Pitzer 

electronically allowed? What is the symmetry of the excited state? 

Are there any other low-lying electronic states? 

The answer to these questions would further provide a test for the 

accuracy of the theories outlined above. 



CHAPTER II 

EXPERIMENTAL 

The decahorane was obtained from the Olin Matheson Corporation, and 

was purified by one sublimination at room temperature in a manner suggested 

by Dr. A* E* Newkirk (34)» One or two grams of powdered decaborane were 

placed at the closed end of an 18 cm long, 35 mm diameter glass tube that 

terminated in. a male standard-taper jointa This in turn was connected 

with a female standard-taper joint and a stopcock, and the system was evac­

uated to a pressure of ten microns before the stopcock was closed* The 

tube was then suspended in a horizontal position, and a small temperature 

gradient was established along it by hanging a piece of moist paper towel 

over the tube near the opening about 10 cm from the impure sample* 

The decaborane sublimed over a period of several days to form clear, 

colorless crystals that were found to melt at 97*9-98*0° C (uncorrected)* 

The reported melting point is 99*7° C (35)* This material was used 

for gas-, solution-, and crystal-spectra without further purification* 

A small sample was sublimed twice more, but gave a crystal spectrum at 

liquid helium temperature that was identical with the spectra obtained 

with material sublimed only once* 

2,4-Diiododecaborane was synthesized and purified as described by 

Hillmah (36)* The material used for absorption spectra melted at 

256*5-257*0° C (uncorrected) while Hillman reports an (uncorrected) melt­

ing point of 26l° C* 
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Solution .Spectrao—The absorption spectra of decaborane and 2,4~diiodo-

decaborane in solutions of cyclohexane and acetonitrile were measured with 

a.Bfickmann DK recording spectrophotometer. The first spectra were 

recorded using dried and redistilled chemicals off the shelf, but these 

were found t© be of insufficient purity, as even small amounts of water 

would react with the solutes (37)» Matheson, Coleman and Bell Spectro-

grade Solvents were therefore used for the final measurements. 

The following solutions were prepared: 

Solution I I 0 6 9 mg B 1 0 H 1 4 dissolved in 5© ml cyclohexane 

C = 2.76 x 10" 4 m 0 l e/liter 

Solution II 1.59 mg B 1 0 H 1 4 dissolved in 50 ml cyclohexane 

C = 2.60 x 10~ 4 m 0 l e/liter 

Solution III 105 mg B 1 0 H 1 4 dissolved in 3 ml cyclohexane 

C = 0.29 m 0 l e/liter 

Solution IV 1.56 mg B10H14 in 50 ml acetonitrile 

C = 2.55 x 10~ 4 m G l e/liter 

Solution V 1.51 mg B 1 0 H i 4 in 50 ml acetonitrile 

;er C = 2.47 x 10'U m0leAit< 
Solution VI 2.07 mg B 1 0 H 1 4 in 10 ml acetonitrile 

;er C = 5.53 x ID -* m o l e/lit« 

Solution VII 2.02 mg B 1 0 H 1 2 I 2 in 1 0 ml acetonitrile 

C = 5 . 4 0 x 1 0 ~ 4 m 0 l e/liter 
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As both decaborane and diiododecaborane react slowly with acetonitrile 

(38)(Appendix), the spectra were recorded immediately after the solutions 

had been prepared. The solubility of the diiododecaborane in cyclohexane 

was found.to be -so slight that no spectrum could be recorded in this 

solvent. 

Gas. Spectrum:.—The absorption spectra of gaseous and crystalline deca­

borane were, measured spectrographically. A 1 5 0 watt D.C. Hanovia Xenon 

Compact Arc Lamp 9 0 1 C-l served as a source of intense ultraviolet radia­

tion, and a 1$ cm focal length quartz lens focused the radiation on the 

slit of the Jarrel-Ash JACQ-Wadsworth Stigmatic three-meter Replica 

Grating Spectrograph. Two gratings were used, one with 1 5 0 0 0 , the other 

with 3 0 0 0 0 lines per inch and both with a ruled area of length two inches 

and height one and a half inches. Exposures were made with slit widths 

varying from 2 0 to 1 0 0 microns which provides a resolution of approximately 

0 . 1 % to 0 . 5 % with the 3 0 0 0 0 lines per inch grating. 

The spectrum of the mercury lamp from a Beckmann DU spectrophoto­

meter was superposed on the absorption spectra and provided a basis for 

determination of wavelengths. Using the mercury lines at 3 0 2 1 . 5 0 , 3 1 2 5 . 6 6 , 

and 3 3 4 1 - 4 8 K as standards, the wavelengths of 1 6 other atomic lines 

(A, Fe, Hg, w) were calculated by linear interpolation with a maximum 

error of 0.15 X, and an average error of 0.08 R0 Since the lines in the 

absorption spectrum of crystalline decaborane proved to be broader than 

these atomic lines, they are believed to be determined with an accuracy 

of + 0 . 2 X. 

The spectra were photographed on Eastman Kodak 1 0 3 - 0 film which 

is sensitive from 2 4 0 0 2 to 5 0 0 0 % ( 3 9 ) • Due to the high intensity of 
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the source the exposure time never exceeded five minutes<> The films were 

developed, in Kodak Developer D 19 5 fixed in Kodak Rapid Liquid Fixer, and 

after they had been washed and dried, they were scanned on a Leeds and 

Northrup Recording Microphotemeter. 

The vapor pressure of decaborane at room temperature is less than 

1 mm Hg ( 4 0 ) so it is necessary to heat the optical cell to obtain a 

sufficiently large optical path for the vapor-phase spectrum. A 43 cm 

long Pyrex cell with quartz windows was therefore wrapped in a sheet of 

asbestos paper and wound with number 3© B and S gage constantan wire 

which, was covered with another sheet of asbestos. The temperature ©f the 

cell was measured with a copper-CQnstantan thermocouple with one junction 

between the wall of the cell and the first layer of asbestos and the 

other in. ice water. 

Solid decaborane- was introduced through a sidearm and the cell 

was evacuated, flushed with gaseous helium, re-evacuated to ten microns 

pressure and sealed off. It was found that 3© velts potential across 

the constantan wire which had a resistance of 70 ohms? was sufficient to 

raise the temperature of the cell to a hundred degrees centigrade and 

exposures were made at various temperatures ranging from 90 GC to 130GCo 

These temperatures correspond to a pressure range of ten to fifteen mm 

Hg (41). 

Crystal Spectra.--Preliminary studies were made employing crystals ob­

tained by the sublimation technique described above. These crystals 

were needle shaped, two or three mm long and ©ne mm thick, and they 

s©©n proved unsatisfactory in several ways. Their irregular shape led 

to tremendous loss of intensity by scattering, their thickness was so 
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great that the exposure times became large, and their diminutive size 

made,the .optical, arrangement difficult* It was, therefore, necessary to 

find, a, way to grow thinner crystals with larger cross-sections* 

This was done in the following way: Purified and powdered de­

caborane was placed between slides of fused quartz and melted under an 

infrared lamp. When, cooled, the decaborane froze to form long, needle­

like crystals. Some of the crystals were 5 ram long but were only a 

fraction of a mm broad. Fortunately the crystal axes of neighbouring 

crystallites proved to be nearly parallel, their orientation rarely 

differed by more than . 3 ° , so large, .approximately monocrystalline 

regions could be found and. masked off. By using different spacers be­

tween, the. quartz slides and by applying pressure on them before the 

decaborane froze, the thickness which was determined by weight, could be 

varied from 6 to 25© microns. 

The directions of the crystal axes were found under a polarizing 

microscope, and the axes were then identified by x-ray dif fraction"'". 

•One of the two quartz slides covering the crystal was removed, and the 

other slide with the crystal was mounted in the Single Crystal Orienter 

of a General Electric X-Ray Diffraction Machine No. 5 (XRD-5) and 

rotated in search for strong reflections. With Cu radiation (\ = 

1 . 5 4 X) the following reflections were found to be particularly strong: 

0 ( 4 0 0 ) = 1 2 0 ° e ( 0 4 0 ) = 8 , 5 ° 

0 ( 0 0 2 ) = 1 5 - 7 ° 0 ( 0 0 4 ) = 3 2 . 8 ° 

(l) The author would like to thank Dr. R. A. Young of the 
Georgia Tech Engineering Experiment Station for help with the x-ray 
work. 
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In the two crystals examined by x-ray techniques the direction of growth 

was along the b-axis (see Fig. U)» In both crystals the b»c plane was 

parallel to the surface of the slides while the a-axis was normal to 

them. It was therefore possible to measure the absorption of light 

polarized along the b and c aces, and in subsequent experiments crystals 

were oriented by their absorption spectrum. 

A Wo11aston • prism was mounted directly behind the slit of the 

spectrograph.in such a way that radiation with the electric vector in 

the horizontal plane (horizontally polarized radiation) was separated 

from..radiation with the electric vector in the vertical plane (vertically 

polarized radiation). When the slit length was less than one mm, two 

separate, parallel spectra were recorded on the film. By placing a 

Glan. prism of known orientation in front of the slit it was found that 

the top spectrum was due!to horizontally polarized radiation while the 

lower spectrum, was due to vertically polarized radiation. 

The absorption of radiation polarized along the crystal b and c 

axes could thus be measured simultaneously by mounting the crystal in 

front of the spectrograph with one of the axes horizontal and the other 

vertical. It is, of course, vital for the comparison of the spectra ob­

tained that the two beams of polarized radiation are equally intense.. 

Due to the reflections inside the spectrograph this condition was not 

completely satisfied, and exposures were made with the crystal mounted 

with the b-axis both horizontal and vertical.. 

It was further found that our quartz lenses rotated the plane of 

polarization, and hence no focusing lens was used between the crystal 

and the slit. 
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The. first lew temperature measurements were made with the liquid 

nitrogen cell described, by W..G. Trawick (42), but only one very, weak, 

very broad band appeared in the spectrum.. No attempt was made to 

measure the temperature of the crystal when mounted in the cell, but 

comparison with spectra obtained later when the crystal was immersed in 

.liquid nitrogen showed that the temperature, must have been considerably 

above 77°K. 

For the studies at liquid helium temperature it was necessary to 

build a cryostat* Liquid ..helium boils at 4»2° K and the heat of vapori-
Ce l l / Ce l l / 

zation is 0.75 /cc 5 as compared to 77.3° K and 3806 /cc for liquid 

nitrogen (43), and hence care must be taken in the design of a liquid 

..helium cryostat to minimize heat transfer through conduction or 

radiation. Several cryostats for optical studies have been described 

in the literature (44« 45), and the main features are usually the follow­

ing: The helium container proper is suspended from a long neck and is 

insulated by a vacuum space followed by a liquid nitrogen-filled radia­

tion shield which in turn is insulated from the outer wall of the 

cryostat by another vacuum space. All surfaces have been treated so 

they are highly reflective to minimize heat transfer by radiation. 

The cryostats described in the literature are made of Pyrex-brand 

glass or metal. The construction of a cryostat from glass, however, 

requires a glassblowing lathe to handle the larger of the many concentric 

cylinders, and no such lathe was available to us at the time. To con­

struct an all-metal system, a mass spectrograph is needed for leak test­

ing of the vacuum jackets, and a mass spectrograph was also unavailable. 

We were, therefore, forced to design a simpler cryostat that could be 
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constructed with the means available* The cryostat that was built and 

used for measurements at, liquid nitrogen and liquid helium temperatures 

is shown, in Fig. 2 . 

The.helium container or cryogenic container and the vacuum jacket 
2 

were made of Pyrex Standard Wall tubing . The cryogenic container had 

a capacity of 6 0 0 cc liquid,, and terminated in. a T-shaped quartz tube 

with optically flat, strain-free windows, manufacture^ to our specifi­

cations by Engelhard-Hanovia Industries. The Pyrex to quartz graded 

seal withstood the thermal shock of cooling to 4-°K repeatedly without 

breaking. Connection to the vacuum jacket is made through a large, 

7 5 / 1 0 2 , ground ball joint, and the system is evacuated through a stop­

cock at the outer part of the neck. 

The vacuum jacket is surrounded by a pair of loose-fitting, half-

cylindrical buckets made of l / l 6 inch copper sheet and held together by 

two large hose clamps. When the buckets were filled with liquid 

nitrogen, the vacuum jacket was cooled by conduction through the thin 

layer of air between the two parts. A three inches .thick layer of 

Styrofoam served as thermal insulation of the copper buckets. 

The sidearms of the vacuum jacket extended through the copper 

buckets and the Styrofoam and five cm into the room. This length was 

sufficient to keep the windows (s&*a'in'lr>e6, fused quartz slides cemented 

on by Apiezon Wax w) at room temperature, and no fogging occurred. 

To prevent heat transfer by radiation, an attempt was made to 

silver the two glass parts. Both the Rochelle Salt Method ( 4 6 ) and 

( 2 ) The author would like to express his gratitude to Mr. Don E. 
Lillie who constructed these parts. 
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Figure 2 . The Liquid Helium Cryostat. Cryogenic Container (A), T 
Shaped Quartz Tube (b), Vacuum Jacket (C), Copper Buckets 
(D), and Styrofoam Insulation (E). 
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the Brashear Method (4-7) were used, but proved unsatisfactory as the 

crucial ..surface.j. the face towards the vacuum space, invariably turned out 

dull* A shiny surface was obtained by painting on Hanovia Liquid Bright 

Gold No. 261, drying for a day,, and firing to 560° C in an annealing 

oven. This method was both cheaper and easier than chemical silvering 

and gave a very shiny surface that proved both strong and durable. 

The glass parts were suspended freely from the ball joint which 

was supported in a triangular hole in one-half inch plywood, and the 

copper buckets were held in place by the Styrofoam which was suspended 

in a Handy-Angle frame independently of the inner glass partso This 

arrangement served to eliminate thermal and mechanical strain and also 

facilitated the optical alignment. 

The pumping system was built for this experiment. A mechanical 

fprepump was connected with an. air-cooled oil diffusion pump (Consolidated 
i 

Electrodynamics Corporation type VMF-21 pump) that according to the manu-
-6 

facturer should be capable of producing an ultimate pressure of 1 x 10 

mm Hg. The rest of the system consisted of copper tubing, standard fitt­

ings, and high vacuum valves. All joints were silver-soldered with Easy 

Flo No. 45 solder and Handy Flux, and a thermocouple gauge for measuring 

pressures from 10 microns to 5 0 0 microns and a Philips ionization gauge 

sensitive over the region 0.01 micron to 1 micron Hg was connected. No 

leaks were found, and after continuous operation for the period of one 

month the pressure had decreased to 0.01 micron Hg as measured with the 

Philips gauge. When connected with the cryostat, the system produced a 

pressure of 0.02 micron Hg* 

Liquid helium was obtained from the Linde Corporation in a 25 liter 

Supairco container, and was transferred to the cryostat through a transfer 
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tube of-conventional design made from Oo035 inch wall Monel tubing o It 

consisted of a -3/l6. inch.diameter inner tube and a l/2 inch diameter 

outer tube*. The vacuum space was. evacuated through a l/8 inch Hoke valve 

to a pressure, .of, 0*1. micron before the valve was closed* Liquid helium 

could.be pumped from, the Supairco container to the cryostat by applying 

an excess pressure of two to three pounds per square inch gaseous helium 

above the liquid* 

For studies at 77° K it was sufficient to fill the cryogenic con­

tainer with.liquid nitrogen without the copper buckets or S$yrofoam 

insulation.* One filling was found to last 21+ hours* 

For experiments at 1+° K the copper buckets and the cryogenic con­

tainer were first filled with liquid nitrogen for preceding* The liquid 

nitrogen was then forced out of the cryogenic container by gaseous helium 

and the liquid helium introduced* Both nitrogen and oxygen are solid at 

U° K, and as small crystals of these substances make the helium turbid, 

great care must be taken to exclude air* The cryogenic container was 

swept-out with gaseous helium before liquid helium was introduced, and 

air was prevented from diffusing in by introducing a rubber tube five 

cm down the neck and bleeding through it a slow stream of gaseous heliim* 

The liquid nitrogen in the copper buckets was found to last two hours, 

while one filling of helium in the cryogenic container lasted one hour* 

The stopcock connecting the vacuum space with the pumping line 

was closed prior to introduction of liquid helium* The vapor pressures 

of oxygen and nitrogen at 4*2° K are negligible, so these gases will 

(3) The author is indebted to Dr* Edwin J* Schiebner for advice 
and assistance in the handling of liquid helium* 

http://could.be
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condense on the cryogenic container and the pressure will decrease below 

Q*02.. micron Hg. The sample of crystalline decaborane was mounted at the 

end of an 85 cm long, thin-walled Monel tube, immersed in the cryogenic 

fluid, and suspended at the bottom of the T-shaped quartz tube with the 

slides parallel, to the windows. Since liquid nitrogen evaporated from 

the surface only, spectra at 77° K could be obtained without further 

difficulty. But liquid helium boiled vigorously, and the bubbles led to 

loss of intensity by scattering and mixed the horizontally and vertically 

polarized radiation after it had passed through the crystal. However, 

by pumping on the liquid helium with a mechanical pump till it reached 

the lambda-point and then bleeding in gaseous helium to atmospheric 

pressure, the temperature of the liquid could be reduced below the 

boiling point, and several exposures could be made before the temperature 

again reached 4.2° K. 

Once a crystal had been cooled below 100° K, it was found to crack 

when warmed to room temperature. The connection to the mechanical pump 

was therefore made in such a way that the crystal could be kept in the 

cryostat during the pumping: The opening of the cryogenic container was 

covered by a three inches high copper cap, resting on a l/2 inch thick 

silicon rubber "washer" placed on top of the neck of the container. The 

Monel tube on which the decaborane was mounted, extended through a 

quick-coupler seal at the top of the cap and could thus be moved up and 

down at will. Connection to the mechanical pump and a cylinder of helium 

gas was made through the side of the cap. The atmospheric pressure on 

the cap was sufficient to give air tight connection during the pumping. 
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Glass Spectrum.--Q.1Q4 gm decaborane was dissolved in a mixture of 2.Q 

ml, ethyl ether and 2.0 ml isopentane (c - 0.21 mo^e/liter) and the solu­

tion, introduced into a one cm long Pyrex optical cell. When the cell was 

..immersed in liquid nitrogen in the cryostat, the solution solidified to 

a. glass, and the spectrum was measured spectrographically. This glass 

could not be cooled to 4.2° K without crystallizing so no measurements 

on glasses were made at this temperature. 

http://Spectrum.--Q.1Q4


CHAPTER III 

A REVIEW OF THE THEORY OF ELECTRONIC SPECTRA OF MOLECULAR CRYSTALS 

The electronic absorption spectrum of a molecular crystal, such as 

decaborane, is so similar to that of the same compound in a gaseous or 

dissolved state, that it appears reasonable to attempt to describe the 

crystal in terms of the wavefuaetions and energy levels of the free molecule* 

The interaction of the molecules in the crystal is then treated as a per­

turbation and must explain the differences between the spectra of the 

compound in a dilute and condensed system. The differences observed are 

the following: 

(1) The energy of the 0-0 transition may change. 

(2) Levels that are degenerate in the free molecule may be split 

in the crystal. 

(3) Transitions that are forbidden in the free molecule may appear 

with considerable intensity in the crystal. 

(U) Levels that are nondegenerate in the free molecule sometimes 

appear as doublets, or triplets in the solid. (Davydov 

splitting)* 

During recent years the theory of absorption spectra of molecular 

crystals has received a great deal of attention (4.8, 49 5 50, 515 52)» Here 

only the main features will be repeated, so that they can be referred to 

during the discussion of the absorption of radiation by monocrystalline 

decaborane in Chapter IV. 
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Let h be the Hamiltonian of a free molecule, and assume that 

is the set of all eigenfunctions such that 

h <p(i) = w ( i ) cj>(i) (3.1) 

where w ^ is the-energy of the i'th molecular state. Then each eigen-

function or set of degenerate eigenfunctions transforms like one of the 

irreducible representations of the point group that describes the mole­

cular., symmetry, WU 

When a molecule is placed in a crystal, however, the Hamiltonian is 

no longer given by h, but 

h' = h + V (3*2) 

where V is the interaction potential due to the other molecules in the 

crystal* Treating V as a perturbation we find that the new energy levels 

are given to the first order by: 

= w ( i ) + f V d t (3.3) 

if the i'th level is nondegenerate* If <p f ^ is a member of a degenerate 

set, the new energy levels are found by solving the secular equation: 

Det [ Jcp(l) h' <p(j) dT - w ] = 0 (3»4) 
for i and j running over the degenerate set* The energy of the transition 
(h) (i) . . . 

~ is now given by 

a . - (h)' (i)' c\ A w = w - w \3»5) 

and the spectrum will shift accordingly. 
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The. site in the crystal in which the molecule is located is charac­

terized, by a group.. of symmetry operations that leave the crystal invarianta 

This group^which is one of the. 32.crystallographic point groups, is 

called the site group.,,, S* We will denote the order of S by s» Itis clear 

that V must have the full symmetry of S» S is a subgroup of M, which 

means that V need not have the full symmetry of the molecule, and even if 

and are degenerate 

^ V <p^ d-r need not be equal to V <p^ dT 

and a splitting of the level may result by solution of Equation {3°U)° 

Finally one often finds that functions that form a basis for 

different irreducible representations of M form a basis for the same repre­

sentation of So In that case the matrix element 

( < D ( l ) | V | < p ( j ) ) = I < p - v <p 
0 V <D ( j ) dT (3.6) 

need not be zero, and a mixing results: 

(<D ( 1 ) I V 1 ( l ) ' = i ( < D ( l ) - Z« l * ' < n ^ ) (3.7) 

(i) (i) (i)' (i)* Now even if <p J ^—cp is forbidden, (D ^ CD may be­

come allowed if, for instance, flpf^ is allowed and (rf^ has 
(k) 

been mixed with (Ty by the crystal field, V< 
To put it in other words: The molecule in the crystal no longer has 

the full symmetry of the free molecule* The proper wavefunctions must 

transform properly under the site group only, and the selection rules are 

therefore determined by the symmetry of the site* 
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To explain.the. last phenomenon listed above, namely the apparent 

splitting-in the crystal of levels that are non-degenerate in the free 

molecule, it is necessary to find the wavefunctions of the entire crystals 

This can be done by combining the wavefunctions of the individual 

molecules in appropriate ways* An excited state of the crystal is de­

scribed to a first approximation by assuming, one molecule to be excited 

while all the others are in. the ground state* Since we have already taken 

into account the interaction, of different electronic levels of the molecule 

we.may now fix our attention on one excited level, and construct the wave-

function of the crystal which corresponds to having a molecule in this 

s tat e * 

In the following the prime will be omitted from the symbol of the 

perturbed molecular function, and the wavefunctions of the ground state 

denoted by <p° and the wavefunction of the excited state by (p1 where the 

index i denotes the irreducible representation of the site group to which 

(p1 belongs* It will be assumed that < ^ is non-degenerate, and that the 

crystal contains only one set of equivalent molecules, that is, given the 

position of one molecule all others can be generated by applying the 

symmetry operations of the lattice* The first assumption is valid for 

decaborane as all levels are non-degenerate under the site group C 2, but 

the crystal proves to have two sets of. equivalent molecules* However, 

the extension of the theory required to treat such a crystal is simple, 

and will be carried out later* 

The Hamiltonian of the crystal is 

H = & hab + & > e d Vab,cd ( 3 ' 8 ) 
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where .h , is .the, Hamiltonian.. of the molecule in site b in unit cell a ab 
in the absence of interaction, and V , , is the interaction potential be-

7 ab,cd 
tween the molecule in site b in unit cell a and the molecule in site d 

in unit cell c. The terms are summed over all sites in all unit cells. 
3 

In the following the crystal will be assumed to consist of N unit cells 

each with n molecules in the labeled sites*. 

The crystal is characterized by a set of symmetry elements that 

includes all primitive translations and also may include rotation axes, 

inversion centers, mirror planes, glide planes and screw axes* The 

corresponding symmetry operations form a group that is called the space 

group of the crystal, G» The order of G will be denoted by g* It is 

clear that the Hamiltonian has the full symmetry of the space group, and 

the wavefunctions of the crystal must therefore form a basis for the 

irreducible representations of G. In general the irreducible representa­

tions of G turn, out to be of fairly high dimensions and the wavefunctions 

correspondingly complicated, but we shall show that the optically active 

levels are simple and indicate how their wavefunctions can be found. 

The lowest energy level in the crystal arises when all the 

molecules are in their ground state. The wavefunction is given to the 

order of accuracy required here by the simple product: 

¥ ° = a 2 f ab 

This function has the full symmetry of the crystal and therefore needs 

no further elaboration. But if we assume that one molecule is excited, 
3 

we can write down n x N degenerate functions: 
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=? (n1 n IT (p° (3»io) 
Xkl Tkl a b T a b 

where the product is taken over all molecules except molecule kl. None 

of these, functions behaves properly under the space group, and they must 

therefore be combined in appropriate ways. 

Since the group, of all primitive, translations, T, forms an in­

variant, subgroup of the space group, (53) it is possible to express the 

latter as a sum of the form: 

G = TRT +TR 2 + . . . +TR r + . . . +TR f (3»ll) 

where R-|, R 2 » • •« R^ are elements in G, and R 1 is the identity element, e. 

It can further be shown (54-) that the cosets TR are the elements of a 
r 

group with T as identity and that this group is isomorphic with one of the 

32 crystallograjShic point groups. This group is called the factor group, 
3 

F. The order of F is denoted by f, and since there are N primitive trans-

lations, Equation (3«ll) shows that f x N = g. It should be noted that 

the elements in the factor group are uniquely determined even if the set 

of coefficients, ̂  R ^ , is arbitrary to some extent.. 

This breakdown of G into cosets of T indicates that it might be 

convenient to begin our search for the irreducible representations of G by 

finding the irreducible representations of T» Each member, jt, of T can 

be expressed as 

t — m-j t n + m2t.2 + m3^3 (3»12) 

where m 1, m 2, and m 3 are integers and t 1, t 2, and t^ are the primitive 

unit vectors. To make the group finite, cyclic boundary conditions are 
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adopted: 

Nj^ = Nt 2 = Ntj = e ( 3 o l 3 ) 

3 
Next we define a set of N vectors K in the following way: 

E = jjj (Pi + Pzkz + P3b 3) ( 3 » H ) 

where = 0 , 1 , 2 , . . * , N-l ( 3 - 1 5 ) 

p 2 = 0 , 1 , 2 , * • . , N-l 

p 3 = 0 , 1 , 2 , . . . , N-l 

and the vectors b-|, b 2 , and b 3 are given by: 

b« * t. = 6. . * 2 n ( 3 ° l 6 ) 

These three vectors define a unit cell in the reciprocal lattice and each 

K is a vector from the origin to a point inside this unit cell* 

t i K • 11 e — — Jis a represen 

tation of T* Since this representation is one-dimensional, it is irreduci 
3 

ble and since there are N distinct vectors K, we have found all the 

irreducible representations of T. 

Let us select one representation of the translation group and see 

how it transforms under an element, R, of the space group* Since R is a 

member of a coset of the translation group (Equation (3*ll)) 

R = t R (3-17) —s r 

for some r.iand s, and 
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t s R r (e 1 K * ±) = t s ( e i ( R ^ * ( 3 . 1 8 ) 

_ ei(R rK) • (t s + R rt) 

In general R^K will be different from K, under an inversion for instance 

i K = -K (3*19) 

which is equivalent to 

K + = -K + b, + b 2 + b 3 ( 3 - 2 0 ) 

Since all the space group elements in the same coset of T differ only 

by a primitive translation, they will transform K into the same vector. 

And unless K lies in a symmetry element in the reciprocal lattice each 

coset will transform K into a different vector. We define the set of 

vectors into which K is transformed as the star of K, denoted by §K. 

For general K the order of this set will be equal to f, the order of the 

factor group. 

The irreducible representations of the space group can now be con­

structed from the irreducible representations of the translation group 

( 5 5 ) , but only the results will be indicated. A representation, 
iK t 

e — * 4r , of T will for general K give rise to an i r r e d u c i b l e representa­

tion of G of dimension f. The representatives of the primitive transla­

tions in G will be diagonal matrices of the form 
/ iK + t\ (e - • -r,} 

where K + goes over all elements in §K. But if K lies on a symmetry ele­

ment in the reciprocal lattice, the representations may be of smaller 
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dimensions, and if K = 0 the resulting representations of the space group 

are particularly simple. 

By Equation (3..11) G was broken down into cosets of T that formed 

the elements of the factor group F, and we stated that F was isomorphic 

to one of the 32. crystallographic point groups. It is, therefore, 

relatively easy to find the irreducible representations of F, and from 

each irreducible representation of B we can construct one irreducible 

representation of G* Fixing our attention on one representation of F we 

assign to each space group element in a coset of T the representative of 

that coset considered as an element in F* 

We now return to the problem of constructing the wavefunctions 

of the crystal by combing functions of the form 

*:kl r k l a b T a b 

First we will form functions that transform properly under the group of 

primitive translations. The functions 

1 r3 * „ 1 £ '^ rfc1 (3.22) ^ ( K ) = N 2, e x 

where t^ is the vector from the origin to unit cell k, are easily seen 

to form a basis for one of the irreducible representations of T, namely 

{ iK * t \ 3 
e — - J . And since there are N distinct values 

of K, there are N such functions for each site 1. The functions (K) 

are called one-site excitons and represent a wave of excitation traveling 

over the sites 1 iii all UHit cells in the crystal. The vector K is now 

called the wavevector. One-site excitons where the excitation travels 
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over other sites, can be written down in the same manner, and we thus 
3 

obtain-n x M one-site excitons* 

It. is found that the symmetry operations of the space group trans­

form the one-site excitons in a way that is similar to the way they 

transform the translation group representations: An operation trans­

forms a one-site exciton^ (K) into another ( K + ) where K + is a 

member of § K . 

The n x f functions ^ ( K + ) for 1 running over all sites and 

K + running over all members of § K , must be combined to form bases for 

irreducible representations of the space group, and since, for general 

K , these are of dimension f, the result must be n sets of f-fold de­

generate functions. But group theory is of no further help in finding 

these functions, it is necessary to solve an nf x hf secular equation. 

For the one-site excitons with wavevector zero it is, however, 

possible to carry the treatment still further. These functions must be 

combined to form bases for the irreducible representations of the space 

group that are characterized by K = 0, namely the representations con­

structed from the irreducible representations of the factor group.. But 

this means that the new functions form a basis for the irreducible repre­

sentations of the factor group. Since F is of much smaller order than G, 

it is more economical to carry out the discussion in terms of F,v and 

we will therefore go on to find wavefunctions that will behave properly 

under F» These functions will then automatically transform properly 

under G. 

The set of functions yjt1^ (0) for running 1 form the basis for a 

reducible representation of F, and by reducing this representation in 
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the well known way, we will find the number of crystal wavefunctions, 
1n^., that belong to the j'th factor group representation. Except in 

cases of accidental degeneracy, functions belonging to different factor 

group representations will be of different energy and a splitting, 

called factor group splitting or Davydov splitting,will result. But 

before we try to find the reducible representation of F, it will be 

convenient to investigate the relations between the site group, S, 

and the factor group, F. 

When the space group was broken down into cosets of the trans­

lation group: 

G = 7Ri + TRZ + . . • + TRr + » * • + TR f (3»23) 

it was stated that the cosets, ^TR^^, are uniquely determined while 

the set of coefficients, ^ ̂ r}» ^ s arbitrary to some extent. Indeed, 

the cosets can be found by constructing the cosets TR for all R in Go 

This procedure will yield only f distinct cosets, namely the elements of 

the factor group* The set £ R p ^ raay therefore be selected in any 

convenient way as long as the f cosets { TR^ ̂  are distinct. 

A site kl in the crystal is characterized by the site group S. 

The symmetry operations of S performed in the site kl are als,o members 

of the space group, and we will denote them by Rg^jj a n c i " t n e 9 r 0 U P by 

S(kl). The s cosets T Rg(]cl) f G r all Rg(kl) i n s ^ k 1 ^ a r e c l e a r l Y dis­

tinct and can therefore be chosen to constitute the first s members of 

F« These cosets can easily be shown to form a subgroup of F that we 

shall denote by { j R g ^ i ) ^ » A member of the site group, ^ 3 ( ^ ) 5 trans­

forms a primitive translation into another primitive translation. Hence 
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any space group element tRg^jj in the coset TR^^i) will move a mole­

cule in site 1 in unit cell a into the same kind of site, 1, in some 

unit cell c. The coset TR^/, .\ is therefore said to preserve the site 1. 
S^klj ^ 

Keeping, in mind that the cosets in the factor group must be 

distinct, it is. easy to show that the cosets ^Rg^i) a r e independent of 

our .initial, .choice of unit cell k. Further it can be shown that a 

space group, element tR that is contained in one of the f-s cosets that 
""V 

are not of the form TR«/i ^ must move a molecule in site 1 in unit cell 

a into some, other, kind of site, b, in some unit cell c. Hence the f-s 

last cosets in the factor group do not preserve site 1. 

We will in the following assume that the cosets TRg ĵJ also pre­
serve the other sites in the unit cell« This need not be so, but we 

shall see that the assumption is justified in the case of decaborane. 

The groups j^TRs(kl)} anc* {_TRs(kb)} a r e t n e n identical, and by compar­

ing the angular parts of the transformations we find that 

T RS(kl) = T R
S(kb) C 3 - 2 ^ 

if R is the same point group operation. From now on the indices (kl) 

will be omitted, and the collection of cosets that preserve sites will 

be denoted by [ T R S ] * 

Since £
 TR$3 ^ S

 3 s u k 9 r 0 U P °^ ^' ^ n e latter can be expanded in 

cosets of the former: 

F = {TR

S} + lTRs] T R r l + ' • • + { ™ S } T Rrq (3.25) 

The factor group elements in each of these cosets must transform the site 

1 in the same way. Since there are n sites for 1 to be transformed into, 
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there must be at least n cosets, but there cannot be more than n cosets 

as this would imply that some site is preserved by some factor group 

element not in ̂ T B ^ • The order of F is thus n x s = f . 

We are now ready to find the character of the reducible repre­

sentation of F for which the set of one-site excitons ' 

[b1 ( § ) = N " * S M 1 n rr <P° (3*26) 
' 1 k T k l a b Tab 

form a basis. If a coset TR preserves the site 1, the only effect on 

xj/1^ (o) will be the transformation of the function <pĵ  under the angular 

part Rg» Since <p̂  transforms like the i'th Irreducible representa­

tion of the site group we get the following contribution to the 

character of the representative of the coset: 

X X 1 F (TR S) = Xg (R s) (3-27) 

where Xg (Rg) is the character of Rg in the \'th representation of S. 

If on the other hand the coset TR^ does not preserve the site 1, the 

contribution to the character must be zero. Hence 

\ „ (TR ) = xl (R J & q _ (3*28) IF r b r b * R r -

where 6 0 D is one if R is contained in S and zero otherwise. Adding S * H r r 
the contributions from all the one-site excitons we find the character 

of the representative of TR^: 

V (TR ) = Z] X 1 B (TR J (3o29) F r 1 IF r 



= ? XS ( R r } 's-R 1 r 

= n xt (R ) 6 Q D * S r S • R r 

Using, the orthogonality of the irreducible representation of F, we can 

reduce, the representation above. The number of times, 1njj that the 

j'th irreducible representation of F occurs is given by 

V = 7 2 \ ( T R ) xi ( T R J ( 3 . 3 0 ) 
J F T R in F r 

7 2 N X Q < R J 6 c . D 4 (™ ) 
TR in F S r r r 

r 

f 2 R X S {Rr] X F ( T R r ) 

TR r in {TR S} 

V = 7 2 ; ( R ) 4 <TIU 03-31) 
J f R j i n S 

S is* isomorphic to the subgroup {TRJ^ of F. That, means that the repre­

sentatives of {"TRg} in the j'th irreducible representation of F must 

also form a representation of S. The number of times the i'th irreduci­

ble representation of S is contained in this representation is given 

by 

a.. = \ 2 (TR ) xj (R_) ( 3 . 3 2 ) 
1 J R^in S S S S 

( 4 ) The last step is justified by our assumption that the same 
cosets preserve all sites. 
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Substituting this into Equation (3*3l) above, we get 

1 n n. — T s a. . 

or 1 n 0 = a. . (3*33) 
J I J 

since n x s = f* a. , can be found from the character tables of the site 
I J 

and factor group..*. Knowing the symmetry properties of the wavefunctions, 

the proper combinations of the one-site excitons,^ (0), can be 

written down by inspection. 

We have now indicated how the. n x degenerate functions 

can be combined to form wavefunctions,^ 1 (K), of the entire crystal. 

These functions are no longer degenerate, but form a broad band. It 

might therefore be expected that a crystal spectrum would lack fine 

structure, and this is indeed the case at higher temperatures, but when 

the crystal is cooled below 100°K sharp lines appear, and the lines 

become sharper as the temperature is decreased. This behaviour is due 

to a stringent selection rule on K. The transition moment between two 

states can be broken down into integrals involving two one-site excito^SI 

J 1 ( K ) fc) CIT (3*34) 

h i - r h i a T 

k 

where p is the transition moment of one molecule 
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n f i h , P = (p r (J) dt (3.35) 

By surnraing- xiver k we find that the transition moment between the one-

site excitons is identically zero unless 

K - K' = 0 

°r, A K = 0 (3,36) 

At low temperatures each molecule is in its lowest, nonvibrat-

ing state, and the wavefunction is totally symmetric: 

°(0) = n n <p° (3.37) 
k 1 « kl 

Transitions from this state are only allowed to excited states 

with wavevector zesbo* It is a fortunate circumstance that these are 

the very functions that we have shown can be written down from symmetry 

considerations alone. But not all of these states are optically 

active; since the ground state is totally symmetric, the transition 

moment 
r 

0 

\p (0) r vp1 (0) dx (3*38) 

is only different from zero if vj/ (0) transforms like one of the 

primitive unit vectors t 1, t 2, or t^* Hence only a very limited number 

of transitions can appear at low temperatures* 

The energy of the ground state of the crystal, W°, ii found from 

the wavefunction (Equation (3*9)) and the crystal Hamiltonian 

(Equation (3»8)) 



lO - <^> H^>° dT = ftp0
 | H|tJP) (3.39) 

w° = (n n m° 2 h I n n tp° ) 
a b T a b ab a a b T a b 

a b • ab I ab>cd ' l a b 1 ab 

W o -
A B F R K L 

where the sum of interactions extends over all molecules in the crystal 

except kl. In most cases w° is little affected by the perturbation 

under the site group, so n N"̂  w G is the energy of n N"̂  free molecules 

in their ground state. The term 

-D = -I n N 3 2^ki (<pOb «pgl | v a b > k l | <p°b ^ ) (3.40) 
is then the heat of sublimation of the crystal. 

Since the wavefunctions of the optically active excited states 

were formed from linear combination of one-site excitons with wave-

vector zero, the energy will be determined primarily by matrix elements 

of the form 

W I = ((^(0) I H \lft[ (0) ) (3.41) 

Moreover, since all sites in the crystal are equivalent must be the 

same for all 1. Substituting Equation (3°26), and remembering that <j)ĵ  

and<pĵ  are orthogonal, one obtains: 
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Vi] = (n N 3 - l) w° + w (3*42) 

V a b . k l ? k l f a b 

+ i c d , k l a b * c d ^ ^ |V*Md|<f4 tfd> 
ab#kl 

+ i 2 
a£k 

i f k i 
V al,kl 

o 
al 

where, kl is. held constant in each sumo Since the energies of all one-

site excitons are equal, the. energies of the various factor group states 

will differ by cross terms of the form: 

C = ( f l (0) H 1 (o) ) (3.43) 
which- can be reduced to 

i 2 ( 
a 

I 
'al' 

o 
kl V a l ' . k l 

o 
al (3*44) 

To calculate the amount of splitting it is necessary to find an 

explicit form for The favored approach is to approximate 

Vab c cj by a point multipole-multipole interaction, and disregard all 

except the first non-vanishing terms. If the dipole-dipole interactiq% 

term is different from zero; 

2 
V 
ab,cd D3 2 ^ 2 qlab qlcd "

 q2ab q2cd M3ab M3ed' 
R 
ab,cd 

where e is the charge of the electron, R the inter-molecular distance, 

and q l a b , q 2 a b , and q^b and q ^ , q ^ , and q ^ are the coordinates 

of an electron on molecule ab and cd respectivelya The sum is extended 
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over all electrons in each molecule. The molecular axes are defined 

so that.the two q1-axes,coincide, and the q 2- and q3-axes form parallel 

pairs* This expression gives: 

2 C = -i 2 w r ~ ° - 1 

a R 3al Skl ^ 

q2ab q2cd " q3ab ?al' f 
2 

2 2 qlab qlcd ( 3 ^ 6 ) 

o 
kl 

c = -i 2 3. p ( 2 cos e 1 a l . cos e 1 k l 

a al*,kl 
- cos e 2 a l , cos e 2 k l - cos e 3 a l , cos e 3 k l ) 

where p is the transition moment. 

P = j Z | f° ) , (3»47) 
and the angles 0 are the angles between the transition moment and the 

molecular axes, q° 

The magnitude of the transition moment may be calculated or 

estimated from the absorption of the substance in solution: 

p2 (cm2) = 3.97 • 10~20 J C ~ (3,48) 
where £ is the molar extinction coefficient and the integral extends 

over the entire band» 

However, this procedure is correct only in the case of very 

strong interaction, when the coupling is much greater than the vibra­

tional incrementso As the amount of interaction decreases it becomes 

necessary to count the interaction between individual vibronic level's-
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and as the interaction decreases further and becomes much less than the 

vibrational increments it is sufficient to calculate interactions be­

tween vihranic levels of the same energy. In this case p is the tran­

sition moment of a single vibronic transition, and the integration in 

Equation is carried over only the corresponding vibronic peak. 

Denoting the halfwidth of the entire electronic band by A, Peterson and 

Simpson (56) find the following criteria for weak, intermediate and 

strong, .coupling 

2 C 4( A weak coupling (3*49) 

2 C = A intermediate coupling 

2 C » A strong coupling 

In the next(chapter the theory as outlined will be used to dis­

cuss the absorption spectrum of crystalline decaborane* We shall see 

that decaborane crystal contains two sets of equivalent sites, but that 

the theory can be applied without modification to each set separately* 

The site group will be found to be C 2 , while the factor group will be 

found to be isomorphic to C 2h» Using the character tables of these groups 

and Equation (3*33) we shall show that an or A 2 excited state of the 

free molecule will give rise to four excited states of the crystal 

characterized by wavevector zero; one A and one A state for each set 
1 g u 

of equivalent sites* A E^ or B 2 excited state of the free molecule will 

give rise to four excited crystal states with wavevector zero; one 

and on B state for each set of equivalent sites* 

Transitions from a totally symmetric ground state to A or B 
9 9 

excited states are forbidden, while transitions to A and B states 
J u u 

are allowed for radiation polarized along different crystal axes* On 
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the bases, of. ahscrptionof- polarized radiation by monocrystalline 

decaborane.we shall be able to conclude that the excited crystal state 

is a B state, and hence that the excited state of the free molecule is u 7 

of B r or Rg....symmetry. 

Finally we shall allow the two B states to interact and caleu-1 u 

late the resulting,splitting with the help of Equation (3 . 4 6 ) . Deca­

borane will prove to exhibit only weak intermolecular coupling, and the 

splitting will be found to be too small to be observed. 



CHAPTER IV 

RESULTS AND DISCUSSION 

Solution Spectra»—The main features of the solution spectra are 

summarized in Table 2» 

The. absorption, spectrum of decaborane in cyclohexane was re­

corded from 3600 X to 2300 X at 2-5°• C and was found to exhibit one 
simple peak without any indication of shoulders and with maximum ab­

sorption at 2700 + 10 8. The absorption appeared to begin at 3200 + 
50 ft, or 31250 + $00 cm . This was in so marked disagreement with 

Pimentel and Pitzer (57) who reported the absorption to begin at 3600 
+ 50 5?5 that Solution III which is nearly twice as concentrated as the 

most concentrated solution, used by these workers, was prepared* This 

solution exhibited no absorption afeove 3370 8; at 3300 % the molar ex­
tinction coefficient is less than 0.5? and at 3250 8 it is I06 and is 
increasing rapidly. 

In view of the fact that the sample employed in this investiga­

tion had a sharper melting point than theirs (97.9 - 98.0° C as com­
pared to 99-3° - 99*6° c) it appears likely that the long wavelength 
absorption observed by Pimentel and Pitzer is due to impurities* The 

0-0 transition in cyclohexane can then be localized at 3250 + 50 8 or 

30750 + 500 cm" 1. 
The magnitude of the transition moment was determined byj 

graphical integration over the band (Equation 3*4-8): : — ; • ' • 
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pz = 0.21 x 1 0 ~ l 6 cm 2 

and the oscillator strength of the transition was found from 

f = 4 . 3 3 x 10" 9 J 6 (co) d 
Graphical integration gave 

f = 0.10 

Table 2. Absorption Spectra of Solutions of B 1 0H 1 4. and 2,4-B10H-| 2l2 at 
25° C 

I. 

II. 

VII. 

Solution No. 

B 1 0 H U in C 6 H 6 

IV- B 1 0 H 1 4 in CH^CN 

Wavelength of 
Maximum Absorption 

2630 4- 10 X 

VI. 2 . , 4 - B 1 0 H 1 2 I 2
 i n CH 3CN 3 1 3 0 + 1 0 X 

Maximum Molar 
Extinction Coeffi­
cient (Mol~ 1cm - 1l) 

2700+10 X (2720+50 8)5 2950 ( 3 2 0 0 + 1 0 0 ) 5 

2710 

2820 

2750 

1590 

14.80 

The band halfwidth was found to be 

A = 7000 cm -1 

(5) Values reported by Pimentel and Pitzer (57). 
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The absorption spectrum of decaborane in acetonitrile also con­

sists of one simple peak, but the absorption begins at 3100 + 50 X and 

the maximum-is shifted to 2630 .+ 10 X. 

The energy of the.0-0 transition is hence 1000 cm ^ less in 

the. nonpalar solvent, cyclohexane, than in the polar solvent, ace­

tonitrile* Since the electronic transition is in the boron framework, 

the interaction between solvent and solute can be assumed to be a dipole-

dipole interaction, where the solvent molecules are placed around the 

solute molecule in the energetically favored way, and the energy of 

each electronic state is lowered by an amount that increases with the 

dipole moment of the state* It then follows from the observed blueshift 

in acetonitrile that the excited state of decaborane has a smaller di­

pole moment than the ground state* 

Spectra of 2,4.-diiododecaborane in acetonitrile at 25° C were 

recorded from 5600 X to 2300 X. In addition to a peak at 3130 + 10 X 

there is clear indication of a much stronger peak below 2300 X* 

Gas Spectrum»f—The absorption of gaseous decaborane was measured with 

optical paths ranging from 0.57 to 0.85 cm atm at temperatures from 90 

to 14-0° C, and was found to begin at 3215 + 20 X in excellent agree­

ment with the assignment of the 0-0 transition in cyclohexane solution. 

The absorption increases rapidly towards shorter wavelengths, but no 

vibrational structure was found. It is known that decabprane is de­

composed by ultraviolet radiation (58), hence this lack of structure 

might be due to dissociation. 

Glass Spectrum.—The absorption spectrum of decaborane in solid solution 

in iso$>entiaii©*ether at 77° K was found to begin at 3100 X and increase 
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rapidly towards shorter wavelength, but the spectrum showed no 

structure. 

Crystal Spectra*—The absorption of radiation polarized along the b 

and c crystal axes was measured at room.temperature, at liquid nitro­

gen, temperature, and at liquid helium temperature. Different crystals 

studied, ranged in thickness from 6...to. 250 microns. 

At room, temperature the absorption of radiation polarized 

along the b-axis seems to begin at 322-5-+ 10 X. No structure is found, 

but when the crystal is cooled to 77° K some diffuse lines appear, 

and at 4° K the spectrum exhibits several sharp lines. The first line 

is observed at 3219*0 X, no absorption is found on the long wavelength 

side of this line even with the thickest crystals- As the wavelength 

decreases the lines become broader, and it becomes increasingly 

difficult to distinguish them from the continuous background. Thus, 

although the wavelength of the first line is believed to be determined 

with an accuracy of + 0.2 X, the uncertainty has increased to + 2 X at 

3019 X, and beyond this point the spectrum appears to be continuous. 

All lines found are listed in Table 3> and microphotometer traces of 

the spectrum are presented in Fig. 3* 

At room temperature radiation polarized along the crystal c-

axis is transmitted down to 3100 X, and as the temperature of the 

crystal decreases the transmittancy increases. Even at 4.2° K the 

radiation suffers loss of intensity on passing through the crystal, but 

no structure is observed^ and hence this loss is believed to be due to 

scattering. It is therefore concluded that the transition moment has 

a component along the crystal b-axis, but none along the c-axis* 
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Table 3« Absorption Lines of Radiat 
Monoorystal1ine Decaborane 

WAVELENGTH...(X) WAVENUMBER . (cm" 

3 2 1 9 . 0 3 1 0 5 7 
3212-.3 1 2 2 
3139.7 3 4 2 
3 1 8 1 . 8 4 2 0 
3 1 ^ 9 . 0 4 4 8 
3 1 7 5 - 5 4 8 2 
3 1 7 3 . 3 5 0 4 
3170 .0 5 3 7 
3168 .8 5 4 9 
3 1 6 5 . 4 . 582 
3 1 6 1 . 9 6 1 7 
3 1 6 0 . 1 6 3 6 
3 1 5 3 . 4 702 
3 1 5 2 . 1 715 
3 1 4 6 . 6 771 
3 1 4 4 * 2 7 9 5 
3 U 0 . 7 8 3 1 
3 1 3 7 . 5 863 
3 1 3 3 . 4 9 0 5 
3 1 2 9 . 4 9 4 6 
3 1 2 6 . 9 971 
3 1 2 5 - 2 9 8 8 
3 1 2 3 . 2 3 2 0 1 0 
3 1 2 1 . 9 023 
3 1 1 7 . 6 0 6 6 
3 1 1 4 . 8 0 9 6 
3 1 1 1 * 5 1 3 0 
3 1 0 3 . 4 213 
3 1 0 0 . 9 2 4 0 
3 0 9 6 2 9 0 
3 0 9 4 3 1 0 
3 0 9 2 3 3 0 
3086 390 
3 0 8 2 4 4 0 
3 0 7 6 470 
3 0 7 3 530 
3070 5 6 0 
3 0 6 4 620 
3 0 6 2 6 5 0 
3 0 5 9 680 
3 0 5 5 720 
3 0 2 5 33050 
3 0 1 9 1 1 0 

ion Polarized Along the b-Axis of 
at 4*2° K. 

VIBRATIONAL 
) DESCRIPTION ASSIGNMENT 

Vi v 2 v 3 

St sh 0 0 0 
St vb -w -w -St sh 0 1 0 
St sh 1 0 0 
w -w 
w -m sh 0 1 1 
m sh 1 0 1 
w -shoulder -st sh 0 1 2 
shoulder -st b 1 -

st sh 0 2 0 
st sh 1 1 0 
st sh 2 0 0 
w -m b -b 
shoulder -w -st b -st b -shoulder -st b 0 3 0 
st b 1 2 0 
st b 2 1 0 
shoulder 3 0 0 
shoulder -w b -w b -w b -w b -w b -w b 1 3 0 
w b 2 2 0 
w b -w b 4 0 0 
w b 3 2 0 
w b 5 0 0 

w - weak 
vb = very broad 

m =: medium 
b = broad 

st = strong 
sh = sharp 
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Figure 3. Absorption of Radiation Polarized along the b-Axis of 
Monocrystalline Decaborane at k.2°K. Crystal Thickness: 
2 0 0 microns (A), 1 5 microns (B and C), and 6 microns (D)• 
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In order to interpret the speqtrum it is necessary to consider 

.the .crystal, structure. Kasper, Lucht and Harker ( 5 9 ) found the 

crystal to be monoclinic. but pseudoorthororabic of class (60)» The 

unit, cell used by these workers is shown in Fig. 4-A. It contains eight 

molecules lying, in a plane (the a-b plane) with the molecular z-axis 

parallel, to the crystal c-axis, but with the positive part of the 

z-axis pointing up or down as shown. The unit cell dimensions are: 

a. = 1 4 * 4 5 - b = 20.88. ft, and c = 5»68 8. 

The crystal is highly twinned in the b-direction; the unit cell 

of the twin lattice can be formed from the unit cell in Fig» J+A by a 

180° rotation around the b-axis followed by the non-primitive transla­

tion 

t = 7 (a + b) 

We will, however, consider decaborane as an ideal crystal, and return 

to discuss effects arising from the twinning later. 

A primitive unit cell is shown in Fig. 4B« It contains four 

molecules in sites labeled a, p, y, and 6. Each site contains a two­

fold rotation axis normal to the plane of the paper, and the site 

group, S, is thus C 2 for all sites. In addition to the two-fold rota­

tion axes the space group includes inversion centers, glide planes and 

combinations of these with the primitive translations (6l). The 

primitive vectors corresponding to this unit cell are t., = _a, t 2 = 

J(a + b) , and t 3 = c° 

Denoting the set of all primitive translations by T and the set 

of space group elements by G, G can be broken down into cosets of T: 

G = Te + Tc 2 + Td h + Ti U..l) 
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Figure k. Crystal Structure of Decaborane. Unit Cell According to 
KLH (A), Primitive Unit Cell (B), and the Directions of 
the Molecular Axis (c). (Molecules marked Z have the 
positive part of the molecular z-axis above the plane of 
the paper). 
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where e, c 2, 0 ,̂, and i are the identify operation, a two-fold rotation 

a glideplane,...and an inversion operation respectively. The factor 

group.,.-F,. is. therefore of order four, and by writing down the multi-

plication..table, it is found to be isomorphic with the point group C 2 n» 

The. character tables of the molecular point group, M, and the site 

.and factor group are collected in Table 4 * 

The elements of the factor group are found to exchange sites in 

the following way: 

Te no exchange 

Tc 2 no exchange 

Tcf̂  ri exchanged with y 

p exchanged with 5 

Table The Character Tables of the Molecular Pointgroup, the Site 
Group, and the Factor Group of Decaborane. 

C 2 = S 

e c 2 
d 
X 

d 

Ai 1 1 1 1 
A 2 

1 1 -1 -1 
Bi 1 -1 -1 1 
B 2 

1 

e 

-1 

c 2 

1 -1 

A 1 1 z 
B 1 -1 

Te Tc 2 J\ Ti 

A 
g 

1 1 l 1 
A 
u 

1 1 -l -1 
B 
g 

1 -1 -i 1 
B 
U 

1 -1 l -1 
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Ti a exchanged with y 

p exchanged with b 

Decaborane thus contains two sets of equivalent sites, ̂  a, y } and 

£ p., &}• and all sites are preserved by the same cosets, Te and Tc 2. 

In chapter IH it was assumed that the crystal contained only one 

set of equivalent sites, so the results obtained there cannot be applied 

to decaharane without comment. 

The first effect of the crystalline state is to perturb the wave-

functions of the free molecule, {̂ Ĵ 5 ̂ o give a new set of molecular 

functions that transform like one of the irreducible representations of 

the site group. If all sites were equivalent, the new functions and the 

corresponding energies would be identical for all molecules in the 

crystal, but it is not obvious that this is true for non-equivalent sites. 

Again considering the interaction potential, V 5 as a perturbation, the 

energy of a molecule in the ground state is given by first order perturba­

tion theory: 

w

( o )Wo ) + z (<p(S) <p(o) 

k a ab# ka T ka Tab 

V ka,ab 

(o)'_ (o) ^ y w k p - w + 2 ( C D ( G ) C D ( O ) 

abjfckp v T k p Jab V kp, ab 

where w (0) (0) , and w (0) are the energies of a free molecule, a molecule 
in site ka, and a molecule in site kp respectively. The two energies are found to be equal: For each a-o interaction (0)' (o)' in w, there is a corresponding p-p interaction in w^ , and for each 

"ka a - y interaction in the former there is a corresponding p -~6 interaction 

in the latter. (This may not be apparent from the unit cell Fig. 4-B, but 
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^kaky ~ ^kp k'& w n e r e ^' = k + t 2 ) . Furthermore, for each a - b inters>... 

action in the. former there is a p - y interaction in the latter (found by 

an inversion operation), and the same a - p interaction terms are found 

in both sums. 

The energies of the i'th excited state are given by: 

ka ab#ka- V ka,ab 

kp,ab 

i f ' (4.3) 

Again the a - a interactions match the p-p interactions and fi - y inter­

actions match p - & interactions. And if V is approximated by a point 

multipole-multipole interact!on,and if terms higher than quadrupole-

quadrupole interaction are disregarded, the a-p and a-& interactions 
(i)' (i)' in w£ a are found to be equal to the p^a and p-y interactions in 

We, therefore, conclude that the energies of molecular states are 

identical for all molecules in the crystal. 

The wavefunctions are found from second order perturbation theory. 

The mixing of wavefunctions of the free molecule is determined by matrix 

elements of the form: 

and 

v 

v ab*kp KJkp fab kp,ab 

Under the approximation of V mentioned in the previous paragraph, the 

matrix elements are found to be equal, and we conclude that the wave-

functions also are identical for all molecules in the crystal. 
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Denoting the wavefunction of the ground state of a molecule in 

the crystal by and the wavefunction of an excited state by cp1, we can 
3 

now construct the 4N degenerate functions 

f k l = ? k i I a

b' f a b U ^ 

3 
as in ChapterIII* Fixing our attention on the 2N functions where the ex-

citon is in the same set of equivalent sites, e.g., ^ a , f^, the argu­

ments in Chapter III can be repeated step by step. The <^'-functions are 

combined to form one-site excitons, and the one-site excitons with wave-

vector zero must in turn be combined to form bases for the irreducible 

representations of the factor group,: the number of crystal wavefunctions 

belonging to each factor group representation given by Equation (3*32) 

and Equation (3»33)» Since the selection rule AK = 0 still is valid, 

these will be the only optically active states at low temperatures. 

In decaborane the distinction between an A-, and A 2 state of the 

free molecule is removed by the perturbation calculations; both give rise 
to an A site group state. The number of crystal wavefunctions belonging 

9 to the A factor group representation arising from one-site excitons ^^(0) 

and y/;(o) is: 

\ = aA A = * t XS ( e ) X F 9 ( T e ) + X S ( C * } * E 9 ( T C ^ U ° 6 ) 

g ' g 

= i (1 X 1 + 1 X l) = 1 

Further we find 
A 

n A u = 1 U.7) 



61 

\ = aA B = * t XS ( e ) X F 9 ( T e ) + X S ( C 2 } X F 9 ( T C * ) ] U » 8 ) 

g ' g 

= J [1 x 1 + 1 x ( - l ) ] = o 

A n B = 0 (4,9) 
u 

Similarly itis found that a B 1 or B 2 state of the free molecule gives 

rise.to one B. and one B state of the crystal. From the character table g u 
of F,.. Table 4, we see that transitions from a totally symmetric, A , 

g 

ground state is, allowed to an A u excited state for radiation polarized 

along the crystal e-axis and to a B u excited state for radiation polariz­

ed along the crystal a- or b-axis, while transitions to A and B states 
g g 

are forbidden. 

In the same manner it is found that ah A.- or A 2 state of the free 

molecule will give rise to the two one-site excitohs^(O) and ^ A ( p ) on 

the other set of equivalent sites, which in turn will combine to one A^ 

and one A y crystal state, and a molecular or B 2 excited state of the 

free molecule will yield the one-site excitons^(O) and t|^(0) which will 

combine to one B^ and one B u crystal state* Hence whatever the symmetry 

of the excited state of the free molecule, the crystal will have two 

optically active excited states, either two A u states or two B u states. 

These results are summarized in Table 5* 

Since the crystal absorbs radiation polarized along the b-axis, 

while radiation polarized along the c-axis is transmitted, the excited 

crystal states must be B^ states, which means that the excited molecular 

state is either a B 1 or a B 2 state. The molecular state could be a 

vibronic coupling (62) of an A 2 electronic state with a b 1 or b 2 vibra-
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tion, but this appears unlikely as an A 2 electronic state would mix with 

A-, states under the crystal field perturbation, the transition would 

Table 5» Relations Between Molecular and Crystal States of Decaborane. 

EXCITED 
MOLECULAR SITE CRYSTAL TRANSITION 
STATE STATE STATE -MOMENT 

A g (a,y) o 

A 1 5 A 2 A A u ( a ' ^ c ~ a x i s 

A g (p,&) o 
A

u (p*&) c-axis 

B g (,a,r) o 

B 1 5 B 2 B Bu ( a ^ } a " a n d b " a x l S 

B g (p,6) o 
B u (p«&) a ~ a n c* b-axis 

(a,y): exciton traveling over sites a and y* 

(p,&): exciton traveling over sites p and b* 

borrow intensity from the A 1 transitions, and we should observe absorption 

of radiation polarized along the crystal c-axis. Such borrowing of 

intensity is observed in crystalline benzene where the 4-.71 ev transi­

tion to a B 2 U state becomes allowed through perturbation by other states, 

mainly an E 1 u state at 6.76 ev (63)» 

It is therefore concluded that the symmetry of the free excited 

molecule is either B-, or B 2 and that the transition is allowed. 

Since no absorption is observed on the long wavelength side of the 

line at 3219*0 X this line must correspond to the 0-0 transition to the 
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lowest of the B^-states if they are non-degenerate or to both if they are 

degenerate... 

The wavefunctions of the two optically active excited states are: 

vT, Bu =2-iU*(0) - dAo)] 
x a, Y 

U o l O ) 

Using the Hamiltonian of the crystal (Equation (3*8)) the energy of the 

first state is found to be 

W H 1 
I i a. 

i (̂ a

B(o) H $® 
H fr(o) 

H 

Y 

) 

(4.11) 

Which, by Equation (3«42) and Equation (3«44) reduces toi 

B w \ . = (4N3 - l) w° + a,Y 

+ i Zab*ka
 (cPka ?ab 

w 

V ab.ka 
B 

fka fab ° ) 

cd*ka ab*cd v yab ycd | ab,cd 
aibjfcka 

o o \ 
ab <Pcd ] 

+ * 2 a*k ( < p a a ?ka V aa,ka 
o _ B ^ 

faa f ka 
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+ J 2 ab^k Y ab,k Y TkT fab 
o \ 

+ * 2 c d * k Y ,*ab*cd
 (<J>ab fed Vab,ed fab fed } 

ab^k Y 

+ 1 V ( ? a Y T̂r V 
B ) 

a ^ f a d f k Y | Wy j f a a f k Y 

T B 

The energy of ̂ p u
6 ^ s found by systematically exchanging a with p. and 

X with..b. in the expression above, and the two energies are found to be 

equal just as. When we considered excitation localized on one molecule 

(Equation The functions VJĴy. a n <^ ' vfp U5 therefore, appear to be 

degenerate. 

However, the matrix element of the crystal Hamiltonian between 

the two functions is found to be different from zero: C - (vlA 

- i (^(D) 

^(0)) - i (^(0) | H | ^ ( 0 ) ) 

p̂(2))+4 (̂ (o) I HUb(O) ) 

(4.13) 

Which by symmetry reduces to 

C = (^(0) 

c = (uAo) V 
)" Hlf&(2) } 'u*u) 

y/B(o) ) - (̂ B(o) I v $ ( o ) ) 
The matrix element of ? between the one-site excitons can be cal­

culated by means of Equation (3#-46) if the magnitude and orientation of 
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the transition moment, p.-. is known. The magnitude of p was determined 

from the absorption, spectrum of decaborane in cyclohexane: 

p 2 = 0*21. f 1 0 " 1 6 cm 2 

but the orientation is unknown* The matrix elements were therefore cal­

culated under two assumptions: 

(1) p is directed along the molecular x-axis 

(2) p is directed along the molecular y-axis 

Under the first assumption 

2 C (B-,) = -380 cm" 1 

when interaction with the 72 nearest neighbours is taken into account, 

while the second assumption gave 

2 C (B 2) = 200 cm" 1 

It should be noted that the question of convergence of the series 

in Equation (3*4-6) should be considered* In the case of decaborane, how­

ever, there are interactions of different signs that lead to nearly per­

fect cancellation when R is greater than 10 X* 

Since the width of the entire electronic band, A, was found to be 

7000 cm" 1, 
2 C<A 

in either case, and we have a case of weak coupling in the nomenclature 

of Peterson and Simpson (see Equation 3*4-9̂ )* Thus, only vibronic 

states of the same energy interact* 

Since the matrix element of the crystal Hamiltonian between the 

wavefunctionsvEp11 and vE'? u

e is different from zero, better wave-

functions of the crystal are found by solving a 2 x 2 secular equation* 

This gives 
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H u 
¥ + = 2 " * ( * £ Y + ) ( 4 . 1 5 ) 

Bu 

- = 2^ (aA - vDBu ) 

the difference in energy being 

2 C* = 2 (\jA 
a5T 

H P95 

when the matrix element is between equal vibronic levels only. 
To calculate the splitting of the Q-0 line it is necessary to know 

the magnitude and direction of the transition moment.of the 0 - 0 transition. 
Assuming the line at 3219.p % to correspond to one of the 0 - 0 transitions, 
the order of magnitude of p can be estimated: A 70 micron thick crystal 
was found to have about 1 0 per cent transmission at this wavelength, 
corresponding to a molar extinction coefficient of 1 8 . The halfwidth is 
1 9 cm 1 and. the integral 

C dv = 8 _ 1 9 _ 
v 31000 

and the transition moment is found from Equation ( 3 * 4 ^ ) 

p^ = 4»4 x 1 0 2 2 cm2 

Assuming p to be directed along the molecular x-axis and counting inter­
action with 72 nearest neighbours one finds 

2 C (Bj = -8 x K f 3 cm"1 

or. if p is directed along the molecular y-axis 
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2 C (B 2) = 4 x lb""3 cm 

Transitions from the totally symmetric ground state \ J / to the two excited 

states * ^ B u and should hence give two lines, spaced less than 0.01 
-1 - + 

cm apart. However, in the current experiment the resolution is about 

5 cm 1 so the two lines will appear as one. namely the line at 3219*0 X. 

As the wavelength decreases the absorption lines become more 

intense. The transition moment and hence the splitting increases 

accordingly, which might account for the increasing broadness of the ab­

sorption lines below 3130 X. It appears then that the structure which is 

observed must be entirely due to vibrations, and since the electronic 

transition is allowed, the, vibrations are probably totally symmetric. 

It is seen from Fig* 5 that 1.8 of the 42 lines observed (and these 

18 include all strong, sharp lines) can be explained by three vibrational 

increments: 

v-| = 425 cm 1 

v 2 = 390 cm 1 

v 3 = 135 cm 1 

Even if these frequencies correspond to vibrations of the excited state 

of decaborane, they are so low that they may be assigned to boron-

framework vibrations. 

Conspicuous among the lines that do not fit into this vibrational 

scheme; is the very broad, very strong line at 3212 X (see Fig. 3)* 

The integrated intensity appears to be considerable, andthe halfwidth 

is five times the halfwidth of the 0-0 lines at 3219*0 X. It seemed 

reasonable to assume that the broadness is due to some lattii&edefect 
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Figure 5. Vibrational Structure of the Spectrum of Crystalline Decaborane 
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that would lead to a break-down in the selection rule on K and a corres­

ponding, .broadening, of the 1 ine• 

It. was •mentioned...briefly above that the x-ray studies showed deca­

borane. to.be.highly, twinned in the.br-direction (.64) • Denoting the twin 

with, unit cell as shown.in Fig* 4A-by Twin A, the unit cell of twin B 

can..he...obtained from the unit cell of Twin A by a rotation of 180° 

,.around the b-axis followed by the non^primitive translation l / 4 (a + b) . 

Kasper, Lueht and Harker found that.the probability for a unit cell of 

Twin. A to be followed by a unit cell B was 1 : 2 0 * An idealized model of 

the twinned decaborane crystal can therefore be constructed in the follow­

ing, way: An asymmetric unit is formed from two crystal sheets, infinite 

in the a. and c direction but only 2 0 b thick* One of the sheets is of 

type A and the other of type B, and this asymmetric unit is then repeated 

every 4 0 b» 

The wavefunctions of the optically active states of the crystal can 

then be constructed from the wavefunctions of the optically active 

states of each sheet, and the corresponding energy levels calculated. 

The lack of periodicity in the real crystal (or the varying sheet thick­

ness) would tend to make these levels diffuse. The spectral lines will be 

broad, but the maxima are not expected to shift. 

Given the wavefunctions of the two sheets in the asymmetric unit 

the wavefunctions of the idealized twinned crystal can be found in a 

manner completely analogous to the method employed in finding the wave-

functions of an untwinned crystal from the wavefunctions of the molecule: 

We have a new primitive vector = 4 0 b and form one-sheet (A or B ) exci­

tons characterized by a wavevector L * The optically active excited states 

would again have L = 0» 
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If. the, wavefunctions of each sheet can be assumed to have cyclic 

boundary conditions, the wavefunctions of the optically active excited 

states of the sheets are given by 

\p +
U (Twin A), 

VJp _ U (Twin A) (4.17) 

and 

Bu 

(p " (Twin B ) , Vp (Twin B ) 

while the ground state wavefunctions are 

(Twin. A) and \Jf (Twin B ) 
( 4 . 1 8 ) 

Combining these functions we find that the energies of the resulting 

wavefunctions with L = 0 differ only by matrix elements of the form 

(\p (Twin A . ) ('0) "(Twin B ) | V | Vp (Twin B ) \js | (o) (Twin A)) (4.19) 

These matrix elements are clearly smaller than matrix elements between 

one-site excitons on the same sheet, and we have already seen that these 

are insignificant. Hence no new effects can be expected when the crystal 

twinning is taken into consideration* This conclusion, however, rests 

on the assumption that the wavefunctions of the sheets have cyclic 

boundary conditions. Because of the very limited extension of each sheet 

in the b-direction, it is conceivable that this assumption is not valid? 

and that another kind of wavefunctions must be found. But no conclusions 

can be drawn before the nature of the new boundary conditions is known. 



71 

The line at. 3212.. % .might be assigned to the 0-0 molecular transi­

tion, plus a lattice vibration* The broadness of the line could be due 

to a packet of vibrations of nearly equal frequencies or to the break­

down of the selection rule AK = 0 when lattice vibrations are excited. 

No investigation of lattice frequencies of crystalline decaborane has 
been reported, but heat capacity data below 30° K ( 6 5 ) give a maximum 

Debye frequency of 500 cm ^-

Concluding Remarks.—We have now succeeded in finding at least partial 

answers to the questions that were raised at the end of Chapter 1. Evi­

dence is found for only one electronic transition of energy less than 

5*0 ev, the energy of the 0-0 transition being 3*85 ev in the crystal. 
If there is another transition,, it must be of only slightly higher 

energy so that it is concealed by the 3*85 ev transition. 
The magnitude of the transition moment and the oscillator 

strength which were determined from the absorption spectrum of deca­

borane in cyclohexane, indicate that the transition is allowed, and this 

assumption was confirmed by.a detailed analysis of the crystal spectrum 

which clearly showed that the excited state of the free molecule is 

a B« or a B 2 state. The transition is hence allowed for radiation polarized 

along the molecular x- or y-axis. 

The magnitude of the crystal field induced splitting of vibronic 

levels was shown to be insignificant, so the lines observed in the 

crystal spectrum at 4.2° K must be due to vibrations of the electronically 

excited molecule* Three frequencies, 425 cm \ 390 cm ^ and 135 cm r l, 

are predominantj but since the gas phase spectrum lacks structure, they 

cannot be correlated with any frequencies of the molecule in the ground 

state. 



. Finally the solvent effect indicates that the dipole moment of 

the excited, state is less than the dipole moment of the ground state. 



CHAPTER V 

CONCLUSIONS AND RECOMMENDATIONS 

The absorption spectra in the near ultraviolet of decaborane gas, 

solutions and crystals were investigated, and one electronic absorption 

band with the 0-0 transition at 3-Si + 0.0.6 ev in solution in cyclo­

hexane, 3*86 + 0»03 ev in the gas, and 3»85 ev in the crystal was found. 
The existence of another excited electronic state of slightly 

higher energy cannot be ruled out however, as the absorption due to 

transitions to this state might be concealed by the absorption due to the 

3*85 ev transition. 
Assuming that the absorption of decaborane in cyclohexane is due 

to one transition only, the transition moment and oscillator strength 

are 
p 2 = 0.21 x 10" 1 6 cm 2 and f = 0.10 

respectively* 

The shift of the 0-0 transition towards the blue in polar sol­

vents indicates that the dipole moment of the excited state is less than 

that of the ground' state. 

The wavefunction of the excited state of the free molecule is 

either of B-| or B 2 symmetry, and the transition is hence allowed and 

polarized perpendicular to the two-fold symmetry axis of the molecule. 

In the crystal the electronic transition is accompanied by three totally 

symmetric boron framework vibrations of the excited molecule, 
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v-, =. . 425 cm , v 2 - 390 cm , and v 3 = 135 cm 

A detailed discussion of the wavefunctions and energies of the 

optically active excited crystal states indicates that the Davydov-

splitting should be too small to be observed under the experimental 

conditions, and indeed none was observed. 

The lack of vibrational structure of the gas phase absorption 

spectrum and the increasing continuous background absorption in the 

crystal indicate dissociation in agreement with observations of other 

workers (6.6). 

Since, the energy of the 0-0 transition (3-85 ev) is considerably 

higher than the highest energy-of the luminescence spectrum observed by 

Pimentel and Pitzer, we suggest that the luminseence is, due to a lower-

lying triplet state. 

It is seen that all three models of bonding in decaborane describ­

ed in Chapter I predict a symmetry of the excited state in agreement with 

our assignment, but there is no evidence for the second transition 

predicted byuhoth the ECL and MLL model. The energy of the transition 

predicted from the MLL model is far too great, while the free particle 

in hemispherical box model is surprisingly accurate. 

Both the ECL and the MLL model predict that the transition would 

decrease the charge density on boron atoms 2 and 4 and increase the 

charge density on boron atoms 5, 7, 8, and 10, which agrees with the 

observation that the dipole moment of the excited state is less than the 

dipole moment of the ground state. 

It was found that the absorption spectrum of 2,4-diiododecaborane 

in acetonitrile exhibits two peaks, one at 3130 % and one at wavelengths 
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shorter, than.. 2300 ft. . Work is presently going on in this laboratory to 

determine -the symmetries of the two excited states in order to corre­

late .them with the corresponding states in decaborane. 

During recent years so many derivatives of decaborane have been 

synthesized and characterized that a critical comparison of their 

absorption spectra should yield considerable information. 



APPENDIX 

ON THE CHEMISTRY OF DECABORANE 

Since they are not mentioned in the literature, brief note wi 

be made of two observations on the chemistry of decaborane that were 

made accidentally during the course of this work: 

Decaborane was found to react with acetone to form a white 

crystalline substance that could be sublimed at room temperature. 

2«4--diiododecaborane reacts readily with acetonitrile at room 

temperature to form a substance characterized by a strong absorption 

peak at 24-50 + 30 5L 
No attempt was made to investigate the products. 
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