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Abstract— Spatial alarms are personalized location-based trig- time-based alarms, the future time instance associatdutinet
gers installed by mobile users to serve as a reminder of a gccurrence of this event is not definite. Thus, spatial aarm
location of interest to be encountered in their future trips. can be modeled as location-based triggers which are fired

Unlike continuous spatial queries, spatial alarms do not require whenever a mobile user enters the spatial region of the alarm
immediate processing and periodic reevaluation upon installation. W€ e e sp €gion o a

Thus, a critical challenge for efficient processing of spatial Spatial alarms provide critical capabilities for many loca-
alarms is to determine when to evaluate each spatial alarm, based applications ranging from real time personal asgssta
while ensuring the demanding requirements ofhigh accuracy inventory tracking, to safety warning systems.

and system scalability. In this paper, we compare alternative  gnatial alarm processing requires meeting two demanding
approaches for evaluation of spatial alarms:periodic evaluation, . . . .

safe period-based processing and safe region-based processing. objectiveshigh accu_J_racyV\_/hlch ensures no alarms are missed,
We argue that the safe region-based approach provides highly and system scalabilitywhich guarantees that the alarm pro-
efficient processing of spatial alarms at the server. Furthermcg, cessing system scales to large number of spatial alarms and

it reduces wireless communication costs and energy consump-growing base of mobile users. A simple approach to similar
tion on the client side by reducing the number of location problems involves periodic evaluations at a high frequency

updates to be transmitted to the server without sacrificing Each tial al luati b ducted by testi
accuracy of spatial alarm evaluation. We develop safe region =2Ch Spatial alarm evajuation can be conducted Dy testing

computation techniques based on different heuristics, namely, Whether the user is entering the spatial region of any of her
Maximum Perimeter Rectangular Safe Region (MPSR), Largest relevant alarms. High frequency is essential to ensurenthra

Component Rectangles Safe Region (LCSR) and Bitmap Encoded  of the alarms are missed. Though periodic evaluation islgimp
Safe Region (BSR) approach, and present anin-depth study on i cap pe extremely inefficient due to frequent alarm evadmat

trade-offs involved in the selection of an appropriate safe region d the hiah rate of irrel t luati This i .
computation strategy. Our experimental evaluation shows that 210 th€ high rate ot irrelevant evaluations. 1his 1s esfigcia

the best optimization strategy requires an approach which adapts true when the mobile user is traveling in a location that is
to changing system load conditions and resource constraints, asdistant from all her location triggers, or when all her alarm
none of the safe region computation techniques outperforms the are set on spatial regions that are far apart from one another
others on all relevant e\{aluatlon metrics. Expgrlmental evaluatlop Spatial alarms can be processed using server-based infras-
also validates our conjecture that safe region-based processmg,[ructure client-based architecture or a cooperativeitcture
offers close to optimal performance in terms of CPU load on the ! . e
server and wireless communication costs at the mobile clients. Where the server and client share the responsibility ofnalar
processing. A server-based approach must allow optirizsiti
|. INTRODUCTION for processing spatial alarms installed by multiple mobile
With the advent of mobile communication technologglients, whereas a client-based approach focuses more on
and continued price reduction of location tracking devicesnergy-efficient solutions for evaluating a set of spatiatras
location-based services (LBSs) are widely recognized as iastalled on a single client. We discuss server-centric ap-
important capability of the future computing environme@it [ proaches for scalable processing of spatial alarms, aimed
Spatial alarms are one of the fundamental functionality fat optimizing the conventional approach of periodic alarm
many LBSs. In this paper we present safe region-based omtiocessing. We show that a cooperative approach where the
mization techniques for efficient processing of spatiatrata server computes a safe region for the client and the client
in a client-server based architecture. monitors its position within this safe region outperforntber
Spatial alarms extend the idea of time-based alarms gerver-based processing techniques.
future events that do not have a definite time of occurrenceln this paper, we propose the idea of safe region-based
associated with them but are sensitive to spatial locatiopsocessing of spatial alarms and discuss different teciesiq
which mobile users may travel to in the future. Just as timér safe region computation at the server. Concretely, we
based alarms are set to remind us of the arrival dfitare propose theMaximum Rrimeter Rectangular &e Region
reference time pointspatial alarms are set to remind us ofMPSR) Largest @mponent Rectanglesaf® Region (LCSR)
the arrival of aspatial location of interestHowever, unlike and Bitmap Encoded &e Region (BSR)approach. We com-
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pare the performance of these techniques with periodienalaAlgorithm 1: Safe Period-based Processing
processing, safe period-based processing and displayalthat 1 forall (#:(t), s € S) do

safe region-based approaches outperform other processidg | " < $P() then
. 9 PP . P . P Y gg \ drop(ps(t)); //client does not transmit update
techniques. On the server side, safe region-based apg®ach, | end
provide scalability by reducing the computational load ba t| 5 | else o
server. This is a direct result of the reduction of number of° process(ps (1),
;i ) 7 forall (a; € As,j € [1...|As]]) do
location updates required by the server to process alarths Wi g | ap(s, aj) = calcApproachPeriod(s, a;);
high accuracy. On the client side, this reduction in numbe® end .
of transmitted location updates results in significant mgsi |1° encfp(s) =miny <<, (t + ap(s, a;));

. . . L 11
in terms of energy and wireless communication costs. These ¢ng
improvements are obtained at the cost of simple computatien

by the _client fo manitor its position within the safe regio,’%\laarms are relevant to all subscribers in the system; exesnpl
determined by the server. We provide a detailed study whigh q,ch alarms are warning notifications against hazardous
considers the trade-offs involved in selection of an apprpé?d conditions

priate safe region computation approach. Our experimental | .
evaluation shows that the best strategy requires a flexiblePifferent approaches may be deployed in order to pro-

and adaptive approach that can dynamically take into a¢coGRSS SPatial alarms. periodic evaluatiorapproach processes
changing system load conditions and resource constraints|2rMs as and when location updates are received from sub-
its optimization decision, as none of the developed tearesq SCTiPers. We do not consider the update strategy adopted by
outperform all other safe region computation approaches f§€ system for periodic processing; for example, substibe
all relevant evaluation metrics. We also show that the perfdn@ Pe required to provide an update to the system every five
mance obtained using safe region-based processing istalos&€cONds or they may update their location after travelliregye
anoptimal solutiorin an unconstrained environment where th&00m using dead reckoning [21]. Irrespective of the update
client has complete knowledge of all spatial alarms install Stratégy adopted, this approach suffers from two problems.
in the vicinity of its current position. To the best of our Irstly, the alarm miss rate is unpredictable as it is imjies

knowledge, this is the first work that not only demonstraes tfor the system to determine the ideal location update period
advantage of safe region-based optimization over periadit EVeN With a very high frequency of updates, the system may

safe period-based approaches but also provides a compre be able to achieve 100% success rate. Secondly, this
sive study of various alternative safe region-based teptesi 2PProach processes a large number of unnecessary updates
for efficient processing of spatial alarms. which causes system scalability to suffer.

The rest of the paper is outlined as follows. Section Il In order to deal with the deficiencies associated with the
provides a brief overview of the different alarm processingeriodic processing approach, we introduce a safe period-
algorithms. The safe region-based alarm processing tgebai based approach. A safe period is computed for each subsscribe
are introduced in Section Ill. We present the algorithnsuch that no relevant alarms can be triggered for a subscribe
for safe region computation for the MPSR approach, LCSefore the expiry of its safe period. The algorithm for safe
approach and the BSR approach. Our experimental evaluatimtiod-based alarm processing is outlined in Algorithm 1
is presented in Section IV. The related work is presented lirelow. Each location updaje (¢) for subscribes is processed
Section V and we conclude the paper in Section VI. as follows. The timestamp associated with the updais
checked to determine if the safe perigds) for the subscriber
has expired. All updates received by the system before the

A spatial alarm expresses a location-based informatiod nesxpiry of the subscriber’s safe period are dropped (lines 2-
of a subscribes € S around docation of interestThe alarm 4). Preferably, the server communicates the safe period to
trigger requires that the subscriber be informed as soon each subscriber which does not report any location updates
she enters a spatial regidi around the location of interestto the server before the expiry of its safe period in order
and the non-spatial constraints associated with the trigge to conserve energy and bandwidth. As soon as an update
satisfied. Spatial alarms can be categorizegraste shared from subscribers with timestampt >= sp(s) is received,
or public alarms depending on the scope of subscribership thle system processes the location update against the set of
the alarm. Private alarms are relevant to a single subscrilséored spatial alarms to determine if any relevant alarnesi ne
authorized to install or remove the alarm. A subscriber mag be triggered (line 6). The system also computeaproach
install an alarm on the neighborhood grocery store remindiperiod ap(s, a;) for each relevant alarm; € A,, where A,
her to purchase groceries when she is within a one mile radigsthe set of alarms relevant to the subscribeflines 7-9).
of the store and special discounts are available on heredesilThe approach period is based on a distance measure between
items. Shared alarms are installed by a subscriber of thimalehe subscriber position and the spatial alarm redgigna;) and
and may be shared with a group of users; for example, in tha estimation of the subscriber motion over this time period
above scenario the subscriber may wish to share the alarmTdre safe periodsp(s) for subscribers is calculated as the
the grocery store with other members of her household. @ubfhinimum time required by the subscriber to approach any

1. SPATIAL ALARM PROCESSINGALGORITHMS



of its relevant alarms (line 10). The cost of calculating thproach using ayramid[18] data structure, termed &yramid
safe period for each subscriber is an additional cost assuti Bitmap Encoded &e Region (PBSR)approach, allows for
with safe period-based processing. However, the savings rmore efficient and accurate safe region computation. Last bu
alarm processing cost far outweigh the additional cost f&f sanot the least, this approach provides flexibility by allogin
period computation as shown by our experimental evaluatiariients to adjust the granularity of their safe region exggan
Further, in order to control this cost the client may calteiladepending on their computing capability.

the approach period only for relevant alarms in the vicinit . )

of its current position; for example the server may limit th&- Safe Region Representation

calculation of the approach period for alarms within a onlemi  The safe regiorg, for any subscribes may be defined as
radius of the subscriber position. A disadvantage assmtiathe region within which the probability of any relevant ater
with this approach is that it demands pessimistic estimatiobeing triggered is zero. In its simplest form safe region for
related to the motion of the subscriber in order to guarantasy subscriber comprises of the region covered by the entire
100% success rate for alarm triggers. Pessimistic estmti Universe of Discourse (or maf) except the relevant alarm
again lead to unnecessary updates being transmitted by tégions. However, such a definition for safe region would
clients and processed at the server. More optimistic moti@mount to communicating information for all relevant alarm
estimations lead to alarm misses which is unacceptable forthe subscriber which proves to be prohibitively expessiv
our alarm processing system. For more details on safe peridde now introduce a grid-based framework which allows us
based processing we refer interested readers to our tathnio limit the defined safe region to the vicinity of the current
report [3]. subscriber position.

As discussed above, even the safe period-based approadpefinition 1: In our framework, we map the Universe of
relies on pessimistic assumptions related to the motiomef tDiscourseU = Rect(x,y,w, h) onto a gridG of cells. {z, y}
subscriber which makes it inefficient. In Section 11, wethar represents the bottom-left corner amdh represent the width
introduce safe region-based approaches which computeea sufd height ofU. Formally, a grid corresponding to the universe
region for each subscriber. As long as the subscriber resma@i discourseU can be defined a&(«,3) = {C;; : 1 <i <
inside its safe regiot,, the probability of any relevant alarmsM,1 < j < N, C; ; = Rect(x +i -,y +j - 3,0, 0), M =
being triggered is zero. The server computes a safe region/a|,N = [h/F]}. Ci; is an a x § rectangular area
for each subscriber and communicates this safe region to tepresenting the grid cell that is located in tHé column
subscriber. The subscriber is responsible for monitorisg iand j*" row of the gridG.
position within the safe region. Once the subscriber movesConsidering our above definition of a grid we can define
out of its safe region it provides a location update to th@ mapping from any poinp’ = (p,,p,) in the Universe of
server which performs alarm processing and recomputes fhiscourse to the Gridf : U = G.
safe region. Definition 2: Let p'= (p,, p,) be any point in the Universe

of DiscourseU. Let C; ; denote a cell in the gridz(a, ).
lll. SAFE REGION f(p) is a position to grid cell mapping, defined 4$p) =

In this section, we first discuss the basic concepts asedciaC(mww] where (x,y) denotes the bottom-left corner
with our safe region computation techniques. We introdueg ° ‘

a grid-based framework for limiting the extent of the safe Our safe region approaches utilize this grid-based frame-
region which controls the computation costs. Next, we preseyork to efficiently calculate the safe region for each suibscr

the MPSR algorithm for computing rectangular safe regionse grid-based framework can be used to limit the safe region
around the client location. This approach limits the safga®  computation to an area comprising of the current cell of a
shape to a rectangular region, thus computing smaller safghscribers. We define themonitoring regiony, inside the
regions. However, the downstream bandwidth costs of broagdrrent grid cell below and proceed to describe our algorith
casting the safe region to the clients and client computatio for safe region computation.

costs for safe region containment detection are low. A mpl Definition 3: Monitoring Regiont, for any subscribers
modification, termed as the LCSR approach, enables us|dgated in cellC},; may be calculated as,

calculate more complex shaped larger safe regions for the

client. This further reduces the wireless communicatiost€o Az
for the client. However, the downstream bandwidth and tlien s =Cri— | R(s,A), 1)
computational costs increase due to more complex shaped i=1

safe regions. We further introduce BSR techniques for safthere R(s, A;) defines the spatial alarm regions relevant to
region computation which can express larger safe regiogsbscribers intersecting the current subscriber céll ;.

using a simple bitmap. This technique is shown to save on ) ) ) )
communication costs for broadcasting from the server to the Maximum Perimeter Rectangular Safe Region Computation
clients for low alarm density regions. A simprid Bitmap In this section, we devise an approach to compute a rectan-
Encoded 8fe Region (GBSRppproach fails to compute safegular safe region for a subscriber. The goal of the algorithm
regions efficiently and accurately. An extension to this aplescribed here is to compute a rectangular safe region with
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Fig. 1: Maximum Perimeter Rectangular Safe Region Computation

maximum perimeterfor a convex shaped safe region théntersection of the alarms with the axes as candidate points
amortized cosbf location updates over time is minimized ifThe algorithm trims the set of candidate points in the nexp st
perimeter is maximized [9]. A rectangular shape also allowBne 8). Firstly, in case multiple candidate points in a dj@ant
clients to conveniently detect their location with respiecthe intersect the x-axis (or y-axis), all candidate points otthan
safe region. the point on the x-axis (or y-axis) closest to the origin are

We present our algorithm for computing the maximuntnemOVEd fromcPtQuads If no intersection points are present

perimeter rectangular safe region in algorithm 2 below. Thgtg“t?se ;(d'g)é'ds't;hﬁlftzg;(;)ig;;em;ﬁifge(;f chtjert)ri-e&:XI\:/Svearr]grr:rcf/e
algorithm accepts the current position vegigrfor subscriber . X . pon ' -
s and the current grid celC(p:) in which the subscriber points whichdominateany other point from the candidate set.

resides as inputs. The set of relevant alaris’ for safe A pomthlirl]saﬁal(:;Z d%rirr]]'tga;?epggﬁzeg ]; gécofd?;‘wtgr;gé’ rlégsin
region computation is calculated as the set of installedvada ~, P2 Y, the p 9 9

A for subscribers intersecting the grid celC(p;) (line 1). d'S;?Qi_ig;:;i{;;;g?éd;?gﬁ fergrir;] t:r?jeorrgflglesr(;lgsnwﬁig
In case no alarms intersecting the grid cell are present, 0 9 q

current subscriber cell is returned as the safe regions(lin% y-coordinate from or|g|n.. . )

2-4). Otherwise, the algorithm partitions the cél(p;) into  1he set of candidate points is then processed in the fol-
four quadrants with current subscriber positign,, p, } as the lowing manner t_o obtain the set of tension points (line 9).
origin. We define a set afandidate point{cPtQuads) and Each tension poinfy;, where@ ¢ {1,2,3,4} represents the

a set oftension points(tPtQuads) for each quadrant (line duadrant the point belongs to, has the same x-coordinateas t
6). The candidate points form the set of points which cdrPrresponding candidate poifily;. The y-coordinate off;
potentially form a comer point of the rectangular safe oagi 1S the same as that ég; 1, or To;—1 if Tg; andTq;—, have
Tension points are obtained from candidate points by emgurin® Same x-coordinate. The y-coordinate/pf, is set as either

that only points that form a rectangular region not overiagp 1€ top bound of the cell or the y-coordinate of a candidate
any alarm regions are selected. point intersecting the y-axis if any. The set of tension ®in

form the opposite corner (opposite to the origin) of the det o

é{?g;ﬁ{“;{}o,f - Maximum Ferimeter Reclangular Safe Region candidatecomponent rectangles each quadrant. The final
Input: 53, C (7% ) safe region is composed of the intersection of the component
utput: & rectangles from each quadrant (line 10). The approac
ol tangles f h quadrant (line 10). The MPSR app h
LA =Cps) N A and the LCSR approach described in the next section differ
2 if (AL == ¢) then o, . "
3 | retun C(p%); on the heuristic used to determine the composition of the
4 end safe region from the component rectangles. We describe the
5else composition of the safe region for the MPSR approach here.
6 initialize(cPtQuads, t PtQuads); Th | ith doot dv h istic i hich th ad
7 | cPtQuads = getQuadrants(ATé!); he algorithm adopts a greedy heuristic in which the quadran
8 | cPtQuads = trimCandidate Points(cPtQuads); with a component rectangle with the largest perimeter is
9 tP@uad;:getTgnsi?nPoints(cPtQuads)i selected first. Quadrants are further selected in a cloekwis
12 en§5 = getSRfromCR(); order, at each step the component rectangle which formsea saf

region with the largest perimeter is selected. The algarith
The set of candidate points is determined as follows (line Tontinues until all four quadrants are processed. As opmhbose
Firstly, each alarm corner is assigned as a candidate poitst i t0 @ solution which enumerates every possible combination o
appropriate quadrant. For alarms which do not completely fomponent rectangles thus taking quartic time, this agproa
inside the cellC(p;) the intersection points of the cell and thePerforms only four greedy decisions.
alarm are also considered as candidate points. Secondly, foFigure 1 shows an example of the MPSR computation
alarms which intersect the x-axis or y-axis of the coordinatipproach. The candidate point sets for the given scenariasar
system with origin at{p,,p,}, we also consider points of shown in Figure 1(a). The darkened points represent the can-




didate points whereas the hollow dots represent pointstwhil@rgest component rectangle in each quadrant. The safenregi
are trimmed from the candidate point set as explained abogemprises of the union of the largest component rectangles i
Figure 1(b) displays the set of tension points obtained froeach quadrant. The region may be represented by a set of five
the candidate point set as explained in the above algorithmpoints only, comprising of the origifp,,p,} and the four
one imagines an elastic band laid around the candidatespoimipposite corners of the largest component rectangle in each
the tension points can be obtained by stretching this elastjuadrant. This results in a 150% increase in the downstream
band to obtain aectilinear polygonalshape which does not bandwidth consumption for communicating a safe region to
overlap any of the alarm regions. Figure 1(c) displays thhe client when compared to the MPSR approach. Further, it
component rectangles formed by selecting a few of the tansimay require up to four times the computational costs at the
points. The component rectangle in Quadrant | forms thdient to determine the position of the client within the esaf
component rectangle with the largest perimeter; thus, €urid region. It is possible to select even more component retdang

| is selected as the initial quadrant. The algorithm prosded in each quadrant to determine larger safe regions; howteer,
select the next quadrant in a clockwise manner; Quadrarg IVdomponent rectangles in each quadrant would overlap in such
selected. Addition of the component rectangle at tensiontpoa scenario providing minimal increase in safe region area at
T,4 provides a safe region with larger perimeter compared tioe cost of additional load on the downstream bandwidth and
the safe  region the client. Note
obtained by adding that the selection
component rectangle : of only the largest

with tension point at : ; component rectangle
22 Tiog e Tu1, Tso. Finally, the S ' Tiog e in each quadrant
component rectangles T results in non-
with tension points at = O‘ """"" "~ overlapping regions
T54 in Quadrant Il 34 T: being selected in
and T3 in Quadrant 3 each quadrant which
Il are selected. The [llI T31‘T32 Tadl [V| significantly increases

final safe region the area under the

Fig. 22 MPSR from Component composed out of the Fig. 3: LCSR from Component safe region  with

Rectangles component rectangles Rectangles minimal increase
is as shown in in complexity of
Figure 2. safe region representation. Figure 3 displays the safe

The above approach for safe region computation has twegion composed by selecting the largest component
advantages: (i) the number of updates sent to the servectangle in each quadrant represented by the set of points
are drastically reduced compared to a periodic processiig= {O,T13,To3, 154,141} -
approach, and (ii) the subscriber can easily determine hefThe above two approaches for safe region computation
position with respect to the safe region by performing kack the flexibility to support heterogeneity among client
single computation. However, the procedure for calcutptircomputational capabilities. The same amount of computatio
the MPSR for each subscriber proves expensive. Secondyrequired on the part of each client to determine its pasiti
we show that it is possible for a subscriber to easily monitevithin the safe region. Our BSR approaches introduced below
her position within a larger safe region if the rectangulaupport client heterogeneity by computing more compler saf
shape constraint is removed. The LCSR approach descrilsedions for clients with higher computational capacitycla
in the next section provides a complex shaped safe regidient may specify its level of computational capabilitytte
which further reduces the wireless communication costs feerver and the serv@rersonalizesafe region computation in
subscribers by requiring even fewer location updates bé sencordance with the client capability.

to the server. ) ] ]
D. Bitmap Encoded Safe Region Computation

C. Largest Component Rectangles Safe Region Computationy, this section, we introduce the BSR computation ap-

The LCSR approach requires determination of candidgbeoach which provides flexibility in safe region computatio
points and tension points in a similar manner as describby providing larger, complex safe regions for clients with
above for the MPSR approach. It uses a different heurisigher computational capacity. The safe region computatio
tic from the MPSR approach for determination of the safler each client can be personalized according to its caipabil
region from the component rectangles. In stead of usikggure 4(a) displays the monitoring region for subscriber a
a complicated heuristic to determine a simple rectangulpoint P with four relevant alarm regions intersecting the grid
safe region, this approach uses a much simpler heuristell. The server may compute the safe region for the client
to determine a complex but larger safe region. This resulis the monitoring region and communicate this region to the
in reduction of safe region computation load on the servedient. Note that the server is virtually pushing the retgva
The LCSR approach scans each quadrant to determine &herms onto the client in this scenario by providing thisesaf
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Fig. 4: Bitmap Encoded Safe Region Computation
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region. Each alarm region may be represented by the bottom¥igure 4(b) shows the safe region representation for the
left and top-right corner point locations. We consider thisafe region of Figure 4(a) using a bitmap encoding scheme.
as anoptimal approachfrom the client perspective as theNo alarm regions intersect the three darkened cells which
client has complete knowledge of all alarms in its vicinity i are represented by 1's; other cells intersecting with alarm
such a scenario. However, this approach may not be feasit#gions are represented by 0's. The safe region is repezsent
from the point of view of communication costs incurred whileising a simple bitmapB3 = 0000011010 which represents
broadcasting safe region to the clients. Additionally, doeas the cell bit values in a raster scan fashion. The first zero
with high density the server may push a large number bft corresponds to the entire cell, indicating that the cell
alarms onto the client. For weak clients it may not be possibdloes not belong to the safe region and has spatial alarms
to handle a large number of alarms. To counter this problemtersecting with it. As visible from Figure 4(b), this safe
we now develop the concept Bitmap Encoded Safe Regiongegion representation is able to represent only a smaliquort
which provides an estimation of the actual safe region usiing the monitoring region thus providing a poor estimate of
a bitmap. the actual safe region. Figure 4(c) presents>e %plit of

Definition 4: A bitmap encoded safe region represents the cell at a finer resolution which allows for more accurate
safe regiorg, for subscribes using a bitmap3 of lengthn. A representation of the safe region. However, this approach i
bit value of 1 indicates that a predefined region (cell) bgtoninefficient in representing safe regions for the followirgot
to the safe region; whereas a 0 bit indicates the negation. reasons: (i) it unnecessarily uses a much larger bitmap than

We first describe aGrid Bitmap Encoded &e Region required to represent the safe region, and (ii) differegioms
(GBSR) computation technique and exhibit its inability towill have different alarm densities thus making it diffictdt
accurately and efficiently represent safe regions. An eiben Select a uniform grid cell size. Our PBSR approach allows for
to this approach using Ryramid Btmap Encoded &e Region more accurate representations of the safe region whileihgep
(PBSR)approach allows us to represent safe regions accuratélg bitmap size small.
as well as eff?ciently. BSR techniqqes exhibit the following: Pyramid Bitmap Encoded Safe Region Computation
advantages: (i) for low alarm density regions, it allows for _ . . . .
reduction of location updates from the clients to the serv rThe pyrarmd repr(?sentatlon s_pllts cells in thase grid
when compared to the MPSR and LCSR approach, (i) vel L=0) with B(C; ;) = O onlyinto U x V" smaller cells,
supports different granularity of safe region computatio hereU.V are system defined .para(neters. The process may
for different subscribers thus supporting heterogenaitpiag e further repeated for_ several |terat|ons to form sma@sc

at each level thus forming a pyramid data structure of height

client capabilities, and (iii) clients can determine thadsition . . i L
P ) shown using a pyramid structure with h=2 in Figure 4(d),

with respect to the safe region using a predefined (worsf) caé@ L : o . '
number of computations. y further splitting cells withB(C7 ;) = 0 into a 3x3 grid we

obtain a much more accurate representation for the saferregi

Compared to the grid-based approach which either does not

represent the safe region accurately 8grid in Figure 4(b))
The safe region for a subscribecan be represented by thepr computes a much larger bitmapx(9 grid in Figure 4(c)),

set of grid cells as shown in Figure 4(b). the PBSR approach provides flexibility in computation of the
Proposition 5: We use a grid bitmap scheme to represesife region. For example, the GBSR approach requires 82

the safe region within the monitoring region shown in Figsits, 1 bit for the entire cell and 81 bits for the<9 grid,

ure 4(a). The celly; is represented by a single bit(C;). to represent the safe region in Figure 4(c). In comparisen th

If CrviN E‘,ﬁ;‘lR(s, A,,) = 0 we setB(Cy,;) = 1 denoting PBSR approach requires only 64 bits, 1 bit for the entire 8ell

that the entire cellC;; belongs to the safe regiofy, else bits for the cells at level 1 and only 54 bits for the cells a&ele

we set B(C;) = 0 and splitCy,; into U x V smaller 2, to represent the same safe region as shown in Figure 4(d).

equi-sized cells. The same encoding procedure is used foiThe algorithm for safe region estimation using PBSR is

each smaller cell. This bitmap encoding technique providgs/en in algorithm 3 below. It accepts as inputs the base grid

a compact representation for safe regian cell of the subscriber’s current positiaﬂ'ﬁ’l, maximum height

E. Grid Bitmap Encoded Safe Region Computation



Algorithm 3: Pyramid Bitmap Encoded Safe Region Computa-
tion
|nput:CgBl,h, U, V, Are h kU Lvk a8
. L
1 Sgtﬂjt{cg Bt Z Z Z (U-V)E -B(Ci))
HE =0i=(k—1)-UL411 5=(]—1)-VL
2 B=null; L= 0; n(e,) = LU= D URH=UmD VR ’
3 while (L < h) do Vs
4 | CLHY — SPLIT(CE,U,V); 2
5 | L=L+1 where o, § defines the size of a base grid c€lf; of the
6 end o pyramid.
8 while ﬁL < h)do Definition 8: The bitmap size for safe regiofy, denoted
9 |for(i=(k—1)-Ul+1;i<k-Uit+)do by 9(¢), is defined as the number of bits in the BSR
1o for G=(—1)-V¥+1;j<1-VE jo+)do representation of the safe region.
11 if ((L = 0) ” ((L # 0) && (B(CU/UJ,U/VJ) = 0)))
then (&) = 1+
12 if (ij D Arel = () then he1 L UL LvE 3
13 B(Cy) =1,
: e P > Y Y a-sekyvv ©
15 | B(CE)) =0; L=0i=(k—1)-UL+1j=(1-1)-VE41 )
16 end In practice, we want to achieve high coverage with as small
p g g
17 B =B B(CE)); bitmap size as possible. Each client may specify the maximum
12 en;”d height of the pyramid used for the PBSR representation of its
20 | end safe region. In the worst case scenario, the client may reed t
21 | L=L+1; determine its position relative to the safe region at eacél le
22 end of the pyramid data structure.

For the BSR approach, safe region for a client needs to be

h of the pyramid, splitting parametets, V' of the base grid recomputed only when the client moves out of the grid cell.
cell and the set of alarm4” relevant to the subscriber within Note that a client may move out of its safe region without
the grid cell. triggering any relevant alarms even while it is inside thiel gr

The bitmapB is initially assigned aull value and current cell. No recomputation of safe regions needs to be performed
level L of the pyramid is set to zero (line 2). The pyramidn such situations for the BSR approach. In case the client
representation of the base cells is constructed for hdighy triggers an alarm on moving outside its safe region but stays
splitting cells iteratively intd/ x V cells (lines 3-6). This step within the cell C} ; corresponding to the safe region, the safe
can be performed offline by the server thus providing a preegion can be quickly updated by considering the triggered
computed pyramid representation for safe region compmutati alarm to be a part of the safe region. Additionally, BSR
Next, starting from the base cells (level= 0) we determine approaches can be optimized by precomputing the bitmap at
if each cell intersects any relevant alara%’ (line 12). Cells €ach pyramid level for public alarms. Our experimental itgsu
not intersecting with any relevant alarm regions are assigndo not consider this optimization for the BSR approaches, in
a bit value B(CL,) = 1 indicating that they are a part of thestead performing bitmap computations on the fly.
safe region; else a cell is assigned bit value 0 (lines 12-16) 1) Client Safe Region Containment Detectiothe MPSR
For cells at each level. — 1 (L < h) which have an assignedand LCSR approaches demand that the client monitor its
bit value 0, we consider the relevatit x V' children cells at position within rectangular shape safe region(s) whichiires
Level L and assign a bit value 0 or 1 considering intersectigimple computations on part of the client. For the PBSR
of the cell with relevant alarms at each level of the pyramitegion approach, the client needs to determine its position
(lines 8-22). with respect to the safe region from the bitmd}. The client

Proposition 6: The PBSR approach for safe region repreq|etermines its position at each level of the pyramid in order
sentation allows us to represent the safe regiorin terms to determine if it is within the safe region or not. In the wors
of a bitmap of sizeB|. The height of the pyramid: allows case scenario, the client needs to perfatntomputations,

us to control the accuracy of representation of the safenegP® at €ach level of a pyramid of height on an average it

at the cost of computing a larger bitmap for more accura‘ﬁé.l" .perform much fewer tharh computatlons. Algorlthm 4
representations. outlines the client safe region containment logic requiied

the PBSR approach.

The algorithm accepts as input the bitmdp and the
position vectorp; for subscribers. The algorithm returns the
containment detection result DR indicating a value true if

Definition 7: The coverage of a safe region representatiatiient lies inside safe region or false if client lies outsisafe
&5, denoted byn(&s), is defined as the ratio of area of theegion. Initially the levelL of the pyramid is set to zero. The
safe region using the BSR representation to the area of #igorithm also identifies the start indéxStartIndex and end
monitoring region. index L EndIndex for bitmap values in3 related to levell.

We now defineCoverageand Bitmap Sizewhich allow us
to control the quality of the safe region representationciar
BSR computation techniques.



Algorithm 47 PBSR Client Safe Region Containment Detection uation of the two BSR approaches: GBSR and PBSR. The
Input: B, ps . .
Output: CDR € {truc, false) th|rq set of experiments compares the perfc_)rmance of oer saf
1 L = 0: LStartIndex = 0; LEndIndex = 0; posIndex = 0; region gpproaches. The fmal set qf experiments prow.de.s an
2 numFalsePrevL = 0;numFalsePrevLPosIndex = 0; evaluation of the safe region techniques compared to period
: Wh'ii(e(%[iz‘;;ﬁd’lﬁm_ i |5Be§"t’hen processing (PRD), safe period-based (SP) computation and
5 | retum true; an optimal (OPT)_approach. The optimal_ ap_p_roach does not
6 | else consider any restrictions on resource availability andimes
5 for (i = LStartIndes:i < LEndIndex:i + +) do all reIeva}nt alarms V\_/|th|r_1 the momtormg region are pushed
9 if (BJi] == false) then to the client, WhIC.h |mpl|§s the client is fully aware of all
10 if (i < posIndex) then relevant alarms in its vicinity. We measure the performaoice
o e\néme“lsepTe“LPOSI"de”” t+ all approaches based on four different evaluation metrics:
13 numFalsePrevl, + +: CPU Load/Capacity: This factor measures the scalability
14 end of the system. It is measured as the ratio of the amount of
15 end i i
" cellid = get RelCell Pos (g, L): CPU time us_ed by the sys_tem to perfo_rm alarm processing
17 LStartIndex = LEndIndes + 1: gnd safe. region or safe period computations to the amount of
18 LEndIndex+ = (numFalsePrevL - U -V); time available to the system to perform this processing. CPU
19 posIndex = LStartIndex + cellid + ; o4 indi i
(v False Prev L PosInder - U - V) — 1: load/capacity of> }00/0 mtﬁcate; the failure of the system
20 numFalsePrevl = 0;numFalsePrevLPosIndex = 0; to_scale to the des!red- COI’IfIgUI'atIOT.W. )
21 | end Wireless Communication Cost: This is measured by the
gg fentﬂm False: number of updates sent to the system by the mobile clients.
: We measure this parameter as a ratio of the communication

We define th f bi | f dind fcosts required by a particular approach to the communitatio
e define the set of bitmap values from start to end Index 1Qpqq jncyrred by periodic alarm processing at a frequency

any level L as ablock. The bitmap index concurrent to thehigh enough to trigger all relevant alarms
cell the client currently belongs to is indicated pysIndex Bandwidth: This is the downstream bandwidth (in Mbps)

S:ne 1. ﬁddm]:)n?lly, ;26 algor;hlm r;)eedsLt_o keebpl akcouf:jt c}equired by the system to communicate the safe region (or
he number Offfalse b'.snu”; l‘”; Tezp mIad OE fan alarm information) to the clients for the safe region (or
the number of false bitesumFalse PrevLPosIndex before optimal) approaches.

the posIndex in a block (line 2). The algorithm checks for oy computation Cost: This metric indicates the cost

each levelL, if the bitmap value isrue indicating that client ;. o by clients to check their position relative to tiades
Iocatl_on Ile_s within the safe region (Ime_s 4'.6)' Otherwibe region in terms of average number of computations performed
algorithm increments the_levdl a_nd maintains the count ofger client per second.
numbersof false vailes in previous blqck v "We do not measure alarm trigger accuracy as the parameters
Eiftr;a}almse(li\;aeltsjeg 1b5§f0_1_?g‘2£n3;ﬁ£ grrsvlﬁl;z ?(loglét::mtirri dopted for each processing approach ensure 100% of the
I StarF:f Indew. I Endln dex andposIndez in the new block §rms are trigg_ered in aI_I scenarios. The_sequence of alarm

’ to be triggered is determined by a very high frequency trace

clprresg(énldéng_l'_[ﬁ_the nexttlet\_/el (.)f the pytra(;nllcd n thﬁ E‘g/ml the motion pattern of the vehicles. We briefly describe the
(lines 16- )'. IS computalion 1S repeated lor each lave experimental setup used to evaluate our system below.
of the pyramid to determine if the subscriber lies within the

safe region (lines 6-21). A. Experimental Setup
In order to facilitate installation of new alarms, the serve Our simulator generates a trace of vehicles moving on
maintains a main memory grid index on the safe region of ao{l real-world road network using maps available from the

clients. Location updates are required of all clients whsefe National Mapping Division of the U.S. Geological Survey
region intersects the new spatial alarm region. Spatiahala (USGS [2]) in Spatial

information is indexed using a disk resident R-tree stngctu
We use a 3-dimensional R-tree which indexes the subscril’ -
relevance information for private, shared and public ataa®
well as the bottom-left and top-right points of the safe oegi [
minimum bounding rectangles (MBRS) :

Data  Transfer Format
(SDTS [1]). Vehicles
are randomly placed
on the road network
according to traffic densities
determined from the traffic

IV. EXPERIMENTAL EVALUATION volume data in [8]. The

In this section, we evaluate the performance of our sa simulator simulates the
region computation techniques using four different sets P—’Tg. 6 Road Network for At- motion of vehicles on
experiments. The first experiment is aimed at gaining amnia and Surrounding Areas roads with  appropriate
understanding of the functioning of the MPSR and LCSR velocity information; at

approaches. The second set of experiments performs an ewdkrsections, vehicles may move in any direction with
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Fig. 5: Performance of MPSR and LCSR Approach

attached probability values. We use a map of Atlanta amdmmunication costs increase. Again, in presence of larger
surrounding region as shown in Figure 6, which covers amumber of relevant alarms smaller safe regions are computed
area around 100G:m? in expanse, to generate the traceand the client needs to update its position more frequently
Our experiments use traces generated by simulating vehitlethis scenario. However, the increase in communication
movement for a period of one hour, results are averaged ovessts is non-linear; from FPA 0.01 to FPA 0.2, when the
a number of such traces. Default traffic volume values alloawverage number of relevant alarms for each client increases
us to simulate the movement of a set of 10,000 vehicldsy almost 20 times, the increase in wireless communication
Each vehicle generates a set of position parameters duraugts is only three times or lower. Last but not the least, the
the simulation which are evaluated against the generate@SR approach requires around 10% lower communication
spatial alarm information. Default values require eachicleh costs compared to MPSR approach for larger grid cell sizes
to generate updates with a period of less than a second {ror 10 rows/columns in the figure). For smaller grid cell
periodic processing. The default spatial alarm infornmaticsizes (20 or 50 rows/columns in the figure) the gap between
consists of a set of 10,000 spatial alarms installed unifprmthe two approaches reduces; across different FPA values
over the entire map region. We vary the fraction of privatsjmilar trends are observed. The downstream bandwidth for
shared and public alarms installed in the system to vary theoadcasting safe region from the server to the clients also
number of alarms relevant to each client. This simulatausetincreases with decreasing grid cell sizes as can be observed
allows us to the test the robustness of our framework undeom Figure 5(b). This is a direct result of the increase in
realistic mobility patterns. number of updates being processed at the server resulting
in more frequent safe region computations. The bandwidth
consumption is reasonably low, not larger than 400 Kbps
1) Performance of MPSR and LCSR Approadie first set for 10,000 clients for the LCSR approach in the worst case
of experiments compares the performance of the MPSR aseknario. As expected the LCSR approach has around 2.5
LCSR approach. The experimental setup uses default valtieses the bandwidth consumption incurred by the MPSR
as defined in Section IV-A. We vary thigaction of public approach due to larger safe region representation size. The
alarms (abbreviated as FPA in Figure 5) in the system frof@PU load/capacity numbers in Figure 5(c) display that the
0.01 to 0.2, thus increasing the number of alarms relevantsgstem load is reasonably low except for the largest grid
each subscriber. Private and shared alarms are installibe incell size which implies infeasibility of using such largeidyr
system in the ratio 2:1. Note that with increasing fractidn aells. As expected, with higher FPA values the computationa
public alarms, the effective density of relevant alarmsefach load on the server increases due to higher number of relevant
subscriber in the system increases. The size of the mamijtoralarms being processed for each client. Secondly, we observ
region is varied by varying the number of rows/columns in thiéaat the CPU load decreases with decreasing grid cell sizes.
grid-based framework. Results are displayed for FPA vatifiesAs we decrease the size of the grid cell for a particular
0.1 and 0.2 to avoid clutter. Figure 5(a) displays the wagleFPA value, the safe region computation costs decrease. As
communication cost as a fraction of the communication codewver alarms are considered for each computation, the cost
incurred for corresponding periodic alarm processing.e&hrof performing a single safe region computation decreases.
trends are to be observed from Figure 5(a). Firstly, as vievren though safe region computations will be performed more
decrease the size of grid cells comprising the monitorirftequently with decreasing grid cell size, the net effesutis
region (increase number of rows/columns) the wireless coin-reduction in safe region computation costs. However, the
munication costs increase. Smaller monitoring regionslimpalarm processing costs rise with decreasing grid cell size
smaller safe regions; hence, a client moves out of its safge to larger number of location updates being processed
region more frequently and provides more frequent updateshty the alarm processing server. The appropriate humber of
the server. Secondly, as we increase the density of relevemws/columns can be observed to be around 20 to 50, as the
alarms by increasing the fraction of public alarms wirelegstal CPU load is lowest with this setting. Another trendttha

B. Experimental Results
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Fig. 7: Performance of BSR Approach Fig. 8: Performance Comparison of Safe Region Ap-
proaches

can be observed here is that the LCSR approach incurs around ) ) ) )
5% lower costs compared to the MPSR approach due to lovfesignificant increase with pyramid height for low FPA values

number of location updates being processed and a relativERf higher FPA values the costs rise to 6-7 computations
simpler safe region computation approach. per second for a pyramid of heiglit = 7. As seen from

) . Figure 7(d), for low pyramid height, safe region computatio
~ 2) Performance of BSR Approacfihis set of experiments ¢ysts are low as relatively simpler computations are ireglv
is designed to evaluate the performance of the BSR approagfy the other hand, alarm processing costs are high as a large
We vary the height of the pyramid from = 1 (for GBSR) ymper of updates are received from clients. On increasing
to =7 and observe the performance as shown in Figure {ramid height alarm processing costs drop due to fewentclie
Figure 7(a) displays the wireless communication costseal ssition updates. The safe region computation costs iserea
as we increase the pyramid height frém=1t0oh =7.1tcan g, o high complexity of safe region computation. Even
be observed that the GBSR approach is highly inefficient ggspite the fewer number of safe region computations being
it limits safe region computation to a very high granularity,erformed at higher pyramid height, the increase in cost of
The safe region computed using this approach provides,&ingle safe region computation is such that a net increase
very coarse representation of the actual safe region frcip, s5fe region computation load is experienced. Howevés, th
the clients to frequently update their location as a restilt @yct can be significantly offset by using precomputed bisnap
which GBSR approach incurs high communication costs. A§; public alarms as described earlier. Foe 4 or i = 5, the
we increase the pyramid height, more accurate safe regiQfbrall CPU load is at its lowest point. With increasing FPA

representations can be computed and consequently wirelegses the system experiences an increase in CPU load.
communication costs experience a sharp drop. Another -obser

vation is that BSR approaches display high sensitivity &oral 3) Performance Comparison of Safe Region Approaches:
density levels; the performance deteriorates sharplyiffiidr This section provides a performance comparison of the wario
FPA values. On the other hand, the bandwidth required by thafe region computation techniques developed in this work,
server to broadcast the safe regions to the clients ingedtie MPSR, LCSR, GBSR and PBSR (fé&r = 3 and h = 5),
pyramid height (Figure 7(b)). For higher level pyramidsgkx  with varying alarm density levels. As can be observed from
bitmaps are required to represent the safe region and hekaure 8(a), the GBSR approach incurs heavy communica-
higher bandwidth is required. For pyramid height 7, with  tion costs due to the inaccurate nature of computed safe
high alarm density the downstream bandwidth requirememrggions. The MPSR, LCSR and PBSR approaches perform
goes up to 3.2 Mbps, but fgr = 5 this value remains below well even at higher alarm density levels. For low FPA values
250 Kbps even when fraction of public alarms is increased toe PBSR approach outperforms both the MPSR and LCSR
0.2. Figure 7(c) displays the average number of computatiompproach; whereas for higher FPA values the MPSR and
performed per client per second to determine its positiditCSR approaches perform better. As far as the downstream
within the safe region. Clients need to perform the safeoregibandwidth consumption is concerned, we observe from Fig-
containment detection check as described in Section 1ll-Fure 8(b) that the PBSR approach fbr= 3 performs better
For the GBSR approach the clients need to perform an averdigen the MPSR approach at all alarm density levels. The
of 2-3 computations per second. This cost does not exparieiRBSR approach witth = 5 performs better than the MPSR
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success rate. The MPSR and LCSR approach incur around
40% higher communication costs compared to an optimal
approach even for FPA value 0.2. For lower alarm density
levels the gap between the optimal and safe region apprsache
is much lower. The optimal approach would require clients
to transmit updates only when the spatial constraints f& on
or more relevant alarms are met. Figure 9(b) displays the
downstream bandwidth consumed by the system to broadcast
safe regions or relevant alarms (in case of OPT approach)
to the clients. Safe period approach would also require that
a computed safe period be broadcast to each client; how-
ever, we exclude the bandwidth incurred for this approach
from these results. As expected the safe region approaches
incur much lower bandwidth expense when compared with
an optimal solution. PBSRA( = 5) performs the best for
low FPA values (low relevant alarm density); for higher FPA

values the performance of the PBSR approach declines and is
worse than that of the MPSR approach. However, the PBSR
approach always performs better than the LCSR approach on
Fig. 9: Performance Comparison of Safe Region with Other this metric. Not surprisingly, client computational co$ts
Approaches the optimal approach are significantly higher than the safe
_ region approaches (Figure 9(c)) as the optimal solution is
approach for all alarm density levels except for FPA value @fased on the assumption that clients have high computhtiona
0.2. The GBSR approach performs the best on this metrignapility. PBSR, MPSR and LCSR approaches require lower
however, the approach is not competitive from point of vieWient computational costs especially at higher alarm itens
of wireless communication costs as well as CPU load/capacilyels. The CPU load experienced by each approach is as
Figure 8(0) displays the client computation costs incurr_e\scj10Wn in Figure 9(d). Periodic approach (PR) has much higher
by the different approaches. The MPSR approach requirgsym processing costs as each update needs to be processed
the lowest computation costs for client contalnment.d(ﬂact by the client and the CPU load does not scale. The processing
and the cost does not vary with the alarm density. Othgfag does not rise much at higher alarm densities as each
approaches experience an increase in this cost at higtren a'ﬁpdate is processed by this approach for all FPA values. The
density levels. The PBSR approach experiences significjibsr and LCSR approaches experience lower CPU load
increase in computational costs with increase in the aa  gue to much lower alarm processing load. With increasing
public alarms. The client computation cost for this apphoag-pa yalues, the safe region computation as well as the alarm
are higher than MPSR approach but lower than the LCSRocessing load rises; however, the total load incurred by
approach. Figure 8(d) displays the CPU load experienced fi% system is much lower than the periodic approach for all
each of the safe region approaches. The MPSR (MP in figurgynfigurations. The PBSR approach again shows similar srend
LCSR (LC in figure) and the PBSR approach with=3 and 55 the MPSR and LCSR approaches; however, the CPU load
h =5 (denoted as P3 and PS5 in the figure) have low CPU loggtrred by this approach at higher FPA values are higher
whereas the GBSR approach (GB in the figure) fails to scalegpyn MPSR and LCSR approaches. The safe period (SP)
this_ configuration. The ala_lrm procgssing costs with the .GBSofﬁ)proach experiences much higher CPU load compared to the
region approach are prohibitively high as alarm processa® safe region approaches. This is a direct result of the larger
to be performed on a large number of client location updatgg,mber of updates that need to be processed by the safe period
4) Performance Comparison of Safe Region with Periodiapproach. Results for the optimal approach are plottedde sh
Safe Period and Optimal ApproachiNow we compare the that the safe region approaches do not incur much higher CPU
performance of the safe region approaches with period@ad except for the highest FPA values.
processing, safe period-based processing and the optpral a
proach. As can be seen from Figure 9(a), the safe region
approaches incur very low wireless communication costs.
Periodic processing requires clients to transmit eachtimca An event-based location reminder system has been advo-
update to the server incurring a wireless cost of 1 and is mmted by many human computer interaction projects [14],
shown in the figure. The safe period approach experiend&9], [7], [15], [12]. In the realm of information monitorg
significantly higher communication costs, approximatel@ 2 event-based systems have been developed to deliver relevan
times the cost incurred by the safe region approaches. $hisnformation to users on demand [13], [4]. In addition to
largely due to the pessimistic assumptions required torensmonitoring continuously changing user information needs,
that the safe period approach triggers all alarms with a 1008patial alarm processing systems also need to deal with the
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(d) CPU Load/Capacity

0.2
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