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SUMMARY

In this thesis, we investigate the oscillatory Belousov-Zhabotinsky (BZ) reaction

determined by a reversible Lotka-Volterra model in a closedisothermal chemical system.

The reaction consists in two zones, oscillation zone and transition zone. By applying geo-

metric singular perturbation method, we prove the existence of the central axisWo
σ,ε in the

oscillation zone, and a strongly stable two-dimensional invariant manifoldMt
σ,ε in the tran-

sition zone. AndMt
σ,ε contains a one-dimensional stable invariant manifoldWt

σ,ε which is

the part of the central axis in the transition zone. We also find that the time spending in the

oscillation zone is in the algebraic order inσ. And in the vicinity of the equilibrium, there

is no oscillation as indicated by Onsager’s reciprocal symmetry relation. Furthermore, the

damped oscillation is studied in terms of the action-action-angle variables. In the end, we

apply the model reference control technique to control the oscillation amplitude in the BZ

reaction.
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CHAPTER I

INTRODUCTION

Chemical and biochemical oscillations are one of the most important aspects of nonlinear

dynamics of living cellular systems [23, 49, 53]. The study of oscillating chemical reaction

has a long history. The first discovery of the oscillation in achemical system dates back

to 1828 when G.T. Fechner published a report, in [17], about the oscillating current in an

electrochemical cell. Throughout the nineteenth century,the related work on oscillating

reaction was done by F. Schönbein in 1836, J.P. Joule in 1844and W. Ostwald in 1898, etc,

see [56]. However, because the system they studied were heterogeneous, it was believed

that no homogeneous oscillation exists.

The theoretical discussion of the oscillating reaction wasfirst formulated by Alfred

Lotka in 1910. It mainly appeared in his series of work in the period between 1910 and

1920. But cited from [45], he also remarked that “no reaction is known which follows the

above law”. This may be one of the reasons why no further analysis on theoscillating

reaction continued along Lotka’s idea during that period. However, just as Lotka remarked

in [45] that “as a matter of the fact the case here considered was suggestedby the con-

sideration of the matters lying outside the field of physicalchemistry”, his ideas leads to

a successful development in the ecological problem with periodic behavior. Inspired by

Lotka’s idea, Vito Volterra, an Italy mathematician and physicist, studied the mutual inter-

action of two species and found the periodic fluctuation, see[70].

Nevertheless the oscillating chemical reaction was not recognized widely in the chem-

istry community. One reason is the wrong impression that allthe solutions of chemical

reagents must approach the equilibrium state in the monotonic way, because of the laws

thermodynamics. The other is the relatively low level development of the theoretical tools
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for analyzing the mechanism behind complex reaction [22].

In 1951, Boris Belousov, a Russian chemist, discovered the temporal oscillation in a

liquid phase reaction consisting of bromate, citric acid and ceric ions Ce4+ and started the

modern study of oscillating reaction. But his manuscript about this discovery was rejected

for some journal publication because of the resistance to oscillating reaction, and finally

was published in an unrefereed abstract in a conference on radiobiology in 1957.

In 1961, Anatol Zhabotinsky redid the experiment by Belousov’s recipe and confirmed

Belousov’s discovery. In the following years, at least ten papers about the BZ reaction

were published. Especially after Zhabotinsky presented some of his work at a conference

in Prague in 1968 where Western and Soviet scientists were allowed to meet, the study

on BZ reaction was immediately widely spread. And because ofthe great contribution to

the oscillating reaction, Belousov and Zhabotinsky were awarded Lenin Prize in 1980, the

highest medal in Soviet Union. Unfortunately, Belousov hadpassed away ten years eariler.

A short survey on this history can be found in [16, 22, 77].

In reality, there are two types of reactions where the oscillation can be observed. The

first type isopensystem, where the exchange of matter and energy with surroundings is

allowed [16]. Open systems have a wide range of dynamical behavior. Most of currently

existing models exhibiting oscillating reaction dynamicsare of this type. For example [35]

studied composite double oscillation, [65] the chaos, [67,72, 48] for period-doubling bi-

furcation and so on. The advantage of this type of mathematical models is that the system’s

long-time behavior can be defined in rigorous mathematical terms[52, 36]. One of the lead-

ing group in this field, especially thermodynamics [51, 54],is the Brussels school of which

Prigogine is a member.

The second type isclosedsystem. According to the second law of thermodynamics,

closed system eventually tend to the equilibrium state. Andfrom the law of mass action

kinetics [62], there exists a free energy function which plays the role of a Lyapunov func-

tion. But to study the chemical oscillation in a closed reaction system, one has to deal with
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the quasi-stationary phenomenon, which is usually more difficult to be rigorously defined

in mathematics. And such a system usually involves in multi-scale dynamics and becomes

a singular perturbation problem.

Actually studying the singularly perturbed systems, such as models of physical phe-

nomena with multiple different scales in time and space, is an important branch of applied

mathematics. Phenomena with different scales are widely observed in many areas of sci-

ence and engineering such as population dynamics, neurobiology, ecology, and so on. For

example, the singular perturbation method is employed to study a predator-prey model of

three dimensions with two different time scales in [44], and the traveling wave solution in

a tissue interaction model with three different time scales in [1].

Compared with the regular perturbation, in singular perturbation, one always has to deal

with the non-uniform limiting behavior. Therefore singular perturbation technique offers a

lot for understanding the physical phenomena with multi-scale behavior.

When studying singularly perturbed problem, one often encounters a problem about

the persistence of invariant manifold under the perturbation. It was proved in [47] that

an invariant manifold is persistent under any smooth perturbation if and only if it is nor-

mally hyperbolic. Roughly speaking, an invariant manifoldis normally hyperbolic if the

growth the rate of the linearized flow about the invariant manifold dominates in the normal

direction.

A straightforward way is to first locate the invariant manifold for the unperturbed sys-

tem; second, linearize the unperturbed system around the invariant manifold; and then

study the stability which allows one to determine the persistence of the invariant manifold

under perturbation. The first two steps are relatively easy to do, but the last one is not trivial

at all because the coefficient matrix of the linearized system will depend heavily ont.

Mainly there are two approaches for checking normal hyperbolicity in the last step, and

essentially they are equivalent. One is to calculate so-called Lyapunov type numbersγL and

σL. This is the key of the Fenichel’s geometric singular perturbation theory [21], which is
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the consequence of his previous work on the invariant manifold theorem in [18, 19, 20].

Fenichel proved that ifγL < 1 andσL < 1, then the invariant manifold is persistent under

perturbation. The second one is to study the exponential dichotomy, see [60, 9]. If the

coefficient matrix of the linearized system has uniform exponential dichotomy, then the

invariant manifold is persistent.

The application of singular perturbation technique to chemical reaction was introduced

by Roussel and Fraser in [57]. Mathematically it involves mainly in the invariant manifold

theorem and system reduction.

In this thesis, we will mainly consider the Belousov-Zhabotinsky(BZ) reaction given

by a reversible Lotka-Volterra(LV) model

A+ X
k1GGGGGBFGGGGG
k−1

2X, X + Y
k2GGGGGGBFGGGGGG
k−2

2Y, Y
k3GGGGGGBFGGGGGG
k−3

B.

wherek−1, k−2, k−3 are reverse reaction rates andk1, k2, k3 are forward reaction rates. Note

that if all the reverse reaction rates are equal to zero, thenwe will have the standard LV

system of irreversible reaction considered in [45]. By an appropriate rescaling and the

assumption that the reverse reaction is much slower than theforward reaction, then we will

have a three-dimensional LV system with two small parameters of different order. It results

in a singularly perturbed system.










































du
dτ

= u(w− v) − ε(σu2 − v2)

dv
dτ

= v(u− 1)− εv2 + ε
(

ξ − u− v− w
σ

)

dw
dτ

= −σ(wu− εσu2),

Note that the unperturbed system, whereσ = ε = 0, is a standard Lotka-Volterra system

and admits a first integral. Thus it is a conserved system.

It is important to notice thatσ introduce a singular perturbation, and the partially per-

turbed system, whereε = 0, σ > 0, connects the periodic orbits in different levels of

unperturbed system in certain way. In addition, it has an invariant manifoldWσ which

serves as the oscillation axis. HoweverWσ is not normally hyperbolic by the computation
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of Lyapunov type numberσL ≥ 2, thus it is not ensured thatWσ can persist under any

smooth perturbation.

Furthermore, the reaction zone of the perturbed system, where ε > 0, consists of two

zones, oscillation zone and transition zone. In the oscillation zone,ε produces a regular

perturbation. BecauseσL ≥ 2 for Wσ, the existence of the invariant manifoldWo
σ,ε cannot

be obtained directly from the persistence ofWσ by Fenichel’s theorem. Nevertheless, the

existence ofWo
σ,ε under the specific perturbation we study is true and it can be proven,

instead, by means of exponential dichotomy, which is an important technique to study

the invariant manifold in a singularly perturbed system [61] and integral manifold and its

stability [79, 80], etc.. While in the transition zone,ε produces a singular perturbation.

By Fenichel’s geometric singular perturbation theory, we prove that there exists a two-

dimensional strongly stable manifoldMt
σ,ε in there. And there is also a one-dimensional

stable manifoldWt
σ,ε on Mt

σ,ε. All the solutions away fromWt
σ,ε will eventually approach

Wt
σ,ε in the monotonic way.

Due to the regular perturbation ofε in the oscillation zone, we can approximate the

oscillation time by studying the partially perturbed system, and show that the total time

spending in the oscillation zone is in the algebraic order ofσ, which means the oscillation

will last in a long but finite time. And in the transition zone,the time spending on the

transition from the oscillation axis to the vicinity of the equilibrium is in the algebraic

order ofε.

By computing the eigenvalues of the linearized system around the unique interior equi-

librium point, we can show that all the eigenvalues are negative and real, thus this equilib-

rium point is stable but there can be no trace of oscillation near the equilibrium, as dictated

by Onsager’s reciprocal relations. Moreover, a Lyapunov function, the total free energy

of the reaction system, can be constructed to show that the equilibrium point is a global

attractor in the reaction zone. This is exactly what the second law of thermodynamics [24]

states, that is, the free energy of a closed isothermal system decreases until it reaches its
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minimum which corresponds to the equilibrium state of the system.

To study the damped oscillation, we study the action variable, the area of the enclosed

region swept by a complete unperturbed oscillation, and prove that it is monotonically

decreasing in time. Thus the reaction shows the damped oscillation around and shrinking

to the oscillation axis. But considered in the framework of Hamiltonian system, the action

variable is not monotone but oscillatory instead from the numerical simulation.

The reversible LV model in the open system yields a two-dimensional system with two

parametersw andβ. It is proved that the oscillation around equilibrium exists in a wide

range ofw, but does not whenw < δ = σε. Thus the open system exhibits the similar

dynamical behavior to the closed system asw varying monotonically. Mathematically, the

open reaction system is a two-dimensional approximation tothe three-dimensional closed

reaction system by treating slowly changing quantities as constant.

According to all the theoretical analysis and numerical simulation, the important ob-

servation of this reversible LV system is summarized and canbe found in [43], where a

mechanical analog to this chemical system is also provided by a mechanical system with

time-dependent increasing damping. The analytical results matches the lab observation

of BZ reaction. The reaction starts with the nonlinear oscillation of varying frequencies.

After a long time, the oscillation disappears. And the reaction eventually approaches the

equilibrium state.

At the end, we study the control of the BZ reaction. Chemical system is a complex

system because the reaction mechanism is not well understood [73]. Model reference con-

trol has advantage of controlling unknown system(plant). It is composed of two processes,

system identification and controller generation. Once the real plant is identified, the con-

troller will be trained to drive the plant’s output to followthe reference signal. So far model

reference control(MRC) already has a wide application in engineering such as controlling

robot’s arm [26, 41], flight vehicles [37, 38, 39, 40, 68], mechanical oscillators [32], etc.

Some applications of MRC to biological system like susceptible-infectious-recovered(SIR)
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epidemic disease models are given in [6]. Here we apply MRC tothe BZ reaction and suc-

cessfully control the oscillation amplitude and eliminatethe oscillation to have a monotonic

reaction. This provides another example of application of MRC to a biological system.

The rest of this thesis will be arranged in the following way.First, we will introduce the

BZ chemical reaction, its history, lab experiment and mathematical modeling in Chapter 2.

Then we study the open reaction in Chapter 3. Chapter 4 accommodates a large paragraph

of the analysis about closed reaction, which is carried out step by step from unperturbed

system, partially perturbed system to the perturbed system. And the damped oscillation is

considered in terms of action-action-angle variables to complete this chapter. Chapter 5

is about the model reference control of the BZ closed reaction with numerical simulation

provided.
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CHAPTER II

BELOUSOV-ZHABOTINSKY CHEMICAL REACTION

2.1 History of BZ Reaction

The oscillating chemical reaction was first discovered by Fechner in 1828 and some re-

lated work followed throughout the nineteenth century. However, because of the lack of

mathematical tools for analysis on such systems, and the wrong understanding during that

time that chemical oscillation is not allowed due to the second law of thermodynamics,

oscillating reaction was not recognized in the science community.

The modern study on the chemical oscillation was started by Russian chemist Boris

Belousov. Belousov finished his chemical education in Zurich. After the World War I

began, he returned to Russia and served in a military laboratory. Little is known about

how he started the research and discovered the chemical reaction in the lab. In 1951,

when he already retired from the army, he wrote a paper about the temporal oscillation

he discovered. But his paper was rejected for publication insome journals, and even with

a comment that his “supposedly discovered discovery was impossible”, see page 161 in

[78]. Years later, his paper finally was published in a conference on radiobiology 1958. His

original manuscript in English translation can be found in the Appendix in [22].

In the middle of 1950’s, a young biochemist, S.E. Shnoll, whowas interested in peri-

odic behavior in biochemistry, learned about Belousov’s work. He got Belousov’s origi-

nal recipe of oscillating reaction and suggested a graduatestudent, A.M. Zhabotinsky, in

Moscow State University to look into this reaction in 1961. Zhabotinsky repeated and con-

firmed Belousov’s oscillating reaction. After an international meeting held in Prague in

1968, where Zhabotinsky presented some results on this interesting phenomenon, BZ re-

action inspired the interest of chemical experimentalistsand theoreticians. Since then, the
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biological and biochemical oscillation becomes a widely studied subject and BZ reaction

is regarded as a standard model of oscillating chemical reaction.

In 1980, ten years after Belousov passed away, Belousov and Zhabotinsky were awarded

the Lenin Prize, the highest medal in the Soviet Union, for their pioneering work in the

chemical oscillation. A detailed history about the BZ reaction can be found in [77].

2.2 Lab Experiment of BZ reaction

Belousov’s original recipe of oscillating reaction is as follows

Citric acid, 2.00g,

Ce(SO4)2, 0.16g,

KBrO3, 0.20g,

H2SO4(1 : 3), 2.0ml,

H2O, to a total volume of 10.0ml.

When all the reagents above are well mixed at the room temperature, there will be several

quick color change from yellow to colorless and back. As a matter of fact, Ce4+ shows

yellow and Ce3+ colorless. Oxidized by bromate, Ce3+ is changed to Ce4+, and then Ce4+

is reduced to Ce3+. This oxidation-reduction process repeats and thus the solution color

changes from yellow to colorless, back and forth.

2.3 Mathematical Modeling of BZ Reaction

The first theoretical study on oscillating chemical reaction is due to Alfred Lotka in his pa-

pers [45, 46]. Because at that time, no chemical reaction wasknown to follow Lotka’s rule,

his model was not widely recognized in the chemistry community. However, ecologist did

benefit a lot from his idea. Motivated by Lotka’s idea, Vito Volterra successfully studied

a variety of ecological problems where the oscillation occurs. Because of the great con-

tribution of Lotka and Volterra, the oscillating model of this type is cited as Lotka-Voltera
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model, which is already the standard model widely studied bymany scientists and mathe-

maticians. Takaguchi even wrote a book [64] mainly to study the global dynamics of this

model.

Besides Lotka-Volterra model, there are many other different models for BZ reaction,

for example, Field-Körös-Noyes model. The detailed discussion about it can be found in

[49]. In this thesis, we mainly consider the Lotka-Volterramodel.

The standard Lotka-Volterra reaction system consists of four chemical speciesA, B,X

andY and three irreversible steps given by

A+ X
k1−→ 2X

X + Y
k2−→ 2Y

Y
k3−→ B,

whereki is the reaction rate in each step. Because each step is irreversible, a system of

differential equations can be written as























ẋ = k1cAx− k2xy

ẏ = k2xy− k3y
(1)

wherex, y, cA andcB denote the concentration of the corresponding speciesX,Y,A andB.

Note that if we consider a reaction in an open system, that is,the reaction system allows

exchange of energy and/or matter with the environment, then by addingA to keep it con-

stant, system (1) will have periodic oscillation for any given initial condition (x0, y0) with

x0, y0 > 0. And the period of the oscillation varies and depends on theinitial conditions.

In contrast, if the reaction is in a closed system, then obviously cA will be decreasing and

satisfy equation

ċA = −k1cAx.

In section 4.3, we will see that the reaction in a closed system will oscillate when it is away

from the equilibrium, and eventually approach the equilibrium in the monotonic way.

On the other hand, if we assume that all the reactions are reversible, with backward
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reaction ratesk−i, then we will have

A+ X
k1GGGGGBFGGGGG
k−1

2X, X + Y
k2GGGGGGBFGGGGGG
k−2

2Y, Y
k3GGGGGGBFGGGGGG
k−3

B. (2)

Similarly, the reversible Lotka-Volterra system in a closed system will be given by






























































dx
dt

= k1cAx− k−1x2 − k2xy+ k−2y2,

dy
dt

= k2xy− k−2y2 − k3y+ k−3cB,

dcA

dt
= −k1cAx+ k−1x2,

dcB

dt
= k3y− k−3cB.

(3)

For the sake of simplicity, under the following transformation,

u = k2
k3

x, v = k2
k3

y, w = k1
k3

cA, z= k2
k3

cB,

τ = k3t, ε = k−1
k1
=

k−2
k2
=

k−3
k3
, σ = k1

k2
, δ = εσ

(4)

we will have an equivalent system in the dimensionless form






























































du
dτ

= u(w− v) − ε(σu2 − v2)

dv
dτ

= v(u− 1)− εv2 + εz

dw
dτ

= −σ(wu− εσu2),

dz
dτ

= v− εz.

(5)

In addition, if we assume that the first forward reaction is much slower than the second

one, and all the reverse reactions are even much slower than the corresponding forward

reactions, then we have 0< ε ≪ σ ≪ 1. By the law of mass action,u + v + w
σ
+ z is

conservative. Letξ = u+ v+ w
σ
+ z, then system (5) is reduced into a 3D system











































du
dτ

= u(w− v) − ε(σu2 − v2)

dv
dτ

= v(u− 1)− εv2 + ε
(

ξ − u− v− w
σ

)

dw
dτ

= −σ(wu− εσu2).

In the case of open system in whichA andB can be kept constant by the experimenter

by providing chemical energy, the reaction is given by






















dx
dt
= k1cAx− k−1x2 − k2xy+ k−2y2,

dy
dt
= k2xy− k−2y2 − k3y+ k−3cB,

(6)

11



and its dimensionless form is






















du
dτ
= u(w− v) − ε(σu2 − v2)

dv
dτ
= v(u− 1)− εv2 + β

.

wherew andβ = εzare treated as parameters.

In the following chapters, we will first study the 2D reversible Lotka-Volterra reaction

in an open system, and then analyze in details the 3D reversible LV reaction in a closed

system.
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CHAPTER III

REVERSIBLE LV REACTIONS IN AN OPEN SYSTEM

In this section, we will consider the reversible BZ reaction(2) in an open chemical system,

that is, a system that can exchange matter and/or energy with its surroundings, see [16].

Suppose that speciesA and B in system (2) are being controlled by an experimenter at

constant level ofcA andcB, by providing chemical energy, then only the concentrations of

speciesX andY are dynamic, and satisfy equation (6)























dx
dt
= k1cAx− k−1x2 − k2xy+ k−2y2,

dy
dt
= k2xy− k−2y2 − k3y+ k−3cB.

Such a reaction is calleddriven. The amount of energy for everyA molecule becomingB

molecule is the difference betweenµA andµB:

∆µAB = µA − µB = ln

(

k1k2k3cA

k−1k−2k−3cB

)

(7)

and the driving force for the chemical reaction system is given by

γ = e∆µAB =
k1k2k3cA

k−1k−2k−3cB
=

w
εδβ

(8)

in the representation of dimensionless form. Under the rescaling in (4) withβ = ε(ξ − u−

v− w
σ
), we will have the following dimensionless system of drivenreversible reaction























u̇ = u(w− v) − δu2 + εv2

v̇ = v(u− 1)− εv2 + β.
(9)

Mathematically, system (9) can also be regarded as a two-dimensional approximation

of 3D closed system to some extent. Note that this is not the usual approximation by letting

small parameterσ = 0, but by treatingβ andw as constant, instead. This makes sense

13



because bothw andβ are slow variables. It is obvious forw, and also forβ by setting

β = εz and resulting inβ̇ = ε(v − β) in (5). According to the analysis in the following

sections, we can see that both open system and closed system exhibit the similar dynamical

transition from oscillation to non-oscillation asw is varying.

From the following argument, we see that reversible driven LV system (9) behaves

significantly different from the traditional LV system.

Theorem 3.0.1.For any w, β > 0, system (9) has a unique positive equilibrium(ū, v̄), and

it is asymptotically stable.

Proof: Note that the positive equilibrium point, (¯u, v̄), satisfies

v = f (u) =
(u−1)+

√
(u−1)2+4βε

2ε , v = g(u) = −δu2 + wu+ β.

Becausef (u) is increasing inu, −g is convex with lim
u→∞
−g(u) = ∞ and

f (0) =
−1+

√

1+ 4βε

2ε
=

2β

1+
√

1+ 4βε
< β = g(0),

we know that the two curves determined byv = f (u) andv = g(u) intersect at only one

point foru ≥ 0, that is, (ū, v̄) is unique.

The Jacobi matrix of system (9) is

J =























w− v̄− 2δū 2εv̄− ū

v̄ ū− 1− 2εv̄























=

























−δū− εv̄
2

ū
2εv̄− ū

v̄ −εv̄− β
v̄

























and

tr(J) = −δū− εv̄
2

ū
− εv̄− β

v̄
,

det(J) =

(

δū+
εv̄2

ū

)

(

εv̄+
β

v̄

)

− v̄(2εv̄− ū),

∆ = tr2 − 4 det = [(w− v̄− 2δū) − (ū− 1− 2εv̄)]2 + 4v̄(2εv̄− ū)

=

[(

δū+
εv̄2

ū

)

−
(

εv̄+
β

v̄

)

]2

+ 4v̄(2εv̄− ū)

Obviously the trace tr(J) < 0. And since

det(J) =

(

δū+
εv̄2

ū

)

β

v̄
+ εδūv̄+

ε2v̄3

ū
− v̄(2εv̄− ū)

14



and

ε2v̄3

ū
− v̄(2εv̄− ū) =

v̄
ū

(

ε2v̄2 + ū2 − 2εūv̄
)

=
v̄
ū

(εv̄− ū)2 ≥ 0,

we can see that the determinant det(J) > 0. Therefore the equilibrium (¯u, v̄) must be

asymptotically stable, and it is a stable node if the discriminant∆ > 0 and a stable spiral

point if ∆ < 0. And∆ = 0 provides the critical values for transition from a node to aspiral

point.

Lemma 3.0.2.The following statements are equivalent.

v̄ = (<, >)β ⇐⇒ ū = (>, <)
w
δ
⇐⇒ γ =

w
εδβ
= (<, >)1.

Proof: Note thatγ = w
εδβ

in terms of new variables (β,w). If v̄ = β, thenū = 0 or ū = w
δ
.

As ū = 0, β = v̄ = f (ū) = f (0) < β is a contradiction. Thus ¯u = w
δ
, and then

β = f (
w
δ

) =
(w
δ
− 1)+

√

(w
δ
− 1)2 + 4βε

2ε
⇒ w = εδβ⇒ γ = 1.

Similarly, if v̄ = g(ū) < β, thenū > w
δ

and

β > v̄ = f (ū) > f (
w
δ

) =
(w
δ
− 1)+

√

(w
δ
− 1)2 + 4βε

2ε
⇒ w < εδβ.

This completes the proof because all the above derivations are revertible.

Lemma 3.0.3. If w ≤ εδβ, the∆ > 0.

Proof: Note that the discriminant

∆ = [(w− v̄− 2δū) − (ū− 1− 2εv̄)]2 + 4v̄(2εv̄− ū)

Sincew ≤ εδβ is equivalent to ¯v ≤ β, then

ū = εv̄− β
v̄
+ 1 ≤ εv̄ < 2εv̄,

which implies that∆ > 0. �
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Theorem 3.0.4.Let D be the domain where the discriminant is nonpositive, that is,

D(β,w) = {(β,w), β,w ≥ 0 and ∆(β,w) ≤ 0} .

Then D is bounded andδ2 < min
D

w <
δ

1+ δ
.

Proof: Set

v∗ =
2w

1+ 4εδ
, u∗ = 2εv∗.

Claim thatv∗ > (=, <) f (u∗) if and only if β < (=, >)v∗(1−εv∗). Becausef is monotone and

its inversef −1(v) = εv− β

v + 1, we have

v∗ > f (u∗) ⇐⇒ 2εv∗ = u∗ < f −1(v∗) = εv∗ −
β

v∗
+ 1 ⇐⇒ β < v∗(1− εv∗).

Similarly we can prove the rest of the claim. On the other hand, it follows from u(w −

v) − δu2 + εv2 = 0 that ū ≥ 4εw
1+4εδ = u∗ because the existence of real roots infers that

u2 − 4ε(wu− δu2) ≥ 0, that is,u∗ is the minimum of ¯u.

Note that the discriminant

∆ = [(w− v̄− 2δū) − (ū− 1− 2εv̄)]2 + 4v̄(2εv̄− ū)

and∆ ≥ 0 if 2εv̄− ū ≥ 0. Asβ ≥ v∗(1− εv∗),

v̄ = f (ū) ≥ f (u∗) ≥ v∗ ≥
1+

√

1− 4βε

2ε
,

thusεv̄2 − v̄ + β ≥ 0, that is, 2εv̄ − ū = 1
v̄(εv̄2 − v̄ + β) ≥ 0 and consequently∆ ≥ 0. This

shows that

D ⊂ U = {(β,w), 0 ≤ β ≤ v∗(1− εv∗)} ⊂ [0,
1
4ε

] × [0,
1
2ε
+ 2δ]

which is bounded.

In addition, ifβ = 0 andw = δ
1+δ , thenū = w

δ
andv̄ = 0 and hence∆ = 0. Moreover, if

(β,w) ∈ D, thenβ ≤ v∗(1− εv∗). From Lemmas 3.0.2 and 3.0.3 it follows that if (β,w) ∈ D,

thenw > εδβ or equivalently ¯u ≤ w
δ
. Whenw ≤ δ

2, we knowβ ≤ δ. Hence

ū ≤ 1
2
, v̄ ≤ vmax = g(

w
2δ

) =
w2

4δ
+ β ≤ 2δ
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and

∆ = [(1 + w) − (1+ 2δ)ū− (1− 2ε)v̄]2 + 4v̄(2εv̄− ū) > 0.

Thus it follows immediately that
δ

2
≤ min

D
w ≤ δ

1+ δ
. �

The contour plot of the discriminant is given in Figure 1.
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Figure 1: Contour Plots(and zoomed in) of the discriminant against (β,w).

Theorem 3.0.5.Set

γc = min
(β,w)∈D

{

w
εδβ

}

.

Thenγc is well defined. Suppose the minimum is attained at(βc,wc) ∈ D, then(βc,wc)

satisfies∆(βc,wc) = 0 and the following equation

w
β
= −
∆β

∆w
= −∆

e
w [(1 + 4εδ)(v̄− ū) − (1− 2ε)w] + 2(4εv̄− ū)(w− 2δū) − 4εv̄2

∆e
w
[−ū2 + ū(1+ v̄− w) + w− v̄(1− 2εw)

]

+ 2v̄(1− 2εv̄)
. (10)

where∆e
w = w− v̄− 2δū− ū+ 1+ 2εv̄. Furthermore,γc ∼ 1

2εδ .

Proof: From the fact thatD is bounded and min
D

w > 0, we know that if (β,w) ∈ D, then

w
εδβ

> 0 and inf
D

w
εδβ

exists. And sinceD is closed, inf can be replaced by min and then

γc = min
(β,w)∈D

{

w
εδβ

}

> 0

is well defined. Note that

min
(β,w)∈U

{

w
β

}

≥ min
w∈[0, 1

2ε+2δ]

w
v∗(1− εv∗)

= min
w∈[0, 1

2ε+2δ]

1+ 4εδ

2(1− 2εw
1+4εδ )

=
1
2
+ 2εδ,
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thus

γc = min
(β,w)∈D

{

w
εδβ

}

≥ min
(β,w)∈U

{

w
εδβ

}

≥ 2+
1

2εδ
.

On the other hand, when (¯u, v̄) = (u∗, v∗), β = v∗(1 − εv∗) and∆ = (w − 1)2. Therefore if

w = 1 andβ = 2(1−2ε+4εδ)
(1+4εδ)2 , ∆ = 0, that is (2(1−2ε+4εδ)

(1+4εδ)2 , 1) ∈ D. Thus

γc ≤
1

2(1−2ε+4εδ)εδ
(1+4εδ)2

=
(1+ 4εδ)2

2εδ(1− 2ε + 4εδ)
≤ 2+

2
δ
+

1
2εδ

.

And from geometric viewpoint, it is obvious that ifγc is attained at (βc,wc) ∈ D, then

(βc,wc) solves∆ = 0 and satisfies
w
β
= −∆β
∆w

,

which provides an exact expression for the switching pointγc. �

The dependence ofγc onσ is given in Figure 2.
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Figure 2: Log-Log plot of the critical driving force against parameter σ.
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CHAPTER IV

REVERSIBLE LV REACTION IN A CLOSED SYSTEM

4.1 Overview of the 3D LV system

As shown in the introduction, the closed reaction system is given by a three dimensional

Lotka-Volterra system










































du
dτ

= u(w− v) − ε(σu2 − v2)

dv
dτ

= v(u− 1)− εv2 + ε
(

ξ

σ
− u− v− w

σ

)

dw
dτ

= −σ(wu− εσu2).

(11)

In this section, we will first take an overview on this system for some general properties

like invariance and global stability.

4.1.1 Positively Invariant Set.

To study the closed BZ chemical reaction, we propose a mathematical model in terms

of the 3D reversible Lotka-Volterra system (11) where each state variable represents the

concentration of corresponding chemical reactant. Beforeany further detailed analysis on

this system, we must ensure that this system is properly chosen in the sense that each

variable remains positive during the time evolution. In this section, we will find, in the first

octant, an invariant set under the flow induced by system (11)and then we can see that all

the variables remain positive if they start at a positive initial point.

Definition 4.1.1. Consider a vector field V(x) onRn. The setI is calledflow-invariantfor

V if all the trajectories x(t) of ẋ = V(x) meetingI at t0 will remain inI for t > t0. That is,

if x(t0) ∈ I, then x(t) ∈ I for t > t0.

There are several different versions about the invariant set theorem due to La’Salle

[63], Bony [4], Brezis [5] and so on. La’Salle’s invariant set theorem mainly deals with
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stability by constructing a Lyapunov function, but it is only about the local invariance.

Bony and Brezis’ theorems are more geometric and they are deeply connected, see [55] for

the detailed discussion between these two theorems. Here wewill use the one due to Bony.

Definition 4.1.2. Let x ∈ I and B(x′) be an open ball centered at x′ such that x∈ ∂B(x′)

and B(x′) ∩ I = ∅. Then the vector~v(x) = x′ − x is callednormalto I at x in the sense of

Bony.

Theorem 4.1.3.[4]. Let V(x) be a vector field inRn andI ⊂ Rn such that

1. For any x, y ∈ I, |V(x) − V(y)| ≤ K|x− y|, K > 0 is the Lipchitz constant;

2. ~v(x) · V(x) ≤ 0 if ~v(x) is normal toI.

ThenI is flow-invariant for V.

Theorem 4.1.4.For any fixedξ > 0, letT be the tetrahedron defined by

T =
{

(u, v,w) ∈ R3, u, v,w > 0, and u+ v+
w
σ
≤ ξ

}

.

ThenT is positively invariant under the flow induced by equation (11).

Proof: Let ∂T be the boundary surface ofT , then∂T = S1 ∪ S2 ∪ S3 ∪ S4, where

S1 = {(u, v,w) ∈ T , u = 0} , S2 = {(u, v,w) ∈ T , v = 0} ,

S3 = {(u, v,w) ∈ T , w = 0} , S4 =
{

(u, v,w) ∈ T , u+ v+ w
σ
= ξ

}

.

Denote byV(X) the vector field on the right side of equation (11) withX = (u, v,w), and

by ~n the regular outer normal vector to∂T (perpendicular to∂T ). Then

V(X) · ~n1 = −εv2 ≤ 0, ~n1 = (−1, 0, 0)T , on S1,

V(X) · ~n2 = −ε(ξ − u− w
σ
) ≤ 0, ~n2 = (0,−1, 0)T , on S2,

V(X) · ~n3 = −εσ2u2 ≤ 0, ~n3 = (0, 0,−1)T , on S3,

V(X) · ~n4 = −v ≤ 0, ~n4 = (1, 1, 1
σ
)T , on S4.
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Note that~n is also the normal vector toT in the sense of Bony becauseT is convex.

Therefore it follows, from Bony’s flow-invariant set theorem, thatT is a positively invariant

set under the flow induced by equation (11). �

We will call T thereaction zonein the closed system (11), over which all the analysis

is carried on in the rest of the paper.

4.1.2 Dissipative Dynamics.

Because System (11) allows a positively invariant setT which is compact, there must exist

at least one equilibrium pointP in T . And if P is asymptotically stable, the system may be

dissipative. In this section, we will prove the dissipativedynamics by finding the unique

interior equilibrium point and its global stability inT .

First we will recall some useful results on the sufficient conditions for all the roots of a

polynomial to be real and negative and the estimate of the eigenvalues.

Theorem 4.1.5.[30, 33]. The real parts of all roots of the polynomial

p(x) = x3 + a2x2 + a1x+ a0 = 0

are negative if and only if

a2 > 0, a2a1 − a0 > 0, a0(a2a1 − a0) > 0.

Theorem 4.1.6.[42]. Let p(x) = anxn+an−1xn−1+ · · ·+a1x+a0 be a polynomial of degree

n ≥ 2 with positive coefficients ai > 0. If

a2
i − 4ai−1ai+1 > 0, i = 1, 2, . . . , n− 1,

then all the roots of the polynomial p(x) are real and distinct. See [42].

Let A =
(

ai j

)

be a square complex matrix. Around every elementaii on the diagonal of

the matrix, we draw a circle with radius equal to the sum of thenorms of the other elements

on the same row,r i =
∑

j,i

|ai j |, or on the same column,ci =
∑

j,i

|a ji |. Such disks are called

Gershgorin’s disks.
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Theorem 4.1.7.[31]. For any square matrix A, every eigenvalue of A must lie in one of

Gershgorin’s disks.

Now we are ready to prove a main result.

Theorem 4.1.8.System (11) has a unique interior equilibrium point

P3 =

(

ε2ξ

r(ε)
,
εξ

r(ε)
,
σε3ξ

r(ε)

)

∈ T , r(ε) = 1+ ε + ε2 + ε3.

And the Jacobian J(P3) at P3 has three negative real eigenvalues satisfying

|λ1 + (1+ ε)| ∼ ε2, |λ2 + εξ| ∼ ε2,
∣

∣

∣λ3 + σε
2ξ

∣

∣

∣ ∼ σ2ε3,

and hence P3 is an asymptotically stable node,

Proof: It follows from the simple calculation that system (11) has three equilibrium points

P1 = (0, 0, σξ), P2 = (
ξ

1+ ε
, 0,

σεξ

1+ ε
), P3 =

εξ

r(ε)

(

ε, 1, σε2
)

.

Note thatP1 andP2 are on the boundary∂T , and onlyP3 is in the interior ofT . First we

will consider the Jacobi matrix atP3,

J(P3) =
1

r(ε)









































−ε(1+ σε2)ξ ε2ξ ε2ξ

−εr(ε) + εξ −(1+ ε)r(ε) − ε2ξ −εr(ε)
σ

σ2ε3ξ 0 −σε2ξ









































whose characteristic polynomial isP(λ) = λ3 + a2λ
2 + a1λ + a0, where

a2 =
1

r(ε)(1+ ε)[r(ε) + ε(1+ σε)ξ] > 0, a0 =
1

r(ε)σε
3ξ2 > 0,

a1 =
1

r(ε) [r(ε) − 1+ σε(r(ε) − 1)+ σε3)]ξ + σε2

r2(ε)(r(ε) − 1)ξ2 > 0.

Because, forε≪ σ sufficiently small,a2 ∼ 1, a1 ∼ εξ anda0 ∼ σε3ξ2, we have

a2 > 0, a2a1 − a0 > 0, a0(a2a1 − a0) > 0.

Thus it follows from Routh-Hurwitz Theorem 4.1.5 that all the eigenvalues ofJ(P3) have

negative real parts. In addition, sincea0, a1, a2 > 0 and

a2
2 − 4a1a0 > 0, a2 − 4a1 > 0,
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Kurtz’s Theorem [42] implies that all the eigenvaluesJ(P3) are real. And consequentlyP3

is an asymptotically stable node.

On the other hand, note that the diagonal entries ofA = J(P3) are

a11 = −ε(1+ σε2)ξ, a22 = −(1+ ε)r(ε) + ε2ξ, a33 = −σε2ξ

and the radii for the three Gershgorin’s disks with center ata11, a22 anda33 are

r1 = 2ε2ξ, r2 =
ε

σ
r(ε) + ε|ξ − r(ε)|, r3 = σ

2ε3ξ.

respectively, by row, and

c1 = ε|ξ − r(ε)| + σ2ε3ξ, c2 = ε
2ξ, c3 = σ

2ε3ξ +
ε

σ
r(ε).

respectively, by column. Since the following three Gershgorin’s disks

Di = {z, |z− aii | ≤ min{r i, ci}} , i = 1, 2, 3

are not overlapping, by Theorem 4.1.7, there must be exactlyone eigenvalue in one disk.

Thus we have the following estimate

|λ1 + (1+ ε)| ∼ ε2, |λ2 + εξ| ∼ ε2,
∣

∣

∣λ3 + σε
2ξ

∣

∣

∣ ∼ σ2ε3.

And the associated eigenvectors are approximately given by

~v1 ∼









































0

1

0









































, ~v2 ∼









































1

(ξ − 1)ε

0









































, ~v3 ∼









































0

0

1









































.

�

Remark 4.1.9. Theorem 4.1.8 indicates that when the reaction is close to the equilibrium

state, the oscillatory behavior disappears. This is the usual phenomenon observed in most

of the chemical experiments. Moreover, the three eigenvalues of J(P3) are all of different

scales. By intuition, around P3, the solution must be attracted to P3 in the following way,
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first along the direction of~v1 (associated with the negatively largest eigenvalueλ1), then of

~v2 and finally of~v3 (associated to the negatively smallest eigenvalueλ3). This can be also

observed by asymptotic expansion around P3 to have

{(u, v,w), u = ε2ξ, v = εξ,w = σε3(ξ +Ce−σξt)},

as shown in Figure 3.
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Figure 3: In the Vicinity of Equilibrium.

Furthermore, we will draw a stronger conclusion thatP3 is a global attractor inT .

Setz= ξ − u− v− w
σ

and denoteR4+ = {(u, v,w, z)|u, v,w, z> 0}. Due to the invariance

of T , we may consider the 4D version of system (11)

Ẏ = Ṽ(Y), Y ∈ R4+,

where

Y =



























































u

v

w

z



























































, Ṽ(Y) =



























































wu− uv− ε(σu2 − v2)

vu− v− ε
(

v2 − z
)

−σ(wu− εσu2),

µv− εz,



























































,

Let P3 = (u∗, v∗,w∗) andz∗ = ξ − u∗ − v∗ − w∗

σ
. Define function

L(Y) = u ln
( u
u∗

)

+ v ln
( v
v∗

)

+
w
σ

ln
( w
w∗

)

+ zln
( z
z∗

)

.
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Lemma 4.1.10.Under the side condition Y· ~n = ξ, where~n = (1, 1, 1
σ
, 1)T , L(Y) ≥ 0, and

L(Y) = 0 if and only if Y= Y∗ = (u∗, v∗,w∗, z∗).

Proof: Under the side conditionY · ~n = ξ additionally, the Lagrange multiplier method

reads

∇L(Y) = λ~n,

or more explicitly

ln
( u
u∗

)

+ 1 = ln
( v
v∗

)

+ 1 = ln
( w
w∗

)

+ 1 = ln
( z
z∗

)

+ 1 = λ

which implies that

u = u∗eλ−1, v = v∗eλ−1, w = w∗eσλ−1, z= z∗eλ−1.

Thus we haveλ = 1 and consequently

u = u∗, v = v∗, w = w∗, z= z∗.

Note thatL(Y) is smooth inR4+, and its Hessian matrix∇2L(Y) = diag
{

1
u,

1
v ,

1
σw,

1
z

}

is pos-

itive definite, thusL(Y) is convex onR4+ and it cannot attain the maximum in the interior.

ThereforeX∗ must be the minimum andL(Y) ≥ L(Y∗) = 0 for Y · ~n = ξ. �

Lemma 4.1.11.L′(Y) ≤ 0 for all Y ∈ R4+ and under the constraint Y· ~n = ξ, L′(Y) = 0 if

and only if Y= Y∗.

Proof: It is easy to calculate that

L′(Y) = ∇L(Y) · Ẏ = ∇L(Y) · Ṽ(Y)

=

[

ln
( u
u∗

)

+ 1
]

[

u(w− v) − ε(σu2 − v2)
]

+

[

ln
( v
v∗

)

+ 1
]

[

vu− µv− ε(v2 − µz)
]

+
1
σ

[

ln
( w
w∗

)

+ 1
]

[

−σ(wu− εσu2)
]

+

[

ln
( z
z∗

)

+ 1
]

[

µv− εµz
]

= ln
( u
u∗

)

[

u(w− v) − ε(σu2 − v2)
]

+ ln
( v
v∗

)

[

vu− µv− ε(v2 − µz)
]

+ ln
( w
w∗

)

(−wu+ εσu2) + ln
( z
z∗

)

(µv− εµz)

= (uw− εσu2) ln

(

uw∗

wu∗

)

+ (uv− εv2) ln

(

vu∗

uv∗

)

+ (µv− εµz) ln

(

zv∗

vz∗

)

= uw
(

1− εσu
w

)

ln
(

σεu
w

)

+ uv
(

1− εv
u

)

ln
(

εv
u

)

+ µv
(

1− εz
v

)

ln
(

εz
v

)

= uw f
(

εσu
w

)

+ uv f
(

εv
u

)

+ µv f
(

εz
v

)

,
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where f (x) = (1− x) ln x. Because functionf (x) ≤ 0 for all x > 0 and f (x) = 0 if and only

if x = 1, it implies thatL′(Y) ≤ 0 for all Y ∈ R4+ andL′(Y) = 0 if and only if

f
(

εσu
w

)

= 0, f
(

εv
u

)

= 0, f
(

εz
v

)

= 0,

that is,
εσu
w
=
εv
u
=
εz
v
= 1, or w = σεu, u = εv, v = εz.

Under the constraintY · ~n = ξ, that is,u+ v+ w
σ
+ z= ξ, we have

u = u∗, v = v∗, w = w∗, z= z∗.

See Figure 4. �
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Figure 4: Lyapunov FunctionL.

Note thatT = R4+ ∩ {Y · ~n = ξ}, thus we have

Theorem 4.1.12.P3 is the global attractor of system (11) inT .

Indeed,L is a Lyapunov function, and physically it is exactly the freeenergy function.

By the Second Law of Thermodynamics [24], the chemical reaction in the closed system

must approach the equilibrium state eventually with the free energy decaying. Theorem

4.1.12 provides a mathematical statement for it. In addition, we also notice that system (11)

is not a gradient system, this explains mathematically why the reaction does not proceed in

the most rapidly decreasing direction, the negative of gradient, of the free energy. However,

the physical interpretation behind is not well understood yet.
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4.2 Unperturbed Lotka-Volterra System

In the previous section, we studied the long term behavior that, in the closed system, the

reaction ends up at the equilibrium state in the monotonic way. But as a matter of fact, the

oscillation lasts long before it vanishes. Experimentally, we may observe that the chemical

solution changes color alternatively and the frequency mayvary. To study this nonlinear

oscillation, we have to concentrate on the region far away from the equilibrium. And since

the unperturbed LV system withε = σ = 0 exhibits oscillation, it is reasonable to think

that the oscillatory behavior in chemical reaction is inherited directly from the oscillation

in the unperturbed LV system






































u̇ = u(w− v)

v̇ = v(u− 1)

ẇ = 0

(12)

Sincew remains constant in (12) and hence can be treated as a parameter, we will have

a standard 2D LV system. And it admits a first integral

E = (u− 1− ln u) +
[

(v− w) + w ln
(w

v

)]

∀w ≥ 0.

For fixedw > 0 andE > 0, it produces a closed orbit. This simple system was already

widely studied by many authors, especially on its period function T, such as the mono-

tonicity of T with respect to energyE [71], critical point ofT [7] and so on.

To study the oscillation time for the perturbed system (11),we need to know not only

the dependence ofT on E, but also the dependence onw, on which no work is done to my

knowledge. In this section, we will study the dependence of period functionT on parameter

w. For completeness, the dependence ofT on E is also included.

4.2.1 Period Function of planar Hamiltonian System.

In this section, we will temporarily replaceE by h to denote the energy. And we will

provide a representation of period functionT(h) and its derivativeT′(h) with respect to

energyh. A similar form for the separable Hamiltonian was first givenby Sabatini in
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[59] by the argument in terms of normalizer. And our proof is based on the elementary

differential geometry.

Lemma 4.2.1.Suppose that function F(u, v) ≥ 0 is differentiable on an open setO ⊂ R2

and∇F(u, v) = 0 only at(u0, v0) ∈ O. Let h0 > 0 be such that the level curve

Γh = {(u, v) ∈ O, F(u, v) = h}

is a Jordan closed curve for any h∈ (0, h0). Then, for any continuous function P(u, v),

A(h) =
∫∫

F(u,v)≤h
P(u, v)dudv, L(h) =

∫

Γh

P(u, v)ds,

are well-defined and differentiable for h∈ (0, h0) if P is differentiable, and

dA
dh
=

∮

Γh

P(u, v)
|∇F | ds,

dL
dh
=

∫

Γh

[

κP
|∇F | +

∇P · ∇F
|∇F |2

]

ds,

whereκ is the curvature ofΓh.

Proof: Let h ∈ (0, h0) be fixed andε > 0 sufficiently small such thath+ ε ∈ (0, h0), then

A(h+ ε) − A(h) =
∫∫

h≤F(u,v)≤h+ε
P(u, v)dudv

For any (u, v) ∈ Γh, choose (u+δ1, v+δ2) ∈ Γh+ε such thatδ = (δ1, δ2) has the same direction

as∇F(u, v). Note that

F(u, v) = h, F(u+ δ1, v+ δ2) = h+ ε,

it follows that

F(u+ δ1, v+ δ2) − F(u, v) = ε⇒ δ · ∇F + o(|δ|) = ε,

that is,

|δ||∇F | + o(|δ|) = ε,

becauseδ and∇F(u, v) have the same direction. Therefore, by inverse function theorem,

|δ| = ε

|∇F | + o(ε).

28



Furthermore, by the mean value theorem and by the uniform continuity of P(u, v) on the

δ-neighborhoodNδ(Γh) of Γh, we have

A(h+ ε) −A(h) =
∮

Γh

[P(u, v) + r(ε)]|δ|ds=
∮

Γh

[P(u, v) + r(ε)]

[

ε

|∇F | + o(ε)

]

ds,

wherer(ε)→ 0 asε→ 0. Hence it follows that

dA
dh
= lim

ε→0

A(h+ ε) −A(h)
ε

=

∮

Γh

P(u, v)
|∇F | ds.

This completes the proof of the first part of the lemma.

For the second part, consider a pair of points (u, v), (u′, v′) ∈ Γh sufficiently close to

each other. Letds be the length of the infinitesimal arc onΓh with two end points (u, v)

and (u′, v′), ds′ the length of the according portion with end points (u + δ1, v + δ2) and

(u′ + δ′1, v
′ + δ′2) onΓh+ε, then

ds′

ds
=

R′

R
+ o(|δ|) = R+ |δ|

R
+ o(|δ|) = 1+ κ|δ| + o(|δ|)

whereκ is the curvature of the curveΓh at point (u, v) andR is the radius of curvature. Thus

L(h+ ε) =
∫

Γh+ε

P(u1, v1)ds′

=

∫

Γh

P(u+ δ1, v+ δ2) [1 + κ|δ| + o(|δ|)] ds

=

∫

Γh

[

P(u, v) + ∇P(u, v) · δ + o(|δ|)][1+ κ|δ| + o(|δ|)]ds

and then

L(h+ ε) − L(h) =
∫

Γh

[

P(u, v) + ∇P(u, v) · δ + o(|δ|)][1+ κ|δ| + o(|δ|)] − P(u, v)ds

=

∫

Γh

[

P(u, v)κ|δ| + ∇P(u, v) · δ]ds+ o(|δ|).

Recall that

δ = |δ| ∇F
|∇F | , |δ| = ε

|∇F | + o(ε),
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then we can obtain that

1
ε

[L(h+ ε) − L(h)
]

=
1
ε

∫

Γh

[

P(u, v)κ|δ| + ∇P(u, v) · ∇F
|δ|
|∇F |

]

ds+ o(
|δ|
ε

)

=
1
ε

∫

Γh

(

κP+ ∇P · ∇F
1
|∇F |

)

[ ε

|∇F | + o(ε)
]

ds+ o(1)

→
∫

Γh

[

κP
|∇F | +

∇P · ∇F
|∇F |2

]

ds,

that is,
dL
dh
=

∫

Γh

[

κP
|∇F | +

∇P · ∇F
|∇F |2

]

ds.

�

Lemma 4.2.2.Consider a two-dimensional system























u̇ = f (u, v)

v̇ = g(u, v)
(13)

with analytic functions f and g on an open regionΩ ⊂ R2. Then this system can be

converted into a Hamiltonian system























ẋ = −Hy

ẏ = Hx

(14)

under a transformation x= x(u, v) and y= y(u, v) if and only if this system admits a first

integral F(u, v).

Proof: Since the Hamiltonian is a conservative quantity, the necessary condition is triv-

ial. Now let us assume that this systems has a first integralF(u, v), then

dF
dt
= ∇F · (u̇, v̇)T = ∇F · ( f , g)T = 0⇒ Fu f + Fvg = 0.

Let

ν(u, v) =
Fu

g
= −Fv

f
,

30



which, obviously, is an integrating factor. Letx = x(u, v) andy = y(u, v) be a transform

such that

det(A) = ν with A =
∂(x, y)
∂(u, v)

=

























∂x
∂u

∂x
∂v

∂y
∂u

∂y
∂v

























.

It is easy to check that under this transform, the original system becomes

ẋ =
∂x
∂u

u̇+
∂x
∂v

v̇

ẏ =
∂y
∂u

u̇+
∂y
∂v

v̇























⇒























ẋ

ẏ























= A























u̇

v̇























= A























f

g























andH(x, y) = F(u(x, y), v(x, y)) is the corresponding first integral. And on the other hand,

H(x(u, v), y(u, v)) = F(u, v) implies that

−ν f = Fv = Hx
∂x
∂v
+ Hy

∂y
∂v

νg = Fu = Hx
∂x
∂u
+ Hy

∂y
∂u























⇒























f

g























=
1
ν

























∂y
∂v

−∂x
∂v

−∂y
∂u

∂x
∂u















































−Hy

Hx























⇒























f

g























=
1
ν

A∗J∇H = A−1J∇H

whereA∗ is the adjoint matrix ofA and

J =























0 −1

1 0























.

Therefore we can obtain the Hamiltonian system























ẋ

ẏ























= J∇H =























−Hy

Hx























.

Now it suffices to show the existence of such a transform. It is readily tosee that

x = u, y =
∫

ν(u, v)dv

satisfies

∂(x, y)
∂(u, v)

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 0
∫

∂ν

∂u
dv ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= ν.

�
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Remark. Note that the transform converting a two-dimensional system with first integral

to a Hamiltonian system is not unique, for example, we can also choose

x =
∫

ν(u, v)du, y = v

or

x =
∫

ν(u, v)dv, y = −u

or

x = −v, y =
∫

ν(u, v)du.

Lemma 4.2.3.Suppose that system (13) admits a first integral F(u, v) which satisfies the

conditions in Lemma 4.2.1 andν is the integrating factor. Then, for any h∈ (0, h0), its

period function can be represented as

T(h) = A′(h), where A =
∫∫

F≤h
|ν|ds.

Proof: It is the immediate consequence of Lemma 4.2.1 that

A′(h) =
∮

Γh

|ν|
|∇F |ds=

∫ T(h)

0

|ν|
√

f 2 + g2

|∇F | dt =
∫ T(h)

0
dt = T(h).

�

Lemma 4.2.4.Suppose that system (14) is the Hamiltonian form of system (13), both (13)

and (14) admit period annulus and TF and TH are their period functions, respectively. Then

TF(h) = TH(h) for any h∈ (0, h0).

Proof: Consider the following two area integrals

AF(h) =
∫∫

F≤h
|ν|dudv=

∫∫

H≤h
|ν|| det(A−1)|dxdy=

∫∫

H≤h
dxdy= AH(h).

Immediately from Lemma 4.2.1, it follows that

TF(h) = A′F(h) = A′H(h) = TH(h).
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Now we will consider a planar Hamiltonian system

Ẋ = J∇H(X). (15)

Theorem 4.2.5.Suppose F= H satisfies the conditions in Lemma 4.2.1, then the period

function T(h) of system (14) and its derivative have the following representation

T(h) =
∮

Γh

1
|∇H|ds, T′(h) =

∮

Γh

(∇H)T
(

JTH J −H
)

∇H

|∇H|5 ds.

whereH is the Hessian matrix of H.

Proof: For the Hamiltonian system the integrating factor isν = 1, then, by Lemma 4.2.3,

we have

T(h) = A′(h) =
∮

H=h

1
|∇H|ds, A(h) =

∫∫

H≤h
dxdy.

By letting P = 1
|∇H| , Lemma 4.2.1 also implies

T′(h) =
∮

Γh

















κ

|∇H|2 +
(

∇ 1
|∇H|

)

· ∇H

|∇H|2

















ds.

Note that the curvature of the level curveH(x, y) = h is given by

κ =
ẋÿ− ẍẏ

(

ẋ2 + ẏ2
)

3
2

.

Let H be the Hessian matrix ofH, note that

ẍ = −
(

∂2H
∂y∂x

ẋ+
∂2H
∂y2

ẏ

)

, ÿ =
∂2H
∂x2

ẋ+
∂2H
∂x∂y

ẏ,

therefore

ẋÿ− ẏẍ = (ẋ, ẏ)





























∂2H
∂x2

∂2H
∂y∂x

∂2H
∂x∂y

∂2H
∂y2



















































ẋ

ẏ























= (∇H)T JT
H J∇H

and hence

κ =
(∇H)T JTH J∇H

|∇H|3 .

33



In addition,

∇
(

1
|∇H|

)

= −H T∇H
|∇H|3 = −

H ∇H
|∇H|3 ,

then we have

dT
dh

=

∮

Γh

[

(∇H)T JTH J∇H
|∇H|3

1
|∇H|2 −

(∇H)TH T∇H
|∇H|3

1
|∇H|2

]

ds

=

∮

Γh

[

(∇H)T JTH J∇H
|∇H|5 − (∇H)TH ∇H

|∇H|5
]

ds

Therefore

T′(h) =
∮

Γh

(∇H)T
(

JTH J −H
)

∇H

|∇H|5 ds. (16)

�

Remark 4.2.6. Note that

Φ(x, y) = (∇H)T
(

JT
H J −H

)

∇H = (H2
y − H2

x)(Hxx − Hyy) − 4HxyHxHy,

which first appears in [59] where the author applied the normalizer to study the period

function, but it seems to only provide a sufficient condition for the monotonicity of period

function. By contrast, the equivalent representation of T′(h) given in (16) provides a neces-

sary and sufficient condition. And from this representation, we can see the derivative of the

period function depends only on the geometric property of the graph of the Hamiltonian

H. By Lemma 4.2.2, any planar system with a first integral has Hamiltonian structure.

And Lemma 4.2.4 implies that, to find period function of a planar system with first inte-

gral, it is enough to calculate the period function for the period function of the associated

Hamiltonian system.

Corollary 4.2.7. Suppose that f∈ C2(R+) is convex and f′(0) = 0. Then the period func-

tion TH f of the Hamiltonian system with Hamiltonian Hf (x, y) = f (|x|) + f (|y|) is monoton-

ically decreasing when f′′ is increasing inR+ and TH f increasing when f′′ is decreasing.

Proof: Let g(x) = f (|x|), then

g′(x) = f ′(|x|) x
|x| , g′′(x) = f ′′(|x|).
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Note thatH is separable, that is,Hxy = 0, thus

Φ(x, y) = (H2
y − H2

x)(Hxx − Hyy) =
[

( f ′(|y|))2 − ( f ′(|x|))2
]

(

f ′′(|x|) − f ′′(|y|)) .

Becausef is convex, that is,f ′ increasing, we know thatf ′ ≥ 0 in R+. ThenΦ ≤ 0 and

henceT′(h) < 0 as f ′′ increasing inR+, and similarlyT′(h) > 0 as f ′′ decreasing. �

Example 4.2.8.For anyα > 2, define Hα(x, y) = |x|α + |y|α, then the corresponding period

function is decreasing because f(x) = xα is convex, f(0) = 0 and f′′ increasing inR+. And

the period function for H(x, y) = |x| + e−|x| + |y| + e−|y| is increasing because f(x) = x+ e−x

is convex, f′(0) = 0 and f′′ decreasing.

4.2.2 Dependence ofT on E.

For the standard Lotka-Volterra system, the period function is studied by many authors in

many different ways. Here we only list the result in the following theorem.

Theorem 4.2.9.For any w> 0, the period function of system

u̇ = u(w− v), v̇ = v(u− 1) (17)

is monotonically increasing in energy E.

See [71] for details of the proof.

In this section, we will go further to take a closer look at theperiod function to see how

T depends onE. For this purpose, we will use an alternative representation of the period

function. Note that the 2D Lotka-Volterra system in (17) hasa first integral

F(u, v) = (u− 1− ln u) +
[

(v− w) + w ln
(w

v

)]

= E = constant.

BecauseF is a separable function, we introduce the following transformation

u− 1− ln u = E cos2 θ, (v− w) + w ln
(w

v

)

= E sin2 θ, (18)

see [71] for the general discussion of the transformation for separable first integral. Under

this transformation, we will have an equivalent system

Ė = 0, θ̇ =
(v(θ,w) − w)(u(θ) − 1)

2E sinθ cosθ
. (19)
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Thus the period function can be written as

T(E,w) =
∫ T

0
dt =

∫ 2π

0

dt
dθ

dθ =
∫ 2π

0

2E sinθ cosθ
(v− w)(u− 1)

dθ. (20)

Lemma 4.2.10.Suppose that f(y) = y − 1 − ln y. Then, for any x∈ R, f (y) = x2 has a

series solution y=
∞
∑

k=0

akx
k where a0 = 1, a1 = ±

√
2, a2 =

2
3 and

ak+1 =
1

(k + 2)a1















2ak −
k−1
∑

i=1

(i + 1)ai+1ak−i+1















, k ≥ 2.

Proof: Consider equationf (y) = x2. Then, by implicit differentiation, we have

(

1− 1
y

)

y′(x) = 2x⇒ (y− 1)y′ = 2xy. (21)

Suppose that (21) has series solutiony =
∞
∑

k=0

akx
k, then















∞
∑

k=0

akxk − 1





























∞
∑

k=0

kakxk−1















= 2x
∞
∑

k=0

akxk

which implies thata0 = 1. And then we have














∞
∑

k=1

akxk





























∞
∑

k=0

kakx
k−1















= 2x
∞
∑

k=0

akxk

⇒














∞
∑

k=0

ak+1xk+1





























∞
∑

k=1

kakx
k−1















= 2x
∞
∑

k=0

akxk

⇒














∞
∑

k=0

ak+1xk





























∞
∑

k=0

(k+ 1)ak+1xk















= 2
∞
∑

k=0

akxk

⇒
∞
∑

k=0















k
∑

i=0

(i + 1)ai+1ak−i+1















xk = 2
∞
∑

k=0

akxk

therefore we find the recurrent relation

a1 = ±
√

2, a2 =
2
3,

k
∑

i=0

(i + 1)ai+1ak−i+1 = 2ak, k = 2, 3, . . . .

and

ak+1 =
1

(k+ 2)a1















2ak −
k−1
∑

i=1

(i + 1)ai+1ak−i+1















, k ≥ 2,
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that is,

k = 2, a1a3 + 2a2
2 + 3a3a1 = 2a2⇒ a3 =

a2(1−a2)
2a1

= ± 1
9
√

2
,

k = 3, a4 =
1

5a1
(2a3 − 5a2a3) =

a3
5a1

(2− 5a2) = − 2
135,

k = 4, a5 =
1

6a1

(

2a4 − 6a2a4 − 3a2
3

)

= 1
540a1
= ± 1

540
√

2
...

�

Lemma 4.2.11.For fixed w> 0, the period function T(E,w) satisfies the following in-

equality

ET′E ≤ T ⇒ T(E,w)























≤ T(1,w)E, as E≥ 1

≥ T(1,w)E, as E≤ 1
.

Proof: From the transformation in (18), it follows that

uE =
ucos2 θ
u− 1

, vE =
vsin2 θ

v− w
.

Hence

T′E =

∫ 2π

0

(

2 sinθ cosθ
(v− w)(u− 1)

− 2E sinθ cosθ
(u− 1)2(v− w)

ucos2 θ
u− 1

− 2E sinθ cosθ
(u− 1)(v− w)2

vsin2 θ

v− w

)

dθ

=

∫ 2π

0

2 sinθ cosθ
(v− w)(u− 1)

(

1− uEcos2 θ
(u− 1)2

− vEsin2 θ

(v− w)2

)

dθ

=

∫ 2π

0

2 sinθ cosθ
(v− w)(u− 1)

















1− u(u− 1− ln u)
(u− 1)2

−
v
(

v− w+ w ln w
v

)

(v− w)2

















dθ

Define

g(x) =
x(x− 1− ln x)

(x− 1)2
,

theng(x) is an increasing function and 0≤ g(x) ≤ 1 for x ≥ 0, and

T′E =
∫ 2π

0

2 sinθ cosθ
(v− w)(u− 1)

[

1− g(u) − g
( v
w

)]

dθ.

SinceT is increasing inE and 2 sinθ cosθ
(v−w)(u−1) > 0 for θ ∈ [0, 2π], we have

ET′E ≤ T ⇒























T(1,w) ≤ T(E,w) ≤ T(1,w)E, as E ≥ 1

T(1,w)E ≤ T(E,w) ≤ T(1,w), as E ≤ 1
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for any fixedw > 0. �

A more accurate estimate is possible when the maximum of 1− g(u) − g
(

v
w

)

on the

compact setF(u, v) = E is obtained.

4.2.3 Dependence ofT on w.

In the previous section, we discuss the dependence of the period functionT on the energy

and know thatT is a monotone increasing function of energy. Becausew will vary under

the perturbation, it is also important to know how the periodT depends onw. In this

section, we will provide an estimate of the period in terms ofw for fixed energy.

We already know that the period function can be written as

T(E,w) =
∫ 2π

0

2E sinθ cosθ
(v− w)(u− 1)

dθ.

Now we define a Poincaré section

Σ = {(u, v,w), u > 0, u , 1, v = w ≥ w} = Σ+ ∪ Σ−,

for somew > 0 which will be determined later, where

Σ+ = {(u, v,w) ∈ Σ, u > 1}, Σ− = {(u, v,w) ∈ Σ, 0 < u < 1}.

Obviously the flow meetsΣ transversely when the intersection is away fromu = 1. Define

T1(E,w) =
∫ π

0

2E sinθ cosθ
(v− w)(u− 1)

dθ, T2(E,w) =
∫ 2π

π

2E sinθ cosθ
(v− w)(u− 1)

dθ,

thenT1 is the first return time when starting fromΣ+, andT2 is the first return time when

starting fromΣ−. ApparentlyT = T1 + T2 when the return point forT1 is the starting point

for T2.

Lemma 4.2.12.For any fixed E> 0 and any w> 0, the period function T is monotonically

decreasing in w. And T1 and T2 satisfy the following inequalities

T1(E, 1) ≤ T1(E,w) ≤ T1(E,1)√
w
, T2(E,1)√

w
≤ T2(E,w) ≤ T2(E,1)

w , as 0 < w < 1

T1(E,1)√
w
≤ T1(E,w) ≤ T1(E, 1), T2(E,1)

w ≤ T2(E,w) ≤ T2(E,1)√
w
, as w> 1.
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Proof: Note that the dependence ofT on w is explicit and also implicit throughv. From

(18), it follows that
∂v
∂w
= −

ln w
v

1− w
v

.

Then we have that

T′w =
∫ 2π

0

−2E sinθ cosθ
(v− w)2(u− 1)

(

∂v
∂w
− 1

)

dθ =
∫ 2π

0

2E sinθ cosθ
(v− w)2(u− 1)

(

1− w
v + ln w

v

1− w
v

)

dθ.

Note that, for allx ∈ R+, function

f (x) =
x(1− x+ ln x)

(1− x)2
≤ 0

hence

wT′w =
∫ 2π

0

2E sinθ cosθ
(v− w)(u− 1)

f
(w

v

)

dθ ≤ 0,

that is,T is monotonically decreasing inw. In addition, f is also monotonically decreasing

onR+, −1 < f (x) ≤ 0 and f (1) = −1
2, then

wT′1w =

∫ π

0

2E sinθ cosθ
(v− w)(u− 1)

f
(w

v

)

dθ ≥ −1
2

∫ π

0

2E sinθ cosθ
(v− w)(u− 1)

dθ = −T1

2
,

becausewv ≤ 1 asθ ∈ [0, π]. Consequently it follows from the above differential inequality

that

∫ 1

w
d ln T1 ≥

∫ 1

w
− 1

2w
dw⇒ ln

(

T1(E, 1)
T1(E,w)

)

≥ −1
2

ln

(

1
w

)

⇒ T1(E,w) ≤ T1(E, 1)√
w

,

asw < 1 andT1(E,w) ≥ T1(E,1)√
w

asw > 1. Plus the monotonicity ofT in w, we have

T1(E, 1) ≤ T1(E,w) ≤ T1(E,1)√
w
, as 0< w < 1

T1(E,1)
w ≤ T1(E,w) ≤ T1(E, 1), as w > 1.

Similarly, asθ ∈ [π, 2π], w
v ≥ 1 and−1 < f

(

w
v

)

≤ −1
2, thus we can obtain that

T2(E,1)√
w
≤ T2(E,w) < T2(E,1)

w , as 0< w < 1

T2(E,1)
w < T2(E,w) ≤ T2(E,1)√

w
, as w > 1

�
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Lemma 4.2.13.For w > 0 sufficiently small, T1 ≤ −C ln w.

Proof: Consider

T1(E,w) =
∫ π

0

2E sinθ cosθ
(v− w)(u− 1)

dθ.

By the transformation (18) and series expansion given in Lemma 4.2.10, we have

lim
θ→kπ

sinθ
v− w

=
1√
2Ew

, lim
θ→kπ+ π2

cosθ
u− 1

=
1√
2E

.

Thereforecosθ
u−1 is continuous on [0, π] and setM = max

θ∈[0,π]

{ cosθ
u− 1

}

. And it is also easy to see

that whenw≪ 1,
sinθ
v− w

≤ 1√
2Ew

, for θ ∈ [0, π].

Consequently we can have the following estimate.

T1(E,w) = I1 + I2 + I3

where

I1 =

∫

√
w

0

2E sinθ cosθ
(v− w)(u− 1)

dθ ≤ 2EM√
2Ew

∫

√
w

0
dθ = M

√
2E

and similarly

I3 =

∫ π

π−√w

2E sinθ cosθ
(v− w)(u− 1)

dθ ≤ M
√

2E,

and

I2 =

∫ π−√w

√
w

2E sinθ cosθ
(v− w)(u− 1)

dθ.

Note that asθ ∈ [0, π], v ≥ w and hencev− w ≥ E sin2 θ. Then

I2 ≤ M
∫ π−√w

√
w

2E sinθ

E sin2 θ
dθ = 2M

∫ π−√w

√
w

1
sinθ

dθ = 2M ln



















tan
(

π−√w
2

)

tan
( √

w
2

)



















∼ −4M ln w.

Therefore there exists a constantC, which is independent ofw, such thatT1(E,w) ≤

−C ln w for w sufficiently small.

Lemma 4.2.14.For w > 0 sufficiently small, T1 ≥ −c ln w for some c> 0.

Proof: Becausecosθ
u−1 is continuous and has no zero on [0, π], setm= min

θ∈[0,π]

{ cosθ
u− 1

}

> 0, we

have

T1(E,w) ≥ m
∫ π

0

2E sinθ
v− w

dθ.
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Note that
∫ π

2

0

2E sinθ
v− w

dθ =
∫ π

2

0

2E sinθ

(v− w)∂v
∂θ

dv(θ) =
∫ π

2

0

2E sinθ

(v− w)2E sinθ cosθ
1−w

v

dv(θ)

=

∫ π
2

0

1
vcosθ

dv(θ) ≥
∫ vM

w

1
v

dv= ln
(vM

w

)

,

and similarly
∫ π

π
2

2E sinθ
v− w

dθ =
∫ π

π
2

1
vcosθ

dv(θ) =
∫ w

vM

1
vcosθ

dv≥
∫ vM

w

1
v

dv= ln
(vM

w

)

.

On the other hand, sincevM > w solvesv − w + w ln
(

w
v

)

= E, we havevM ≥ E + w > E,

therefore we may setc = 2mln E and have

T1(E,w) ≥ −c ln w.

Lemma 4.2.15.Let um < uM be such that they solve u− 1− ln u = E. Then

T2(E,w) ≥ c̃
w
, c̃ = max

{

2(uM − um)
(uM + um)

, ln

(

uM

um

)}

= ln

(

uM

um

)

.

Proof: It is obvious that

T2 =

∫ T2

0
dt =

∫ T2

0

1
u̇

du=
∫ uM

um

1
u(w− v)

du.

Note that to calculateT2, v ≤ w, thus

T2 ≥
∫ uM

um

1
uw

du= ln

(

uM

um

)

1
w
.

And by Hölder inequality,

uM − um =

∫ uM

um

du≤
(∫ uM

um

u(w− v)du

)
1
2
(∫ uM

um

1
u(w− v)

du

)
1
2

≤ T
1
2
2

(∫ uM

um

uwdu

)
1
2

= T
1
2
2

[w
2

(u2
M − u2

m)
]

1
2

,

from which it follows that

T2 ≥
2(uM − um)
w(uM + um)

.

Note thatuM − um = ln

(

uM

um

)

anduM + um ≥ 2, therefore

2(uM − um)
(uM + um)

≤ ln

(

uM

um

)

.

41



Theorem 4.2.16.As defined above, when w is sufficiently small, T1(E,w) ∼ − ln w and

T2(E,w) ∼ 1
w

.

Theorem 4.2.17.When w> 0 is sufficiently small, T2(E,w) ∼ ln

(

uM

um

)

1
w

.

Proof: Consider

wT2(E,w) =
∫ uM

um

w
u(w− v)

du⇒ wT2(E,w) − ln

(

uM

um

)

=

∫ uM

um

v
u(w− v)

du.

Under the polar-like transformation, it becomes

wT2(E,w) =
∫ 2π

π

−2Evsinθ cosθ
(w− v)(u− 1)

dθ ≤ 2ME
∫ 2π

π

−vsinθ
w− v

dθ.

Setg(θ) = −vsinθ
w−v and it is easy to calculate

g′(θ) =
vcosθ

[

2wEsin2 θ − (w− v)2
]

(w− v)3
.

Because , by L’Hopital’s rule,

lim
θ→kπ

2wEsin2 θ − (w− v)2

(w− v)3
= lim

θ→kπ

4wEsinθ cosθ + 2(w− v)∂v
∂θ

−3(w− v)2 ∂v
∂θ

= lim
θ→kπ

2w(w
v − 1)− 2(w− v)

3(w− v)2
=

2
3w

,

we know thatg′(θ) = 0 only atθ = 3π
2 . Then

max
θ∈[π,2π]

g(θ) = max

{

g(π), g(2π), g

(

3π
2

)}

= max

{
√

w
2E

,
vm

w− vm

}

=

√

w
2E

,

wherevm = min
θ∈[π,2π]

v solvesvm− w+ w ln
(

w
vm

)

= E from which it follows that

w ln

(

w
vm

)

≥ E⇒ vm ≤ we−
E
w ⇒ vm

w− vm
≤ 1

e
E
w − 1

≤
√

w
2E

.

Therefore

wT2(E,w) − ln

(

uM

um

)

≤ 2ME
∫ 2π

π

√

w
2E

dθ = 2πM
√

2Ew

which shows that

lim
w→0

wT2(E,w) = ln

(

uM

um

)

⇒ T2(E,w) ∼ ln

(

uM

um

)

1
w
.
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4.3 Partially Perturbed System with σ > 0 and ε = 0.

In the original 3D reversible Lotka-Volterra system in (11), the perturbation is introduced

in the two different scales,ε ≪ σ. Therefore, intuitively it is reasonable to consider the

partially perturbed system inσ by dropping the higher order perturbation inε. And the

following discussion shows that this is a good strategy.

In this section, we will ignore the high order terms involving ε in (11) and mainly

consider system






































u̇ = u(w− v)

v̇ = v(u− 1)

ẇ = −σwu

(22)

which is calledpartially perturbed systemin this paper.

4.3.1 Stable Invariant Manifold Wσ.

Note that whenσ = 0, the unperturbed 3D system (12) admits a critical manifold

W0 = {(u, v,w), u = 1, v = w > 0} (23)

which consists of all the centers of the two-dimensional version (17) of system (12) withw

as parameters. ThusW0 cannot survive under all the smooth perturbations. Indeed,Mané

proved in [47] that a compact manifold is persistent if and only if it is normally hyperbolic.

However the center type critical manifoldW0 produces all the eigenvalues with zero real

parts and hence it is not normally hyperbolic.

Nevertheless, system (22) does have an invariant manifold close toW0.

Lemma 4.3.1.System (22) has an invariant manifold

Wσ = {(u, v,w)|u = µσ, v = w > 0} , µσ =
1

1+ σ
. (24)

which is close to W0.

Proof: It is trivial by substitution. �
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Lemma 4.3.2.Wσ is a stable invariant manifold.

Proof: Consider function

Eσ(u, v,w) = (1+ σ)
[

(u− µσ) + µσ ln
(

µσ

u

)]

+

[

(v− w) + w ln
(w

v

)]

.

ObviouslyEσ is convex and attains the absolute minimum at (µσ,w,w) for any w > 0.

Moreover,

Ėσ = (1+ σ)
(

1− µσ
u

)

u̇+
(

1− w
v

)

v̇+ ln
(

w
v

)

ẇ

= (1+ σ)(u− µσ)(w− v) + (v− w)(u− 1)− σwuln
(

w
v

)

= [(1 + σ)u− 1](w− v) + (v− w)(u− 1)− σwuln
(

w
v

)

= σu(w− v) − σwuln
(w

v

)

= −σuw
[( v

w

)

− 1− ln
( v
w

)]

≤ 0,

which shows thatEσ plays the role of a Lyapunov function. Because

Wσ ⊂ {Ėσ = 0} = {(u, v,w), v = w > 0}

is invariant, by La’Salle’s invariant set theorem, see [63], we can conclude thatWσ is a

stable invariant set. �

The Lyapunov function along the trajectory of (22) is given in Figure 5.

0 50 100 150 200 250 300 350 400
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t

E
σ

Figure 5: Lyapunov function for the partially perturbed system.

Theorem 4.3.3.The partially perturbed system (22) has a stable invariant manifold Wσ.
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It is observed that whenσ = 0, the Lyapunov functionEσ of the partially perturbed

system becomesE0 = F, which is exactly the first integral of the unperturbed system. And

σ-perturbation changes the center type critical manifoldW0 to an invariant manifoldWσ on

which the exponential decays occurs with exponentσµσ. Since the decay rate is small inσ

order, it is natural to suspect thatWσ is approached in the oscillatory way even though the

periodic orbits are all broken.

To see the oscillation, we will introduce the following transformation, which is similar

to (18) for the unperturbed system,

(1+ σ)
[

(u− µσ) + µσ ln
(

µσ
u

)]

= Eσ cos2 θ,

(v− w) + w ln
(

w
v

)

= Eσ sin2 θ,

under which, system (22) becomes







































Ėσ = −σuEσ sin2 θ,

θ̇ =
(1+σ)
2Eσ

(

u−µσ
cosθ

) (

v−w
sinθ

)

− σu
2 sinθ cosθ,

ẇ = −σuw.

(25)

Obviouslyθ indicates the angle about the oscillation axisWσ. The first equation in (25)

shows thatEσ = 0 is a stable equilibrium, in other words,Wσ is stable. And the second

equation shows that the oscillation takes place asw > w ∼ σ2 because

(1+ σ)
2Eσ

(u− µσ
cosθ

) (v− w
sinθ

)

− σu
2

sinθ cosθ > 0

which can be easily checked.

Also from equation (25), it follows that

dEσ

dw
=

Eσ

w
sin2 θ ≤ Eσ

w
.

Thus the comparison lemma for ODEs [27] implies that

Eσ(t)
Eσ(t0)

≥ w(t)
w(t0)

, t ≥ t0.
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4.3.2 Lyapunov Type Numbers forWσ.

In the previous section, we shows thatWσ is a stable invariant manifold in two different

way, by constructing a Lyapunov function and by introducinga polar-like transformation.

In this section, we will try to compute the Lyapunov type numbers which show not only

the stability ofWσ, but also the persistence ofWσ under any smooth perturbation. And the

latter will be very important for studying the existence of oscillation axis in the perturbed

system (11).

Consider a general autonomous system withCr vector fieldV(x), that is,

ẋ = V(x), x ∈ Rn. (26)

Let M ⊂ Rn be a closed connectedCr manifold with boundary. Denote byφt(P), P ∈ M,

the flow generated by (26).

Definition 4.3.4. Manifold M isoverflowing invariantunderφt if φt(P) ∈ M for any P∈ M̄

and t≤ 0, and the vector field V is pointing strictly outward and is nonzero on the bounary

∂M of M.

The definition of Lyapunov type numbers has several different versions, here we will use a

more computable form as follows.

Definition 4.3.5. Thegeneralized Lyapunov type numbersare defined as

γL(p) = lim
t→−∞

∥

∥

∥πN
p Dφt(p)

∥

∥

∥

1
t , σL(p) = lim

t→−∞

log
∥

∥

∥Dφt(p)πT
p

∥

∥

∥

log
∥

∥

∥πN
p Dφt(p)

∥

∥

∥

, if γL(p) < 1,

where‖ · ‖ can be any matrix norm.

Theorem 4.3.6. [18] Suppose that M is a Cr manifold with boundary, and overflowing

invariant underφt with γL(P) < 1 andσL(P) < 1
r for all P ∈ M. Then, for any Cr vector

field Ṽ which is C1-close to V, there exists a Cr manifoldM̃ with boundary such that̃M is

Cr-close to M, has the same dimension as M, and is overflowing invariant under the flow

induced byṼ.
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Some useful properties of generalized Lyapunov type numbers and more details about

normal hyperbolicity can also be found in [74, 76].

Theorem 4.3.7.The portion of Wσ,

W′
σ =

{

(u, v,w), u = µσ, v = w ≥ w =
σ2µ2

σ

4
> 0

}

,

is overflowing invariant. And its Lyapunov type numbers areγL < 1 andσL ≥ 2.

Proof: Because the solution onWσ is given byu = µσ andv = w = w∗e−σµσt for any

w∗ > 0, it is obvious thatW′
σ is a C∞ overflowing invariant manifold. Note that for any

p = (u∗, v∗,w∗) ∈ W′
σ, the tangent space atp, TpWσ, is exactly the straight line on which

Wσ is lying, and the normal space is

NpWσ =
{

X, 〈X − p, ~n〉 = 0
}

, ~n = [0, 1, 1]T.

Denote byπT
p andπN

p the projection onto the tangent space and normal space, respectively,

then they can be characterized by the matrices

πT
p =









































0 0 0

0 1
2

1
2

0 1
2

1
2









































, πN
p =









































1 0 0

0 1
2 −1

2

0 −1
2

1
2









































.

Let φt be the flow induced by the vector field in (22), and∇F is the Jacobian of this vector

field, then we have the ajoint equation aboutDφt(p)

d
dt

[

Dφt(p)
]

= ∇F(p)
[

Dφt(p)
]

.

where, precisely

∇F =









































w− v −u u

v u− 1 0

−σw 0 −σu









































⇒ ∇F(p) =









































0 −µσ µσ

w∗e−σµσt −σµσ 0

−σw∗e−σµσt 0 −σµσ








































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and consequentlyDφt(p) = e
∫ t
0 ∇F(p)ds with

P =
∫ t

0
∇F(p)ds=









































0 −µσt µσt

w∗
σµσ

(

1− e−σµσt) −σµσt 0

w∗
µσ

(

e−σµσt − 1
)

0 −σµσt









































.

Sincep ∈W′
σ, that is,w∗ ≥ w, we can see that for anyt < 0, A has three eigenvalues

λ1 = λr = −σµσt, λ2,3 =
1
2

(λr ± iλi), λi =

√

−4w∗t
σµσ

(eλr − 1) − λ2
r .

Note thatλ2,3 are complex. The associated eigenvectors are

~v1 =









































0

1

1









































, ~v2,3 =









































2t(λr∓iλi )
λ2

r +λ
2
i

−1

σ









































.

Define

Q =









































0 2t(λr−iλi )
λ2

r+λ
2
i

2t(λr+iλi )
λ2

r+λ
2
i

1 −1 −1

1 σ σ









































⇒ Q−1 =









































0 σµσ µσ

i(λ2
r +λ

2
i )

4λi t
µσ(λi−iλr )
−2λi

µσ(λi−iλr )
2λi

i(λ2
r +λ

2
i )

−4λi t
µσ(λi+iλr )
−2λi

µσ(λi+iλr )
2λi









































and then we will have

Q−1PQ= Λ =









































λ1 0 0

0 λ2 0

0 0 λ3









































⇒ eΛ =









































eλr 0 0

0 e
1
2 (λr+iλi ) 0

0 0 e
1
2 (λr−iλi )









































.

Therefore

eP = QeΛQ−1

= µσe
λr
2









































cos
λi
2 −

λr
λi

sin
λi
2

µσ
− 2t
λi

sin λi
2

2t
λi

sin λi
2

(λ2
r +λ

2
i ) sin

λi
2

2µσλi t
σe

λr
2 +

λr
λi

sin λi
2 + cosλi

2 e
λr
2 − λr

λi
sin λi

2 − cosλi
2

σ(λ2
r +λ

2
i ) sin λi

2
−2µσλi t

σ
(

e
λr
2 − λr

λi
sin λi

2 − cosλi
2

)

e
λr
2 + σ λr

λi
sin λi

2 + σ cosλi
2









































Now we can consider the generalized Lyapunov-type numbers as defined below

γL(p) = lim
t→−∞

∥

∥

∥πN
p Dφt(p)

∥

∥

∥

1
t , σL(p) = lim

t→−∞

log
∥

∥

∥Dφt(p)πT
p

∥

∥

∥

log
∥

∥

∥πN
p Dφt(p)

∥

∥

∥

, if γL(p) < 1,
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where‖ · ‖ is l2 norm, that is, for any matrixA of n× n, ‖A‖2 =
















n
∑

i, j=1

|ai j |2
















1
2

.

Because

πN
p Dφt(p) = e

λr
2







































cosλi
2 −

λr
λi

sin λi
2 − 2µσt

λi
sin λi

2
2µσt
λi

sin λi
2

(λ2
r +λ

2
i ) sin λi

2
4µσλi t

1
2

(

λr
λi

sin λi
2 + cosλi

2

)

− 1
2

(

λr
λi

sin λi
2 + cosλi

2

)

(λ2
r +λ

2
i ) sin

λi
2

−4µσλi t
− 1

2

(

λr
λi

sin λi
2 + cosλi

2

)

1
2

(

λr
λi

sin λi
2 + cosλi

2

)







































and

Dφt(p)πT
p = eλr









































0 0 0

0 1
2

1
2

0 1
2

1
2









































= eλrπT
p,

and asw∗ ≥ w > 0 andt negatively large enough,

∣

∣

∣

∣

∣

λr

λi

∣

∣

∣

∣

∣

< 1,
∣

∣

∣

∣

∣

t
λi

∣

∣

∣

∣

∣

< 1,

∣

∣

∣

∣

∣

∣

λ2
r + λ

2
i

λit

∣

∣

∣

∣

∣

∣

=
4w∗
σµσλi

(

eλr − 1
)

∼ e
λr
2

2
√−w∗t

,

we will have

γL(p) = lim
t→−∞

[

eλr

(−t)
1
2

]
1
t

= lim
t→−∞

e
λr
t = e−σµσ < 1,

which implies thatσL(p) is well defined. And obviously‖Dφt(p)πT
p‖ = eλr , thus

σL(p) ≥ lim
t→−∞

logeλr

loge
λr
2

= 2.

�

Remark 4.3.8. In Theorem 4.3.7,γL < 1 infers the stability of W′σ, that is, W′σ is a stable

overflowing invariant manifold. To apply Fenichel’s resultto show the persistence of W′σ,

we need the conditionσL <
1
r if we suppose W′σ is a Cr manifold. However Theorem 4.3.7

also shows thatσL ≥ 2 > 1, Fenichel’s theorem is not applicable. Thus at this stage, we

cannot draw any conclusion about the persistence of W′
σ. But the persistence of W′σ under

the perturbation given in (11) will be proven in section 4.4.1 by using the exponential

dichotomy.
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4.3.3 Oscillation Time.

We already show that the oscillation remains in the partially perturbed system (12), but

no periodic orbit exists because of the dissipation, which can be seen froṁEσ ≤ 0. Thus

we need a reference to study the oscillation time. Recall thePoincaré sectionΣ used for

analyzing period function. Since the invariant manifoldsW0 andWσ for the unperturbed

and partially perturbed systems are all inΣ, and they all play the role of oscillation axis,

we will still useΣ as the reference to consider the oscillation time. But ,Σ+ andΣ− will be

changed to

Σσ+ = {(u, v,w) ∈ Σ, u > µσ}, Σσ− = {(u, v,w) ∈ Σ, u < µσ}.

Apparently the partially perturbed flow crossesΣ transversely when it is away fromWσ.

This is also because the transversality is robust and persistent under the perturbation.

Lemma 4.3.9. For any E > 0 and w > 0 , the period function for system (17) has the

following bounds

min{E, 1}
max{w, 1}T(1, 1) ≤ T(E,w) ≤ max{E, 1}

min{w, 1} T(1, 1).

Proof: This is the direct consequence of Lemma 4.2.11 and Lemma 4.2.12. �

For any fixedE∗ > 0 andw∗ > 0 given in Theorem 4.3.7, define

K =
max{E∗, 1}
min{w∗, 1}

T(1, 1), To =
{

(u, v,w) ∈ R+, F(u, v; w) ≤ E∗,w ≥ w∗
}

.

Clearly any periodic orbit inTo is uniformly bounded above byK. The following theorem

is a modified version of Proposition 2.1 in [75] for our system.

Theorem 4.3.10.Let XE,w
0 (t) be a periodic orbit of unperturbed system (12) with period

T(E,w) < K. Then for sufficiently smallσ > 0, there exists a perturbed solution XE,w
σ (t)

such that

XE,w
σ (t) = XE,w

0 (t) + σXE,w
1 (t) + o(σ)
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uniformly for t∈ [0,T(E,w)], where XE,w
1 is the solution of the first variational equation of

(12).

It follows from Theorem 4.3.10 that the partial perturbation in σ is a regular perturba-

tion in the oscillation zone. So is the complete perturbation in ε. And the first return time

Tσ onΣ+ is also close to the periodT0 of the unperturbed periodic solution.

To be more precise, letP2k = (u2k,w2k,w2k) ∈ Σ+ andP2k+1 ∈ Σ− such that

P2k+1 = φt2k(P2k), P2k+2 = φt2k+1(P2k+1),

whereφt is the flow induced by the partially perturbed system (22).

Lemma 4.3.11.Suppose that Pn and tn are as defined above, then

tn+1 =
1
σµσ

(ln wn − ln wn+1) .

Proof: Note that
[

ln(vw
1
σ )

]′
=

v̇
v
+

1
σ

ẇ
w
= (u− 1)− u = −1

from which it follows that

tn+1 = ln
(

vnw
1
σ
n

)

− ln
(

vn+1w
1
σ

n+1

)

.

Sincevn = wn andvn+1 = wn+1, we finally have

tn+1 =

(

1+
1
σ

)

(ln wn − ln wn+1) =
1
σµσ

(ln wn − ln wn+1) .

Theorem 4.3.12.Suppose that E∗, w∗, K andT o are as given above. Then for any initial

P0 with w0 > w∗, there exists n(σ) − 1 complete oscillations as w decreasing from w0 to w∗

where

n(σ) ≥ ln w0 − ln w∗
2σK

.

Proof: Becausew is monotonically decreasing, there must existn such that

φw
t2n−3

(P0) ≥ w∗, φw
t2n−1

(P0) < w∗, n ≥ 1
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whereφw
t is the projection of the flowφt ontow andt−k = 0 for k > 0. By Lemma 4.3.11,

we know that
n−1
∑

k=0

(t2k + t2k+1) =
1
σµσ

(

ln w0 − lnφw
t2n

(P0)
)

.

On the other hand, Theorem 4.3.10 implies thatt2k + t2k+1 = T(φt2k−2+t2k−1(P0))[1 + O(σ)]

with T ≤ K. Therefore we have

1
σµσ

(

ln w0 − lnφw
t2n−1

(P0)
)

≤ 2nK

and consequently

n(σ) ≥ ln w0 − ln w∗
2σK

.

Theorem 4.3.13.Suppose that P0 ∈ Σ+ ∩ To is the initial point in the oscillation zone.

Then the time To spent in the oscillation zone is given by

To ∼ 1
σµσ

ln

(

4w0

σ2µ2
σ

)

.

Proof: It follows directly from Lemma 4.3.11 that

To =
1
σµσ

(ln w0 − ln wn)

wherewn ≥ w = σ2µ2
σ

4 andwn+1 < w. Therefore

To ∼ 1
σµσ

ln

(

4w0

σ2µ2
σ

)

.

Remark 4.3.14.By Theorem 4.3.12, we know that the number n of complete oscillation in

the oscillation zone is in the algebraic order ofσ−1, that is, the smallerσwill produce more

oscillations. And Theorem 4.3.13 shows that the oscillation time To spent in the oscillation

zone is finite but also in the algebraic order ofσ−1, thus smallerσ results in the oscillation

lasting in a longer time. Moreover, from the discussion in the following section, we will

see that in the perturbed system (11),ε introduces a regular perturbation in the oscillation

zone. Therefore all the discussion in this section is also valid in the oscillation zone of the

perturbed system.
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4.4 Perturbed Lotka-Volterra System.

In this section, we will study the perturbed Lotka-Volterrasystem. The discussion consists

mainly in two parts. One is about the oscillation, the other is about the dynamical transition

from oscillation into a non-oscillation zone.

4.4.1 Existence of Oscillation Axis

In this section, we will consider the oscillation zone by showing the existence of oscillation

axis for the perturbed Lotka-Volterra system (11).

Recall that the partially perturbed system admits an overflowing invariant manifold

W′
σ =

{

(u, v,w), u = µσ, v = w ≥ w
}

,

which plays the role of the oscillation axis for that system.Thus it is natural to ask if there

is an oscillation axis for the perturbed system.

SinceW′
σ is the oscillation axis in the partially perturbed system (22), it is a natural idea

to show the existence of oscillation axis in the perturbed system by studying the persistence

of W′
σ. However, Theorem 4.3.7 shows thatσL ≥ 2 > 1, thus Fenichel’s theorem cannot be

applied directly. In other word, it is not ensured thatWσ can persist under any small smooth

perturbation. Nevertheless, it is enough to show the persistence under the specific pertur-

bation we study. And indeed this is true. Inspired by the ideaof Sakamoto in [61], I will

prove the persistence by considering the exponential dichotomy of the invariant manifold

W′
σ. But the difference from Sakamoto’s proof is that we will only consider the bounded

portion ofW′
σ in the reaction zone and in the finite time interval. The first restriction will

provide boundedness of the vector field on the right hand sideof (11), and second one will

ensure that the portion of central axis, which is entering the transition layer, approaching

the equilibrium and resulting in singular perturbation, isexcluded. Indeed, it must be a

regular perturbation in the oscillation zone.

In the following, we will prove the existence of such an oscillation axis. Before doing

that, we will first review some results on exponential dichotomy.
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Lemma 4.4.1. [29] Suppose that for some integer k with0 ≤ k ≤ n and some real number

ν > 0, matrix A has k eigenvalues with real partℜ(λ) < −2ν and n− k eigenvalues with

ℜ(λ) > 2ν. Then there exist projection operators P and Q and constant K> 0 such that

P+ Q = I and

|Φ(t, s) ◦ P| ≤ Ke−ν(t−s), t ≥ s

|Φ(t, s) ◦ Q| ≤ Keν(t−s), t ≤ s,

whereΦ is the fundamental matrix solution of systemẋ = A(t)x. And an operator satisfying

the above equalities is called to haveexponential dichotomy.

For anyρ ≥ 0 and a normed space (Rm, | · |), define

|ψ|ρ = sup
t∈R+

e−ρt|ψ(t)|

for anyψ : R→ Rm, and

BCρ(Rm) =
{

ψ ∈ C0(Rm), |ψ|ρ < ∞
}

.

Lemma 4.4.2. [58] (a) For ρ > 0 and w ∈ BCρ(Rm), define wr(t, s) =
∫ t

s
w(τ)erτdτ for

s, t ∈ R+ and s≤ t. Then w0(t, 0) ∈ BCρ(Rm) and |w0(t, 0)|ρ ≤ 1
ρ
|w|ρ.

(b) For anyψ1 ∈ BCρ2(Rn), the solutionψ of ψ′ = A(w(t))ψ + ψ1(s) is given by

ψ(t) =
1
σ

∫ t

0
Φσ(t, s,w)ψ1(s)ds, t ∈ R+

and|ψ|ρ2 ≤
2K|ψ1|ρ1
ν+σρ1

for any0 < ρ1 < ρ2, whereΦσ(t, s,w) is the fundamental solution matrix

of the linear system X′ = A(w(t))X for any given w(t).

Proof: (a) Note that

|wr(t, s)| =
∣

∣

∣

∣

∣

∣

∫ t

s
w(τ)erτdτ

∣

∣

∣

∣

∣

∣

≤ |w|ρ
∫ t

s
e(ρ+r)τdτ =

|w|ρ
ρ + r

(e(ρ+r)t − e(ρ+r)s).

Thus

|w0(t, 0)|ρ ≤
|w|ρ
ρ

sup
t∈R+

{

(eρt − 1)e−ρt} ≤ |w|ρ
ρ
.

(b)

|ψ(t)| = |ψ1|ρ2

1
σ

∫ t

0
|Φσ(t, s,w)|eρ2sds≤ K|ψ1|ρ2

σ

∫ t

0
e−

ν
σ (t−s)eρ2sds

=
K|ψ1|ρe−

ν
σ t

σ( ν
σ
+ ρ2)

e( νσ+ρ2)s
∣

∣

∣

s=t

s=0
=

K|ψ1|ρ2

ν + σρ2

(

eρ2t − e−
ν
σ t
)
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which implies that

|ψ(t)|ρ2 ≤
K|ψ1|ρ2

ν + σρ2
≤

K|ψ1|ρ1

ν + σρ1

because|ψ1|ρ2 ≤ |ψ1|ρ1 asρ2 ≥ ρ1. �

Let a, b > 0 be such thata(σ), b(σ)→ 0 asσ→ 0. By the following transformation

u→ x+ 1− a, v→ y+ w+ b, w→ w,

system (11) can be rewritten as






















σX′ = A(w)X +G(X,w, σ)

w′ = F(X,w, σ)
(27)

whereX = (x, y)T and

F(X,w, σ) = −(x+ 1− a)[w− εσ(x+ 1− a)]

G(X,w, σ) =























−xy− ε(σx2 − y2) + (1− a)b+ ε(w+ b)2 − εσ(1− a)2

xy− (a+ ε)(w+ b) + (σw− ε)(1− a) − ε
[

σ2x2 + y2 + (w+ b)2 − ξ + w
σ
+ σ2(1− a)2

]























A(w) =























−b− 2εσ(1− a) 2ε(w+ b) − (1− a)

(1+ σ)w+ b− ε − 2εσ2(1− a) −a− 2ε(w+ b) − ε























.

Then

A′(w) =























0 2ε

(1+ σ) −2ε























, ∇XF =























2εσ(x+ 1− a) − w

0























, DwF = x+ 1− a,

DXG =























−y− 2εσx 2εy− x

y− 2εσ2x x− 2εy























, DwG =























2ε(w+ b)

σ(1− a) − (a+ ε) − 2ε(w+ b) − ε
σ























,

Lemma 4.4.3.For σ > 0 sufficiently small and w(t) ∈ C0(R+) satisfying w(t) ≥ w ∼ σ2µ2
σ

4 ,

systemσX′ = A(w(t))X has uniform exponential dichotomy with exponentν = a+b
4 .

Proof: Note that

tr(A) = −a− b− ε [1 + 2σ(1− a) + 2(w+ b)] < −a− b

and

∆ = tr(A)2 − 4 det(A) = c1w
2 + c2w+ c3
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where

c1 = 4ε(2+ 2σ + ε),

c2 = −4
[

1+ σ + ε2(1+ 2σ + 4σ2) − bε(3+ 2ε + 2σ) − a(1+ ε + σ + 2ε2σ(1+ 2σ))
]

c3 = b2(1+ 2ε)2 + ε[4 + ε(1− 2σ)2 + 8σ2] + a2[(1 + 2εσ)2 + 8εσ2]

−2b[2 + ε − 2εσ + ε2(2+ 4σ + 8σ2)] − 2aε[1 + 2σ(1− ε) + 4σ2(2+ ε)]

+2ab[1 + 2ε(1− σ) + 4ε2σ(1+ 2σ)].

Note that

c1 ∼ 4ε, c2 ∼ −4, c3 ∼ max{4b, a2, 4ε},

we will see that∆ < 0 asc3
4 ∼ w ≤ w ≤ σξ. ThereforeA will have two complex eigenvalues

whose real parts are exactlytr(A)
2 . Denote byΦσ(t, s) the fundamental matrix solution of

σX′ = A(w(t))X and setν = a+b
4 , then tr(A) < −4ν. Because all the eigenvalues have

negative real parts, there exists constantK > 0 such that

|Φσ(t, s,w))| ≤ Ke−
ν
σ (t−s), t ≥ s.

Note thatν is independent ofw ≥ w, thus the exponential dichotomy is uniform. �

Since system (11) is positively stable and we are interestedonly in its forward dy-

namics, the following discussion is fort ∈ R+. And it can be verified that for any initial

η = w(t0) at fixed initial timet0 > 0, the solution of (27) can be written as

X(t) =
1
σ

∫ t

0
Φσ(t, s,w(s))G(X(s),w(s), σ)ds

w(t) = η +

∫ t

t0

F(X(s),w(s), σ)ds

see [58, 61] for the general setup fort ∈ R.

Denote byφt the flow of system (11), theñT = φt0(T ) ⊂ T is compact becauseT is

compact and positively invariant under the continuous flowφt. Set

ū = max
{

u, (u, v,w) ∈ T̃
}

, v̄ = max
{

v, (u, v,w) ∈ T̃
}

, w̄ = max
{

w, (u, v,w) ∈ T̃
}

u = min
{

u, (u, v,w) ∈ T̃
}

, v = min
{

v, (u, v,w) ∈ T̃
}

,

then functionsF andG areCr bounded for anyr > 0 onT̃ .
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On the other hand, for any given functionX(t) and initialw(t0) = η ∈ [w, w̄], the second

equation in (27) has a unique solution, denoted byHσ(η,X)(t). More precisely, we have

Hσ(η,X)(t) = ηe−
∫ t
t0

(x(s)+1−a)ds
+ εσ

∫ t

t0

(x(s) + 1− a)2e−
∫ t

s (x(τ)+1−a)dτds.

Lemma 4.4.4.For fixed t0 > 0, η ∈ (w, w̄) and a, δ > 0 sufficiently small, if|X| < δ, then

there exists t1(η) > 0 such that

w ≤ H(η,X)(t) ≤ eµ+t0 (η + εσµ+) ,

for t ∈ [0, t1(η)], whereµ± = 1− a± δ.

Proof: Suppose|X| < δ. For t ∈ [0, t0],

Hσ(η,X)(t) ≤ ηeµ+(t0−t) + εσ
∫ t0

t
µ2
+e

µ+(s−t)ds≤ ηeµ+t0 + εσµ+
(

eµ+(t0−t) − 1
)

.

Hσ(η,X)(t) ≥ ηeµ−(t0−t) − εσµ2
+

∫ t0

t
eµ+(s−t)ds= ηeµ−(t0−t) − εσµ+

(

eµ+(t0−t) − 1
)

≥ η

becauseε ≪ σ andη > w ∼ σ2. And for t > t0, we have

Hσ(η,X)(t) ≤ ηe−µ−(t−t0) + εσ

∫ t

t0

µ2
+e
−µ−(t−s)ds= ηe−µ−(t−t0) + εσ

µ2
+

µ−

(

1− e−µ−(t−t0)
)

,

which implies thatHσ(η,X)(t) < w ∼ σ2 for t sufficiently large. On the other hand, we

know thatH(η,X)(0) = η > w, thus

t1(η) = min{t > 0, H(η,X)(t) ≤ w for all |X| < δ} > t0

is well defined. Preciselyt1(η) ≥ t0 + 1
µ+

(

ln η − ln w
)

for all η ∈ (w, w̄). Then it follows

immediately that, for anyη ∈ (w, w̄) and|X| < δ,

w ≤ Hσ(η,X)(t) ≤ eµ+t0 (η + εσµ+) , t ∈ [0, t1(η)].

�

Denote by|ψ|ρ,η = sup
t∈[0,t1(η)]

e−ρt|ψ| the weighted norm on the finite time interval [0, t1(η)].

Lemma 4.4.5.With t0, η, a, δ > 0 and t1(η) as given in Lemma 4.4.4, if|X|, |X0| < δ, then

|Hσ(η,X) − Hσ(η,X0)|ρ,η ≤
[

η

ρ
e(ρ+2δ)t0 +

2εσµ+
µ− − ρ

+
εσµ2

+

(µ− − 2δ)(µ− − 2δ − ρ)

]

|X − X0|ρ,η.
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for ρ ∈ (0, µ− − 2δ).

Proof: Defineh(x) = ex−1
x . For anyX,X0 such that|X|, |X0| < δ, and

u0 = x0 + 1− a, u = x+ 1− a ∈ [µ−, µ+] ⊂ [u, ū]

Let ψ1 = x − x0 = u − u0 andψs(t) =
∫ t

s
ψ1dτ for s, t ∈ [0, t1(η)], then |ψ1| ≤ 2δ and

|ψs| ≤ 2δ|t − s|. Thus,

|Hσ(η,X) − Hσ(η,X0)|

≤ ηe−
∫ t
t0

u0ds
∣

∣

∣

∣

∣

e−
∫ t
t0

(u−u0)ds− 1
∣

∣

∣

∣

∣

+ εσ

∣

∣

∣

∣

∣

∣

∫ t

t0

(

|u2 − u2
0|e−

∫ t
s udτ + u2

0e
−

∫ t
s u0dτ

∣

∣

∣

∣

e−
∫ t

s (u−u0)dτ − 1
∣

∣

∣

∣

)

ds

∣

∣

∣

∣

∣

∣

≤ ηe−µ−t

∣

∣

∣

∣

∣

∣

∣

∞
∑

k=1

(

ψt0
)k

k!

∣

∣

∣

∣

∣

∣

∣

+ εσ

∣

∣

∣

∣

∣

∣

∣

∫ t

t0















2µ+|ψ1|e−µ− |t−s| + µ2
+e
−µ− |t−s|

∣

∣

∣

∣

∣

∣

∣

∞
∑

k=1

(ψs)k

k!

∣

∣

∣

∣

∣

∣

∣















ds

∣

∣

∣

∣

∣

∣

∣

≤ ηe−µ−t|ψt0 |h(|ψt0 |) + εσ
∣

∣

∣

∣

∣

∣

∫ t

t0

(

2µ+|ψ1|e−µ− |t−s| + µ2
+e
−µ− |t−s||ψs|h(|ψs|)

)

ds

∣

∣

∣

∣

∣

∣

≤ ηe−µ−th(2δ|t − t0|)|ψt0 | + εσ
∣

∣

∣

∣

∣

∣

∫ t

t0

(

2µ+|ψ1|e−µ−|t−s| + µ2
+e
−µ− |t−s|h(2δ|t − s|)|ψs|

)

ds

∣

∣

∣

∣

∣

∣

≤ ηe−µ−te2δ|t−t0||ψt0 | + εσ
∣

∣

∣

∣

∣

∣

∫ t

t0

(

2µ+|ψ1|e−µ−|t−s| + µ2
+e
−(µ−−2δ)|t−s| |ψs|

)

ds

∣

∣

∣

∣

∣

∣

becauseh(x) ≤ ex for x ≥ 0. Then, fort ∈ [t0, t1(η)],

|Hσ(η,X) − Hσ(η,X0)|

≤ ηe−(µ−−2δ)te−2δt0 |ψt0 | + εσ
∫ t

t0

(

2µ+|ψ1|e−µ−(t−s) + µ2
+e
−(µ−−2δ)(t−s)|ψs|

)

ds

≤ η

ρ
e−(µ−−2δ)te−2δt0 |ψ1|ρ,η(eρt − eρt0) + 2εσµ+e

−µ−t |ψ1|ρ,η
µ− + ρ

(

e(µ−+ρ)t − e(µ−+ρ)t0
)

+εσµ2
+

∫ t

t0

e−(µ−−2δ)(t−s) |ψ1|ρ,η
ρ

(

eρt − eρs) ds

≤ |ψ1|ρ,η
[

η

ρ
e−(µ−−2δ)te−2δt0(eρt − eρt0) +

2εσµ+
µ− + ρ

(

eρt − e(µ−+ρ)t0−µ−t
)

+
εσµ2

+

ρ

(

eρt(1− e−(µ−−2δ)(t−t0))
µ− − 2δ

− eρt(1− e−(µ−−2δ+ρ)(t−t0))
µ− − 2δ + ρ

)]

≤ |ψ1|ρ,ηeρt

[

η

ρ
e−(µ−−2δ)te−2δt0(1− e−ρ(t−t0)) +

2εσµ+
µ− + ρ

(

1− e−(µ−+ρ)(t−t0)
)

+
εσµ2

+

ρ

(

1− e−(µ−−2δ)(t−t0)

µ− − 2δ
− 1− e−(µ−−2δ+ρ)(t−t0)

µ− − 2δ + ρ

)]

≤ |ψ1|ρ,ηeρt

















η

ρ
e−(µ−−2δ)t

(

1− e−ρ(t−t0)
)

+
2εσµ+
µ− + ρ

+
εσµ2

+

(

1− e−(µ−−2δ)(t−t0)
)

(µ− − 2δ)(µ− − 2δ + ρ)

















that is, for anyρ > 0,

|Hσ(η,X) − Hσ(η,X0)|ρ,η ≤ |ψ1|ρ,η
[

η

ρ
+

2εσµ+
µ− + ρ

+
εσµ2

+

(µ− − 2δ)(µ− − 2δ + ρ)

]

.
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And for t ∈ [0, t0] andρ < µ− − 2δ,

|Hσ(η,X) − Hσ(η,X0)|

≤ ηe−(µ−+2δ)te2δt0 |ψt0 | + εσ
∫ t0

t

(

2µ+|ψ1|eµ−(t−s) + µ2
+e

(µ−−2δ)(t−s)|ψs|
)

ds

≤ η

ρ
e−(µ−+2δ)te2δt0 |ψ1|ρ,η(eρt0 − eρt) + 2εσµ+e

µ−t |ψ1|ρ,η
ρ − µ−

(

e(ρ−µ−)t0 − e(ρ−µ−)t
)

+εσµ2
+

∫ t0

t
e(µ−−2δ)(t−s) |ψ1|ρ,η

ρ

(

eρs − eρt) ds

≤ |ψ1|ρ,η
[

η

ρ
e−(µ−+2δ)te2δt0(eρt0 − eρt) +

2εσµ+
ρ − µ−

(

e(ρ−µ−)t0+µ−t − eρt
)

+
εσµ2

+

ρ

(

eρt(1− e(µ−−2δ−ρ)(t−t0))
µ− − 2δ − ρ − eρt(1− e(µ−−2δ)(t−t0))

µ− − 2δ

)]

≤ |ψ1|ρ,ηeρt

[

η

ρ
e−(µ−+2δ)te2δt0(eρ(t0−t) − 1)+

2εσµ+
ρ − µ−

(

e(ρ−µ−)(t0−t) − 1
)

+
εσµ2

+

ρ

(

1− e(µ−−2δ−ρ)(t−t0)

µ− − 2δ − ρ − 1− e(µ−−2δ)(t−t0)

µ− − 2δ

)]

≤ |ψ1|ρ,ηeρt

















η

ρ
e−(µ−+2δ)te2δt0

(

eρ(t0−t) − 1
)

+
2εσµ+
µ− − ρ

+
εσµ2

+

(

1− e(µ−−2δ)(t−t0)
)

(µ− − 2δ)(µ− − 2δ − ρ)

















that is,

|Hσ(η,X) − Hσ(η,X0)|ρ,η ≤ |ψ1|ρ,η
[

η

ρ
e(ρ+2δ)t0 +

2εσµ+
µ− − ρ

+
εσµ2

+

(µ− − 2δ)(µ− − 2δ − ρ)

]

.

Therefore

|Hσ(η,X) − Hσ(η,X0)|ρ,η ≤
[

η

ρ
e(ρ+2δ)t0 +

2εσµ+
µ− − ρ

+
εσµ2

+

(µ− − 2δ)(µ− − 2δ − ρ)

]

|ψ1|ρ,η.

�

Define

F (X)(t) =
1
σ

∫ t

0
Φσ(t, s,H(η,X(s)))G(X(s),H(η,X(s)), σ)ds,

and

Bη =
{

X ∈ C([0, t1(η)],R
2), |X|0 ≤ δ

}

.

Lemma 4.4.6. [58]. Let σ be sufficiently small,ψ ∈ BCρ(R2) andρ < ν
σ
. Suppose that

w,w0 ∈ C1
(

[0, t1(η)], (w, w̄)
)

and

ψ̃ =
1
σ

∫ t

0
Φσ(t, s,w(s))ψ(s)ds,
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then

ψ̃ =
1
σ

∫ t

0
Φσ(t, s,w0(s))

[

(A(w(s)) − A(w0(s)))ψ̃(s) + ψ(s)
]

ds.

Proof: Note that if

ψ̃ =
1
σ

∫ t

0
Φσ(t, s,w(s))ψ(s)ds,

thenψ̃ solves the following equation

σ ˙̃ψ = A(w)ψ̃ + ψ. (28)

We can also rewrite equation (28) as

σ ˙̃ψ = A(w0)ψ̃ +
[

(A(w) − A(w0)) ψ̃ + ψ
]

whose solution can also be written as

ψ̃ =
1
σ

∫ t

0
Φσ(t, s,w0(s))

[

(A(w(s)) − A(w0(s)))ψ̃(s) + ψ(s)
]

ds.

�

Lemma 4.4.7.F is Lipschitz in X∈ C([0, t1(η)],R2).

Proof: From Lemma 4.4.6, we know that

1
σ

∫ t

0
Φσ(t, s,H(η,X))G(X,H(η,X), σ)ds

=
1
σ

∫ t

0
Φσ(t, s,H(η,X0))

[

(A(H(η,X)) − A(H(η,X0)))F (X) +G(X,H(η,X), σ)
]

ds.

Therefore

F (X) − F (X0) =
1
σ

∫ t

0
Φσ(t, s,H(η,X0))

[

A(H(η,X)) − A(H(η,X0))
]F (X)ds

+
1
σ

∫ t

0
Φσ(t, s,H(η,X0))

[

G(X,H(η,X), σ) −G(X0,H(η,X0), σ)
]

ds.
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Consequently, by Lemma 4.4.2, we have the following estimate

|F (X) − F (X0)|ρ,η

≤ K
ν + σρ

|A(H(η,X)) − A(H(η,X0))|ρ,η |F (X)|0

+
K

ν + σρ
|G(X,H(η,X), σ) −G(X0,H(η,X0), σ)|ρ,η

≤ K
ν + σρ

[|F (X)|0 |A′(w)
∣

∣

∣

0
|H(η,X) − H(η,X)|ρ,η

+
K

ν + σρ

(

|DXG|0 |X − X0|ρ,η + |DwG(X)|0 |H(η,X) − H(η,X0)|ρ,η
)

≤ K
ν + σρ

(

c1 |F (X)|0 |A′(w)|0 + |DXG|0 + c1 |DwG(X)|0
) |X − X0|ρ,η ,

wherec1 is the Lipschitz constant ofH(η,X) given in Lemma 4.4.5. �

Lemma 4.4.8.Let a= −σµσ and b= 0 and henceν = σµσ
4 . If δ is such that

(H1) K
ν
(c2δ

2 + c3
ε
σ
) ≤ δ,

(H2) c1δ(1+ 2σ) + 2δ(1+ 2σε) + 2c1ε
σ
< ν+σρ

K ,

where c1, c2, c3 are some constants independent ofσ, ε, thenF is a self contraction map-

ping ontoBη for any fixedη ∈ (w, w̄).

Proof: Note that,

|A′(w)|0 = sup
H(η,Bη)

|A′(w)| ≤ 1+ 2σ, sup
Bη
|DXG| ≤ 2(1+ 2σε)δ.

And if a = σµσ andb = 0, thenν = σµσ
4 and

G(X,w, σ) =























−xy− ε
(

σx2 − y2 − w2 + σµ2
σ

)

xy− ε
(

y2 + w2 + σ2x2 − ξ + µσ + w+ w
σ

)























, DwG =























2εw

ε − 2εw− ε
σ























and hence

|G|0 = sup
Bη
|G| ≤ c2δ

2 + c3
ε

σ
, |DwG|0 = sup

H(η,Bη)
|DXG| ≤ 2ε

σ
.

Therefore

|F |0 ≤
|G|0
σ

∫ t

0
Ke−

ν
σ (t−s)ds=

K|G|0
ν

(

1− e−
ν
σ t
)

≤ K|G|0
ν

,
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and|F |0 ≤ δ only if (H1) holds

K
ν

(c2δ
2 + c3

ε

σ
) ≤ δ.

In addition, by Lemma 4.4.5, we know that

|H(η,X) − H(η,X0)|ρ,η ≤ c1|X − X0|ρ,η

wherec1 < ∞ is independent ofσ becauseρ ∼ ν
σ
=

µσ
4 . It follows from Lemma 4.4.7 that

|F (X) − F (X0)|ρ,η ≤ L|X − X0|ρ,η, L < 1

if (H2) holds
K

ν + σρ

(

c1δ(1+ 2σ) + 2δ(1+ 2σε) +
2c1ε

σ

)

< 1.

ThusF : Bη → Bη is a contraction mapping under conditions (H1-H2). �

Lemma 4.4.9. For sufficiently smallσ > 0, let ε = o(σn) with n > 3. Then for any

η ∈ (w, w̄), there exists a unique Yη = (Xη,wη) such that

Xη(t) =
1
σ

∫ t

0
Φσ(t, s,wη(s))G(Xη(s),wη(s), σ)ds

wη(t) = η +
∫ t

t0
F(Xη,wη, σ)ds.

Moreover,η→ Xη defines a Lipschitz map.

Proof: Whenε = o(σn) with n ≥ 3, there existsδ > 0 such that conditions (H1-H2) hold

and thusF is a contraction mapping onBη. DefineXk+1 = F (Xk), k ≥ 0, with X0 ∈ B. For

any positive integerk,m> 0, obviously

|Xk+m − Xk|ρ,η ≤ Lm|Xk − X0|ρ,η < 2δLm→ 0

asm → ∞, thus {Xk} is a Cauchy sequence. Note that if the normed space (R
2, | · |) is

complete, then (R2, | · |ρ,η) is also complete forρ > 0. By the same argument in [58],

we know that there exists anXη such that lim
k→∞

Xk = Xη in the | · |ρ,η-norm. Therefore
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lim
k→∞

Xk(t) = Xη(t) uniformly in [0, t1(η)]. Consequently, for anyt ∈ [0, t1], Xη(t) = F (Xη)(t)

which implies that|Xη(t)| ≤ δ whent ∈ [0, t1]. Apparently

wη(t) = H(η,Xη)(t), t ∈ [0, t1(η)]

is uniquely determined, andYη = (Xη,wη) satisfies

Xη(t) =
1
σ

∫ t

0
Φσ(t, s,wη(s))G(Xη(s),wη(s), σ)ds

wη(t) = η +

∫ t

t0

F(Xη,wη, σ)ds.
(29)

for t ∈ [0, t1(η)]. It follows, from the fact thatF is a contraction mapping, thatXη is unique

and hencewη is unique. ThusYη is unique.

Lemma 4.4.10.There exists̄t > t0 such thatη → Yη defines a Lipschitz mapping from

(2w, w̄) to BCρ(R3).

Proof: By Lemma 4.4.4, set̄t = t0 + 2
µ+
> t0, thenH(η,X) ≥ 2w for all η ∈ (2w, w̄) and

X ∈ B = {X ∈ C([0, t̄],R2), |X| ≤ δ}. Denote byφt the flow induced by (29). By the same

argument in [61], we know thatηt is a Lipschitz mapping from (2w, w̄) to BCρ(R3) for t

fixed.

Theorem 4.4.11.For sufficiently smallσ > 0, ε = o(σn) with n> 3, and0 < w < w̄, there

exists a function h(w, σ) such that Wσ,ε = {(w, h(w, ε)), w ∈ (2w, w̄)} is invariant and as

σ→ 0,

sup{|h(w, σ) − h(w)|, w ∈ (2w, w̄)} → 0.

Proof: The same as in [61], it suffices to show thath(w, σ) = h(w)+φt0(w) with w ∈ (2w, w̄)

is invariant, whereh(w) = (1,w)T . To indicate the explicit dependence ofF on η, we

replaceF (·) byF (η, ·) in the proof.

First we claim thatXH(η,Xη(s+t0))(t0) = Xη(s+t0) for anys ∈ [0, t1−t0) if Xη(t) = F (η,Xη)(t)

for t ∈ [0, t1]. For any fixeds ∈ [0, t1 − t0), define

Xs(t) = Xη(s+ t), ws(t) = H(η,Xη)(s+ t), t ∈ [0, t1 − s].
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BecauseXη is the unique fixed point ofF (η,X) and (Xη,H(η,Xη))(t) solves equation (27)

for t ∈ [0, t1], we know that (Xη,H(η,Xη))(s+ t) also solves (27) fort ∈ [0, t1−s]. Therefore

Xs is the unique fixed point ofF (ws(t0), ·). And note that the fixed point ofF (ws(t0), ·) is

given byXws(t0), the uniqueness of fixed point ofF implies that

Xs(t) = Xws(t0)(t), t ∈ [0, t1 − s].

In particular, we have

Xη(s+ t0) = Xs(t0) = Xws(t0)(t0) = XH(η,Xη)(s+t0)(t0), s ∈ [0, t1 − t0).

For any (Z0,w0) ∈ Wσ,ε, let w(t) = H(w0,Xw0(t)) andZ(t) = h(w(t)) + Xw0(t). Then

(Z(t),w(t)) solves equation (11) with initial conditionsZ(t0) = h(w0, σ) = Z0 andw(t0) =

w0. Thus, fort ∈ [t0, t1],

Z(t) = h(w(t)) + Xw0(t) = h(w(t)) + XH(w0,Xw0)(t)(t0) = h(w(t)) + Xw(t)(t0) = h(w(t), σ),

that is, (Z(t),w(t)) remains onWσ,ε in [t0, t1] when (Z(t0),w(t0)) ∈ Wσ,ε. Therefore we can

conclude thatWσ,ε is the portion of the invariant manifold of equation (11). And |Xw0(t)| ≤ δ

infers that, asσ→ 0,

sup{|h(w, σ) − h(w)|, w ∈ (2w, w̄)} ≤ a+ δ = σµσ + δ→ 0.

sinceδ→ 0 asσ→ 0, see conditions (H1-H2).

This completes the proof. �

Corollary 4.4.12. Suppose thatε = o(σn) with n> 3, then

sup
{

|Wσ,ε −Wσ|, w ∈ [w, w̄]
}

∼ ε

σ
.

Proof: This is trivially from the fact thata = σµσ andδ can be taken to the order ofε
σ

to

make conditions (H1-H2) still satisfied. �
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Remark 4.4.13.Corollary 4.4.12 shows that the oscillation axis of the perturbed system

is very close to the oscillation axis of the partially perturbed system. Therefore, in the

oscillation zone, it is enough to approximate Wσ,ε by Wσ. And also the oscillation time

with respect to the Poincaré sectionΣ can also be approximated by the counterpart of the

partially perturbed system.

4.4.2 Approximation of Oscillation Axis.

After having the existence of the oscillation axisWσ,ε, in this section, we will study the

approximation toWσ,ε. Even thoughWσ is already a good approximation in the oscillation

zoneT o, especially in the upper level(w large) ofT o, it is not so clear how good it is in

the lower level(w small). By finding a better approximation, we may see the location of

the passage, from the oscillation zone into the transition zoneT t, where the convergence

of approximation fails, and how the oscillation is driven into the transition zoneT t.

Because the computation involved in this section relies on the Bessel function, we will

first provide a brief review on the Bessel functions.

The Bessel differential equation is given by

x2 dy2

dx2
+ x

dy
dx
+ (x2 − ν2)y = 0 (30)

and its solutions of first and second kinds,Jν(x) andYν(x), are given by

Jν(x) =
(−1)k

(

x
2

)ν+2k

k!Γ(ν + k+ 1)
, Yν(x) =

(cosνπ)Jν(x) − J−ν(x)
sinνπ

.

And the Wronskian ofJν andYν is

Jν(x)Y′ν(x) − Yν(x)J′ν(x) =
2
πx

(31)

For any given constantsα, β, γ, under the following two transformations

x→ βxγ and y→ xα f ,

the Bessel equation (30) can be modified into the following form

x2d f2

dx2
+ (2α + 1)x

d f
dx
+ (β2γ2x2γ + α2 − n2γ2) f = 0. (32)
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In particular, set

n = 1, α = −1
2
, γ =

1
2
,

equation (32) becomes

x2d f2

dx2
+
β2

4
x f = 0, (33)

whose solutions are
√

xJ1(β
√

x) and
√

xY1(β
√

x). Please refer to [66] for the details about

this modified Bessel equation.

Letσ > 0 be fixed. Suppose thatWσ,ε has a series expansion representation in terms of

ε, that is,

u = µσ +
∞
∑

k=1

fk(w)εk, v = w+
∞
∑

k=1

gk(w)εk.

By substitution into (11), we can obtain

−σ(ε f ′1 + ε
2 f ′2 + . . . )(µσ + ε f1 + ε2 f2 + . . . )

[

w− εσ(µσ + ε f1 + ε2 f2 + . . . )
]

= −ε
[

σ(µσ + ε f1 + ε2 f2 + . . . )2 − (w+ εg1 + ε
2g2 + . . . )2

]

−(εg1 + ε
2g2 + ε

3g3 + . . . )(µσ + ε f1 + ε2 f2 + . . . )

and

−σ(1+ εg′1 + ε
2g′2 + . . . )(µσ + ε f1 + ε2 f2 + . . . )

[

w− εσ(µσ + ε f1 + ε2 f2 + . . . )
]

=
[

−σµσ + (ε f1 + ε2 f2 + . . . )
]

(w+ εg1 + ε
2g2 + . . . ) − ε(w+ ε f1 + ε2 f2 + . . . )2

+ε
[

ξ − (µσ + ε f1 + ε
2 f2 + . . . ) − (w+ εg1 + ε

2g2 + . . . ) −
w
σ

]

.

Comparing the coefficients of the first order terms yield the following two equations

σµσw f ′1 − µσg1 = σµ2
σ − w2

σµσwg′1 − σµσg1 + (1+ σ)w f1 = σ2µ2
σ + w2 +

[

ξ − µσ −
(

1+ 1
σ

)

w
]

from which we can obtain an equation of second order aboutf1 as follows

w2 f ′′1 + c1w f1 = c2w
2 + c3w+ c4 (34)

where

c1 =

(

1+ σ
σ

)2

, c2 =
1− σ2

σ2
, c3 =

(1+ σ)2

σ3
, c4 =

1+ σ
σ2

(ξ − µσ).
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Theorem 4.4.14.Let w = O(σk) for k ≥ 0 and n0 = max{k + 3, 2k + 2}. If ε ∼ σn with

n > n0, then

Wσ,ε = {(u, v,w), u = µσ + ε f1(w) + o(σn−n0), v = w+ εg1(w) + o(σn−n0)},

where f1 and g1 are given by

f1 = π

[

− f11

∫

f12(w)p(w)dw+ f12

∫

f11(w)p(w)dw

]

,

g1 = σπw

[

− f ′11

∫

f12(w)p(w)dw+ f ′12

∫

f11(w)p(w)dw

]

− σµσ +
w2

µσ
.

(35)

and

f11 =
√

wJ1(2
√

c1w), and f12 =
√

wY1(2
√

c1w).

Proof: Note that the corresponding homogeneous equation of (34)

w2 f ′′1 + c1w f1 = 0. (36)

is exactly a modified Bessel function withβ = 2
√

c1, and it admits two linearly independent

solutions,f11 =
√

wJ1(2
√

c1w) and f12 =
√

wY1(2
√

c1w). To find a particular solution to

equation (34), the following formula for variation of parameters(see [15]) will be used

f1p = − f11

∫

f12(w)p(w)
W(w)

dw+ f12

∫

f11(w)p(w)
W(w)

dw

wherep(w) = c2 +
c3
w +

c4
w2 andW = f ′11 f12− f ′12 f11 is the Wronskian determinant off11 and

f12. By the property (31), we can attain

W =
√

c1w
[

J1

(

2
√

c1w
)

Y′1
(

2
√

c1w
)

− Y1

(

2
√

c1w
)

J′1
(

2
√

c1w
)]

=
1
π

and consequently

f1p = π

[

− f11

∫

f12(w)p(w)dw+ f12

∫

f11(w)p(w)dw

]

.

Because

g1 = σw f ′1 +
w2

µσ
− σµσ,
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it immediately follows that

g1 = σπw

[

− f ′11

∫

f12(w)p(w)dw+ f ′12

∫

f11(w)p(w)dw

]

− σµσ +
w2

µσ
.

Note that asε ∼ σn with n > 3, εp(w) ∼ σn−3 becauseεc3 ∼ σn−3. Furthermore, we may

also write out the equations for (f2, g2), ( f3, g3) up to any orderm, and we will have similar

equations with coefficients of the same order inσ. Therefore

u = µσ + ε f1p + o(σn−3), v = w+ εg1p + o(σn−3).

Remark 4.4.15. Theorem 4.4.14 shows that as w∼ σ, the perturbed system allows os-

cillation approximately around the axis{u = µσ, v = w} because the high orderε f11 can

be neglected. However, because f11 is given in terms of Bessel’s function Y1 of the second

kind, when w is decreasing to the higher order inσ, i.e. o(σ) or O(ε), ε f11 is not negligible

any more, and the asymptotic expansion becomes invalid. Consequently the dynamics is

forced to be driven away from the oscillation into the transition layer.

By doing the series expansion to approximate the oscillation axis, we encounter the

Bessel’s function which make the series convergence a big problem. In the rest of this

section, we will redo the approximation in a different way. This may not be rigorous,

however we may show that the results we will obtain is a good approximation indeed.

The idea traces back to Corollary 4.4.12. BecauseWσ,ε is very close toWσ in the order

of ε
σ

andWσ is a straight line and hence its curvature is zero. Intuitively we may suspect that

the curvature ofWσ,ε is also very small, and it is the only one solution has such a property

because other solutions show oscillation around it. Therefore we may solve equationκ = 0

along the trajectories of (11) to find an approximate curve and then show it is close toWσ,ε

by showing that it almost solves (11).

Consider a smooth vector fieldF(X) which determines a curve satisfyingX′ = F(X).

Let ~T be the tangent vector to this curve, then~T = X′

‖X′‖ =
F(X)
‖F(X)‖ . And its curvature is

κ =

∥

∥

∥

∥

∥

∥

d~T
ds

∥

∥

∥

∥

∥

∥

=

∥

∥

∥

∥

∥

∥

~T′

‖X′‖

∥

∥

∥

∥

∥

∥

=
‖~T′‖
‖X′‖ .
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Note that

~T′ =
X′′

‖X′‖ −
〈X′,X′′〉X′
‖X′‖3 , X′′ = F X′ = F F(X)

whereF is the Jacobian matrix ofF, thus we have a formula for the curvature

κ =

∥

∥

∥‖F‖2F F − 〈F,F F〉F
∥

∥

∥

‖F‖4 .

and at any nonequilibrium point ofF,

κ = 0 ⇐⇒ ‖F‖2F F − 〈F,F F〉F ⇐⇒ F F =
〈F,F F〉
‖F‖2 F.

In other word, ifκ = 0 at some pointX such thatF(X) , 0, thenF(X) must be an eigen-

vector ofF (X) associated to eigenvalueλ = 〈T(X),F (X)T(X)〉.

Now we will consider the vector fieldF given in the following equation










































du
dτ
= u(w− v)

dv
dτ
= v(u− 1)− ε

(

ξ − w
σ

)

dw
dτ

= −σwu.

(37)

which is obtained by dropping some terms of orderε in (11). Then

F =









































u(w− v)

v(u− 1)− ε
(

ξ − w
σ

)

−σwu









































, F =









































w− v −u u

v u− 1 − ε
σ

−σw 0 −σu









































.

It follows from F F = λF that

v = g(w) =
1
2

(

w+
√

w2 + 4σεµσξ
)

, u = f (w) = µσ

(

1−
ε(ξ − w

σ
)

g(w)

)

.

And the simple calculation shows that

u′ − f ′(w)w′ = −2σ2ε2µ2
σξu

g2(2g− w)
, v′ − g′(w)w′ =

2σ2εuµσξ
2g− w

.

Because (f (w), g(w)) is an approximation of the central axis of (37), and (11) isthe regular

ε-perturbation of (37) whenσ is fixed, we have the following approximation

Wo
σ,ε ∼

{

(u, v,w), u= µσ

(

1−
ε(ξ − w

σ
)

v

)

, v =
1
2

(

w+
√

w2 + 4σεµσξ

)

,w ∈ [w, w̄]

}

. (38)
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4.4.3 Transition of Dynamics

From the previous sections, we already know that the reaction starts with oscillation around

Wσ,ε and ends at the equilibrium stateP3 = (u∗, v∗,w∗). However, the distance fromWσ to

the pointP3 is significantly large, thus, there must exist a stage in between to transit the

dynamics from oscillation to asymptotic approachP3. Note that the oscillation disappears

whenw is of orderσ2, which implies that the transition layer is a very thin layer. To study

the transition dynamics, somehow we need to zoom in this verythin layer. The spatial

rescaling is naturally a simple way to do it.

Even though the oscillation will disappear whenw ∼ σ2 for the partially perturbed

system, it may not work for the perturbed system becauseε-perturbation deform the oscil-

lation axis and oscillation can still proceed around the deformed axis but notWσ. Thus the

natural rescalingw → σ2w is not good enough for amplifying the transition layer. This

does not seem to be a trivial job.

To choose an appropriate scale, let’s recall Theorem 3.0.4 which says that the minimum

w in the oscillation zone of 2D open system satisfies
δ

2
≤ min

D
w ≤ δ

1+ δ
whereδ = εσ.

Because 2D open system can be thought of as an approximation of 3D closed system,

and min
D

w is a critical value ofw through which the dynamics transits from oscillation to

non-oscillation, it is reasonable to take the following rescaling

u→ u, v→ εv, w→ σεw.

And the following discussion shows that this is correct choice. By above rescaling, equation

(11) becomes










































du
dτ

= ε
[

u(σw− v) − (σu2 − ε2v2)
]

dv
dτ

= v(u− 1)− ε2v2 + (ξ − u− εv− εw)

dw
dτ

= −σu(w− u).

(39)

Now we have another singular perturbation problem. A well known theory for studying this

system is the geometric singular perturbation theory developed by Fenichel in [21], which
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is based on a series of his previous work about the invariant manifold theorem [18, 19, 20].

Mainly it says that a normally hyperbolic invariant manifold is persistent under any smooth

perturbation. In [47], it was proved that normal hyperbolicity is not only sufficient but

also necessary for the persistence. Roughly speaking, an invariant manifold is normally

hyperbolic if the growth rate of the linearized flow in its normal direction of the manifold

dominates the growth rate along the tangent direction of themanifold.

However, because there are three different time scales in system (40) when 0< ε ≪

σ ≪ 1, that is,v is the fast variable,u the slow variable andw in between. Fenichel’s

theorem cannot be applied directly. But this difficulty can be overcome simply by applying

the singular perturbation twice as shown below.

Theorem 4.4.16.For some0 < η < 1 andσ0 > 0, system (39) has a two-dimensional

stable manifold

Mη
σ =

{

(u, v,w), v =
ξ − u
1− u

+O(σ), u,w ∈ [0, η]
}

.

for all σ ∈ [0, σ0].

Proof: Whenσ = 0 and soε = 0, system (39) has a two-dimensional critical manifold

M0 =

{

(u, v,w), v = h0(u) =
ξ − u
1− u

, u , 1
}

.

For anyu < 1 fixed,v = h0(u) is asymptotically stable. Hence, for certain 0< η < 1,

Mη

0 = {(u, v,w), v = h0(u), u,w ∈ [0, η]}

is normally hyperbolically stable and positively invariant with respect to (39) asσ = 0.

More precisely, we know thatMη

0 is a collection of equilibria and can be parametrized by

s= (u, h0(u),w), thus it is invariant and has normal direction

~n =
su × sw

‖su × sw‖
=

1√
1− a2

(a,−1, 0)T, a = h′0(u) =
ξ − 1

(1− u)2
.
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Therefore for anyp ∈ Mη

0, the projection onto the tangent space and normal spaces atp are

characterized by the matrices

πN
p =

1
1− a2









































a2 −a 0

−a 1 0

0 0 0









































, πT
p = I − πN

p =
1

1− a2









































1 a 0

a a2 0

0 0 1− a2









































,

respectively. Letφt be the flow induced by the vector field in (39) asσ = 0 and∇F is the

Jacobian of this vector field, then we have the equation aboutDφt(p)

d
dt

[

Dφt(p)
]

= ∇F(p)
[

Dφt(p)
]

,

where, precisely

∇F =









































0 0 0

v− 1 u− 1 0

0 0 0









































⇒ ∇F(p) =









































0 0 0

ξ−1
1−u u− 1 0

0 0 0









































= (u− 1)









































0 0 0

−a 1 0

0 0 0









































and consequentlyDφt(p) = e
∫ t
0 ∇F(p)ds with

∫ t

0
∇F(p)ds=









































1 0 0

−a(e(u−1)t − 1) e(u−1)t 0

0 0 1









































.

Now we can consider the generalized Lyapunov-type numbers [74, 76] as defined below

γL(p) = lim
t→∞

∥

∥

∥πN
p Dφt(p)

∥

∥

∥

1
t , σL(p) = lim

t→∞

log
∥

∥

∥Dφt(p)πT
p

∥

∥

∥

log
∥

∥

∥πN
p Dφt(p)

∥

∥

∥

, if γL(p) < 1,

where‖ · ‖ is thel2 matrix norm. Because

πN
p Dφt(p) =

e(u−1)t

1− a2









































a2 −a 0

−a 1 0

0 0 0









































= e(u−1)tπN
p

and

Dφt(p)πT
p =

1
1− a2









































1 a 0

a a2 0

0 0 1− a2









































= πT
p,
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we will have

γL(p) = lim
t→∞

[

e(u−1)t
]

1
t
= lim

t→∞
eu−1 < 1,

and

σL(p) = lim
t→∞

log
√

2
loge(u−1)t

= lim
t→∞

log
√

2
(u− 1)t

= 0,

which impliesMη

0 is normally hyperbolic. It follows, from Fenichel’s invariant manifold

theorem, thatMη

0 will be persistent under sufficiently small smooth perturbation, that is,

there existsσ0 > 0 such that for anyσ ∈ [0, σ0], system (39) admits a normally hyperboli-

cally stable invariant manifold

Mη
σ = {(u, v,w), v = h0(u) +O(σ), u,w ∈ [0, η]} .

�

Under the time rescalingτ′ = στ, we have the slow system associated with (39)










































du
dτ′

= ε
σ

[

u(σw− v) − (σu2 − ε2v2)
]

σ
dv
dτ′

= v(u− 1)− ε2v2 + (ξ − u− εv− εw)

dw
dτ′

= −u(w− u).

(40)

Asσ = 0, we have the slow manifoldMη

0. And Theorem 4.4.16 ensures thatMη

0 is persistent

under perturbation, that is, there existsMη
σ such that it is an invariant manifold of system

(39) and close toMη

0. Indeed,Mη
σ is a slow manifold of (39). Now we can consider system

(39) restricted on the slow manifoldMη
σ, then we reduce (39) into a two-dimensional system

on Mη
σ, which is written as























du
dτ′

= δ
[

u
(

σw− h(u,w, σ)
) − (

σu2 − ε2h2(u,w, σ)
)

]

dw
dτ′

= −u(w− u),
(41)

whereδ = δ(σ) =
ε

σ
≪ 1.

Theorem 4.4.17.For η < 1 andδ0 > 0, system (41) has a one-dimensional stable manifold

Wη
δ =

{

(u,w), w = u+O(δ), u ∈ [0, η]
}

,
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for all δ ∈ [0, δ0].

Proof: The slow system witht = δτ′ of (41) is given by























du
dt

= u(σw− h(u,w, σ)) − (σu2 − ε2h2(u,w, σ))

δ
dw
dt
= −u(w− u).

(42)

Thus asδ = 0, system (41) has a critical manifold

Wη

0 =
{

(u,w), w = u ∈ [0, η]
}

.

Under the same argument as in Theorem 4.4.16,Wη

0 is normally hyperbolic invariant man-

ifold and hence is persistent. Namely, there existsδ0 > 0 such that there exists an invariant

manifold

Wη
δ =

{

(u,w), w = h1(u, σ) = u+O(δ), u ∈ [0, η]
}

.

diffeomorphic and close toWη

0 for anyδ ∈ [0, δ0]. �

When we use the original variables (u, v,w) without spatial rescaling, we will have

Corollary 4.4.18. For some0 < η < 1, system (11) has a two-dimensional strongly stable

manifold

Mη
σ,ε =

{

(u, v,w),
v
ε
=
ξ − u
1− u

+O(σ), u,
w
σε
∈ [0, η]

}

,

and a one-dimensional stable invariant manifold

Wt
σ,ε =

{

(u, v,w),
v
ε
=
ξ − u
1− u

+O(σ),
w
σε
= u+

ε(ξ − u)
σ(1− u)

+O(
ε

σ
), u ∈ [0, η]

}

(43)

on it, that it, Wt
σ,ε ⊂ Mη

σ,ε.

Proof: This follows immediately from Theorem 4.4.16 and Theorem 4.4.17. For the better

approximation toWt
ε,σ as given in (43), the series expansion can be used as in Theorem

4.4.14 for central axis in the oscillation zone. �

Note that along the stable invariant manifoldWt
σ,ε, the solution will first reach the vicin-

ity of the equilibriumP3 and then approachP3 along the eigendirection associated to eigen-

value of the smallest modulus. Thus we may estimate the timeT t spent on the transition

74



alongWt
σ,ε into the vicinity ofP3. By equation (42) withσ = 0, we approximately have

du
dt
∼ −uh0(u) = −u(ξ − u)

1− u
⇒ T t ∼ 1

εξ

[

ln

(

u(0)
u(T t)

)

+ (ξ − 1) ln

(

ξ − u(0)
ξ − u(T t)

)]

.

Sinceu(0) < µσ < 1 andu(T t) ∼ ε2ξ, we have

Theorem 4.4.19.The transition time Tt into the vicinity of the equilibrium point P3 along

Wt
σ,ε is approximately given by

T t ∼ − ln ε
ε
.

Theorem 4.4.16 shows that in the transition layer, all the orbits are attracted onto the two-

dimensional strongly stable invariant manifoldMη
σ,ε. And furthermore, Theorem 4.4.17

shows that onMη
σ,ε, the orbits are attracted onto a one-dimensional stable invariant manifold

Wt
σ,ε ⊂ Mη

σ,ε. Therefore, before the time rescaling, system (11) also hasa two-dimensional

stable invariant manifold which is a slightly curved strip of very tiny width and thus not

seen in the numerical simulation for (11). And Theorem 4.4.19 says that it will take a

longer time of order− ln ε
ε

to get really “close” to the equilibrium pointP3.

4.4.4 Numerical Simulation

Recall that if initialw0 and energyE are relatively large, Theorem 4.3.12 states that there

will be n ∼ 1
σ

oscillations in the oscillation zone. As showed in Figure 6 where largeξ

allows largew0 and thus many oscillation can be observed. In contrast, ifξ is small and

hencew0 must be small, then the number of complete oscillations is much less than the

case for largeξ, as in Figure 7.

On the other hand, if the energyE is large, then each complete oscillation will sweep

a large area because it is away from the central axisWo
σ,ε. While if E is small, that is, the

initial point is chosen to be very close toWo
σ,ε, then the oscillation will be proceeding very

closely aroundWo
σ,ε, which can be observed from the following figures 8 and 9.

The transition layer is as in Figure 10, where the analyticalcurve of the central axis is

drawn by using the the approximation ofWt
σ,ε given in (43). Figure 10 shows that all the

numerical solutions are eventually attracted onto the analytical curve.
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Figure 6: Oscillation forξ large.
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Figure 8: Oscillation forE large.
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Figure 11 provides a closer look of the dynamical transitionfrom oscillatory to mono-

tonic behavior.

4.5 Analysis in Terms of Action-Action-Angle Variables

In the previous sections, we already studied the three-dimensional reversible Lotka-Volterra

system by the method of geometric singular perturbation. Now if we reconsider this system
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in the oscillation zone, we notice that the unperturbed system is a standard LV system which

has Hamiltonian structure. The application of Hamilton-Jacobi theory to an integrable LV

system can be found in [14]. In this section, we will study thereversible LV system by

tools of Hamiltonian system, mainly in terms of action-action-angle variables.

4.5.1 Action-Action-Angle Variables.

Consider the unperturbed LV system (17). Under the following transformation

x = ln u, y = ln v− ln z, z= w,

system (17) becomes


























dx
dτ
= z(1− ey) = −∂H

∂y
dy
dτ
= ex − 1 =

∂H
∂x

(44)

with the Hamiltonian

H(x, y; z) = (ex − x− 1) + z(ey − y− 1) ≥ 0.

Note that the level set of the HamiltonianH is a closed plane curve, by Arnold-Liouville’s

theorem [2], there exists a canonical transformation

x = x(I1, θ; z), y = y(I1, θ; z)
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such that under this transformation, the unperturbed Hamiltonian system (44) can be rep-

resented in terms of action-angle variable as






















İ1 = 0

θ̇ = Ω(I1; z).

whereΩ(I1, z) = ∂H
∂I1

is the frequency andH(x(I1, θ; z), y(I1, θ; z); z) = H(I1; z).

For the partially perturbed system (22), we may rewrite it as






































u̇ = u(w− v)

v̇ = (1+ σ)v(u− µσ) − σuv

ẇ = −σuw.

(45)

Consider






















u̇ = u(w− v)

v̇ = (1+ σ)v(u− µσ)
(46)

whose first integral is exactly

Eσ(u, v,w) = (1+ σ)
[

(u− µσ) + µσ ln
(

µσ

u

)]

+

[

(v− w) + w ln
(w

v

)]

.

By the similar transform

x = ln u− ln µσ, y = ln v− ln z, z= w,

(46) becomes a Hamiltonian system






















dx
dτ
= z(1− ey)

dy
dτ
= ex − 1

(47)

with

H(x, y; z) = Eσ(u, v,w) = (1+ σ)µσ (ex − x− 1) + z(ey − y− 1)

= (ex − x− 1) + z(ey − y− 1) ≥ 0.

Then (45) becomes a perturbed Hamiltonian system










































dx
dτ
= z(1− ey)

dy
dτ
= ex − 1

dz
dτ
= −σµσzex

(48)
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and

Ḣ = −σµσzex (ey − y− 1) ≤ 0.

By applying the canonical transformx = x(I1, θ; z), y = y(I1, θ, z) of action-angle variable to

(48) and treatingz= I2 as the second action variable, we will have the action-action-angle

form of equation (45)






































İ1 = −σ f1(I1, I2, θ)

İ2 = −σ f2(I1, I2, θ)

θ̇ = Ω(I1; I2) − σ f3(I1, I2, θ)

(49)

where

f1(I1, I2, θ) = µσexI2 det
∣

∣

∣

∣

∣

∂(x, y)
∂(I2, θ)

∣

∣

∣

∣

∣

, f2(I1, I2, θ) = µσI2e
x

f3(I1, I2, θ) = µσexI2 det
∣

∣

∣

∣

∣

∂(x, y)
∂(I1, I2)

∣

∣

∣

∣

∣

,

andH(x(I1, I2, θ), y(I1, I2, θ); z= I2) = H(I1; I2) andΩ(I1, I2) = ∂H
∂I1

. Note that

1 = det
∣

∣

∣

∣

∣

∂(x, y)
∂(I1, θ)

∣

∣

∣

∣

∣

=
∂x
∂I1

∂y
∂θ
− ∂x
∂θ

∂y
∂I1

, 0 =
∂H
∂x

∂x
∂θ
+
∂H
∂y

∂y
∂θ

imply that
∂x
∂θ
= − 1
Ω

∂H
∂y
,

∂y
∂θ
=

1
Ω

∂H
∂x

Therefore

det
∣

∣

∣

∣

∣

∂(x, y)
∂(I2, θ)

∣

∣

∣

∣

∣

=
I2

Ω

(

∂H
∂I2
− ∂H
∂z

)

.

Now by averaging principle [28], we will consider the averaged equation






















J̇1 = −σ f̄1(J1, J2)

J̇2 = −σ f̄2(J1, J2)

To this end, we need

I i = Ji + σgi(J1, J2, θ).

Thus we can obtain that






























J̇1 = −σ
[

f1(J1, J2, θ) −
∂g1

∂θ
Ω(J1, J2)

]

+ o(σ)

J̇2 = −σ
[

f2(J1, J2, θ) −
∂g2

∂θ
Ω(J1, J2)

]

+ o(σ)
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To eliminate the the oscillation of̃f (J1, J2, θ) = f (J1, J2, θ) − f̄ (J1, J2), we need averaging

by setting

f̃i(J1, J2, θ) =
∂gi

∂θ
Ω(J1, J2), i = 1, 2.

Note that

f̄2(I1, I2) =
1
2π

∫ 2π

0
f2(I1, I2, θ)dθ = −

µσI2

2π

∫ 2π

0
exdθ.

By the following facts,

∂H
∂x
= ex − 1,

∂H
∂y
= z(ey − 1),

∂H
∂z
= ey − y− 1,

we notice that

∫ 2π

0
exdθ =

∫ 2π

0

(

∂H
∂x
+ 1

)

dθ =
∫ 2π

0

(

Ω
∂y
∂θ
+ 1

)

dθ = 2π,

becauseΩ is independent ofθ. Hence

f̄2(I1, I2) = −µσI2.

Consequently

J̇2 = −σµσJ2⇒ J2 = J2(0)e−σµσt.

In addition,

det
∣

∣

∣

∣

∣

∂(x, y)
∂(I2, θ)

∣

∣

∣

∣

∣

=
∂x
∂I2

∂y
∂θ
− ∂x
∂θ

∂y
∂I2
=

1
Ω

∂H
∂x

∂x
∂I2
− (− 1
Ω

)
∂H
∂y

∂y
∂I2

=
1
Ω

[

∂H
∂x

∂x
∂I2
+
∂H
∂y

∂y
∂I2

]

=
1
Ω

[

∂H
∂I2
− ∂H
∂z

]

=
1
Ω

[

∂H
∂I2
− (ey − y− 1)

]

,

then

f̄1(I1, I2) = −
µσI2

2πΩ

∫ 2π

0

[

∂H
∂I2
− (ey − y− 1)

]

exdθ.

Because
∫ 2π

0
ex (ey − y− 1) dθ =

∫ 2π

0

(

∂H
∂x
+ 1

)

(ey − y− 1) dθ

=

∫ 2π

0

(

Ω
∂y
∂θ
+ 1

)

(ey − y− 1) dθ =
∫ 2π

0
(ey − y− 1) dθ

=

∫ 2π

0

1
I2

∂H
∂y

dθ −
∫ 2π

0
ydθ = −

∫ 2π

0

Ω

I2

∂x
∂θ

dθ −
∫ 2π

0
ydθ = −2πȳ,
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where

ȳ =
1
2π

∫ 2π

0
ydθ.

We finally have

f̄1(I1, I2) = −
µσI2

2πΩ

(

2π
∂H
∂I2
+ 2πȳ

)

= −µσI2

Ω

(

∂H
∂I2
+ ȳ

)

.

On the other hand, becauseH is independent ofθ, we can see that

H =
1
2π

∫ 2π

0
Hdθ =

1
2π

∫ 2π

0

[

(ex − x− 1)+ I2(e
y − y− 1)

]

dθ

=
1
2π

∫ 2π

0
(−x− I2y) dθ = −x̄− I2ȳ.

from which it follows that
∂H
∂I2
+ ȳ = − ∂x̄

∂I2
− I2

∂ȳ
∂I2

And by Jessen’s inequality, we have

x̄ =
1
2π

∫ 2π

0
xdθ ≤ ln

[

1
2π

∫ 2π

0
exdθ

]

= ln 1 = 0

ȳ =
1
2π

∫ 2π

0
ydθ ≤ ln

[

1
2π

∫ 2π

0
eydθ

]

= ln 1 = 0.

Now we have the averaged equation



























J̇1 = σµσ
J2

Ω

(

∂x̄
∂I2
+ J2

∂ȳ
I2

)

J̇2 = −σµσJ2.

(50)

The averaged equation shows that the second action variableJ2 has exponentially decay.

However it is not so obvious how the first action variable changes. But we have the nu-

merical simulation as in Figure 12. (In the top two figures in Figure 12, the colored closed

curves correspond to the first action variable at that time, and the area of each enclosed

region is exactly equal to the actionI1.)

Remark 4.5.1. By using the same canonical transform, the completely perturbed system

can also be rewritten in terms of action-action-angle variables to find the corresponding

averaged equation. And asε ≪ σ, we will have the similar averaged equation.
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Figure 12: Change of the First Action VariableI1 of System (47) in Time.

4.5.2 Action Variable from Geometric Viewpoint

Note that the geometric meaning of the first action variable is the area of the region enclosed

by the level curve of the HamiltonianH. In this section, we will studẏI1 in the geometric

way. Suppose thatH(X; z) is C2 differentiable in (X, z) and convex inX for any z. And

suppose that for anyz, there existsX0(z) such that

H(X; z) ≥ H(X0(z); z) = 0, ∀X.

For any fixedh > 0 and appropriatez, H(X; z) = h determines a closed curve and denote

by A(h, z) the area of its enclosed region.

Proposition 4.5.2. Suppose that H is the convex, then
∂A
∂h
≥ 0. Additionally, if H is the

Hamiltonian of system (44), then
∂AH

∂z
≤ 0; and if H = F(u, v; w) is the first integral of

system (17), then
∂AF

∂w
≥ 0.
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Proof: Consider the transform

X = X0(z) + R(α; h, z)~n, ~n =























cosα

sinα























,

whereR(α, h; z) is the distance fromX0(z) to the level curveH = h in the direction~n.

(actuallyX0(z) above can be replace by any interior point inH ≤ h), then

A(h; z) =
1
2

∫ 2π

0
R2dα.

As a matter of fact, this area plays the role of action variable of Hamiltonian system in the

action-variable setup. And

∂A
∂h
=

∫ 2π

0
R
∂R
∂h

dα,
∂A
∂z
=

∫ 2π

0
R
∂R
∂z

dα

And it follows from H(X0(z) + R~n, z) = h that

〈∇H, ~n〉∂R
∂h
= 1, 〈∇H,X′0(z) +

∂R
∂z
~n〉 + ∂H

∂z
= 0

or furthermore
∂R
∂z
= −∂R

∂h

(

∂H
∂z
+ 〈∇H,X′0(z)〉

)

.

BecauseH is convex, we know that〈∇H, ~n〉 > 0 and thus∂R
∂h > 0. Therefore∂A

∂h > 0.

WhenH is given by

H(x, y; z) = (ex − x− 1) + z(ey − y− 1) ,

then

X0(z) =























0

0























, ∇H =























ex − 1

z(ey − 1)























, Hz = ey − y− 1,

and consequently
∂H
∂z
+ 〈∇H,X′0〉 =

∂H
∂z
= ey − y− 1 ≥ 0,

which implies that∂R
∂z ≤ 0 and thus∂A

∂z ≤ 0. While if H is the first integral of system (17),

that is,

H = F(u, v; w) = (u− 1− ln u) +
[

v− w+ w ln
(w

v

)]

.
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with w as the parameter, then

X0(w) =























µ

w























⇒ X′0 =























0

1























, ∇F =






















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




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,
∂F
∂w
= ln

w
v

and consequently

Fw + 〈∇F,X′0〉 = ln
w
v
+ 1− w

v
≤ 0

which implies that∂R
∂w = −

∂R
∂h

(

∂F
∂w + 〈∇F,X′0〉

)

≥ 0 and thus∂A
∂w ≥ 0.

Proposition 4.5.3. In system (22), the enclosed area A is decreasing in time.

Proof: Obviously,Ȧ = ∂A
∂Eσ

Ėσ + ∂A
∂wẇ. And Under the same discussion as that in section

4.5.2, we will have ∂A
∂Eσ
≥ 0 and ∂A

∂w ≥ 0. BecausėEσ ≤ 0 andẇ ≤ 0 for system (22), it is

easy to see thaṫA ≤ 0. �

Remark 4.5.4.Proposition 4.5.3 indicates that, in the situation of partial perturbation, the

area swept by a complete2π unperturbed oscillation around(µσ,w) is decreasing in time,

that is, the oscillation is shrinking to the oscillation axis. This is also verified by the numer-

ical simulation in Figure 13, where the red line denotes the partially perturbed trajectory,

and the blue closed curves denote the unperturbed periodic orbits in the corresponding

level of w.
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Figure 13: Change of Action Variable of System (22) in Time.

85



CHAPTER V

MRC CONTROL OF BZ CHEMICAL REACTION

Model reference control(MRC) is a mature engineering control technique applied to many

different plants and has a broad application such as controllingrobot’s [26, 41], flight vehi-

cles [37, 38, 39, 40, 68], mechanical oscillators [32] and soon. Because it works directly

with the input-output data to identify the unknown system(plant), no mathematical model

determined by a system of equations(differential equations or difference equations) is re-

quired.

On the other hand, biological system is a complex system. Because there is no first

principle, like Newton’s law in mechanics, available in biology, it is hard to set up a mathe-

matical model in terms of equations even though people stilldo it in this way by the limited

knowledge. Without a good model, it becomes even harder to control such a system.

Motivated by these two facts, we think it reasonable to borrow the idea of MRC to con-

trol a biological system. By the numerical simulation, the MRC control for SIRS disease

models shows the validity of this new biological control method, see[6].

In this chapter, we will briefly provide a mathematical framework for MRC and neural

network(NN) structure in which MRC can be manipulated. Thenwe will consider the

MRC control for the reversible BZ reaction described in (11)to eliminate the oscillation

exhibiting during the reaction.

5.1 Model Reference Control.

There are two important processes involved in the MRC control. One is the system identifi-

cation in which the plant can be identified in the sense that the identified system and the real

plant have almost the same response to the same input signal.The other is the controller
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generation in which a controller can be trained and generated to drive the plant to behave

in the desired manner described by the reference model.

5.1.1 System Identification.

Let X andY be two spaces andF : X → Y be an operator. ThenF can be regarded as a

plant,X andY as input and output spaces. Any (x, y) ∈ X×Y, an input-output pair of (x, y)

with y = F(x), is called a pattern. The collection of patterns is called atraining set.

For a real plant, if we can embed the input signal intoRm and the output signal intoRn,

and also assume that vector-valued functionF : D → Rn is continuous, whereD ⊂ Rm is

compact, then the system identification is simply to find an approximation ofF onD. With

these notations, the training set can be represented byU = {(x, y), y = F(x), x ∈ D}.

Theorem 5.1.1.(Stone-Weierstrass) [10]: Let domain D⊂ Rm be compact and letF ⊂

C(D) satisfy the following criteria:

1. Identity Function: The constant function f(x) = 1 is in F .

2. Separability: For any x1 , x2 ∈ D, there is an f∈ F such that f(x1) , f (x2).

3. Algebraic Closure: If f, g ∈ F , then f g, a f + bg∈ F for any a, b ∈ R.

Then cl(F )= C(D), the set of continuous real-valued functions on D.

Indeed, Stone-Weierstrass theorem ensures thatF can be always approximated by some

functions in the prescribed function setF . For example,F may be chosen to be the set

consisting of all the polynomials. However, the structure of F is not unique, and what is

preferred is the one easy to be generated. To have a simple wayto constructF and to take

into account the manipulation of MRS by neural network whichwill be introduced later,

the following theorem is useful.

Definition 5.1.2. A functionσ is discriminatory if for a measureµ ∈ M(Im),

∫

Im

σ
(

yT x+ β
)

dµ(x) = 0 (51)
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for all y ∈ Rm andβ ∈ R, implies thatµ = 0. Andσ is sigmoidal if σ(−∞) = 0,σ(+∞) = 1.

Sayσ(t) = 1
1+e−t .

Theorem 5.1.3.(Cybenko, [11]) Suppose thatσ is a continuous discriminatory sigmoidal

function. Then finite sums of the form

G(x) =
k

∑

j=1

cjσ
(

wT
j x+ β j

)

is dense in C(Im), where Im is a unit cube of m-dimension. In other words, given F∈ C(Im)

andε > 0, there is a sum G(x) of the above form, such that|G(x)− F(x)| < ε for all x ∈ Im.

Remark 5.1.4.Theorem 5.1.3 makes it possible to approximate a continuousmulti-variate

function by functions of one variable function(sigmoidal function) composed with affine

functions. Since both sigmoidal function and affine functions have simple forms, this type of

approximation will have a relatively simple representation. Moreover, the result in Theorem

5.1.3 can be strengthened by restricting the components of wandβ to be integers, see [8],

or by kth-degree sigmoidal functions satisfying

lim
x→−∞

x−kσ(x) = 0, lim
x→∞

x−kσ(x) = 1, (52)

Note that Theorem 5.1.3 says thatF can be approximated by

G1(x; c,w, β) =
k

∑

j=1

cjσ
(

wT
j x+ β j

)

(53)

on a compact setD for certainc, w andβ, which, however, depends onF and the approx-

imation accuracy and are unknown. Set~W1 = (c,w, β), we can define the identification

error

eI ( ~W1) = max
x∈D

{

dist(G1(x, ~W1), F(x))
}

. (54)

In the mathematical literature, system identification can be formulated to the following

minimization problem

min
~W1

{

eI ( ~W1)
}

. (55)
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And in the control theory,eI ( ~W1) should be the feedback signal sent back to the identifica-

tion system to modify the parameter~W1 accordingly, see the following block diagram for

system identification.

Input

Identification
     System

System Output

Plant Output

Identification

Error
eI   

System/Plant

Figure 14: Block Diagram of System Identification.

5.1.2 Controller Generation.

Once the plant is identified, we are ready to consider the control on it. Now the reference

model plays an important role. Roughly speaking, referencemodel is a model whose output

is what the plant is expected to have. The controller generator will produce a controller

according to the reference output such that such a controller can drive the plant to follow

the reference output. See Figure 15.

Model
Reference

System/Plant

Controller
Generator

Controller
Input System Output

Error

Reference Output

Reference
eR       

Figure 15: Block Diagram of Controller Generation.

Note that the controller should be designed to be capable of producing all the admissible

control for the plant. Suppose that the controller generator has a similar structure to the

system identification and is given by

u = G2(y; ~W2), y = G1(x, u; ~W1) (56)
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where ~W2 collects all the parameters in the construction of controller generator. Here we

abuse notation and replacex in (53) by (x, u) and instead,D will denote the set of plant

input and control input. This is because the complete input to the plant consists of the

genuine plant input and the control input in MRC control, andthe identification process

will be based on both of them.

Then the reference error will be defined as

eR( ~W1, ~W2) = max
x∈D

{

dist(G1(x, u; ~W1), r(x))
}

, u = G2(y; ~W2) (57)

wherer(x) is the reference signal. Note thateR depends not only on~W1 directly, but also on

~W2 indirectly through controlu. And the controller generation is to search (~W1, ~W2) such

thateR is minimized.

If we reconsider the controller generation by treating the reference model as a plant, this

procedure will be same as system identification, but what needs to be identified is not the

real plant but the reference signal. Therefore, from this point of view, system identification

and controller generation are essentially the same. And thedifference between them occurs

in two aspects. One is that the roles they play in MRC are different, which is a trivial fact.

The other is the algorithm to complete these two processes are very different, as shown in

the following section.

5.1.3 Learning and Training in MRC.

By gluing the two block diagrams for system identification and controller generation, we

will have a complete picture for the model reference controlas a whole, see Figure 16. And

MRC is mathematically to minimize both the identification error eI and reference erroreR

simultaneously.

In a word, MRC becomes a minimization problem. The algorithmby which the optimal

solution can be achieved is called learning and training algorithm. A well known approach

for minimization is the gradient method. However, we must becareful to apply gradient

method to these two processes.
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     System
Identification

Reference
Model

Controller
Generator

Error

Control
Input

 Plant 
Output

System  Output

Identification

Error
Reference eR     

eI

System/Plant

Figure 16: Block Diagram of Model Reference Control.

First, even thoughu depends on~W2, eI is independent of~W2 because the identification

is according to (x, u) by thinkingu as the part of the plant input, but not onlyx. Due to the

explicit dependence ofeI on ~W1, the gradient method reads

~Wk+1
1 = ~Wk

1 − ε
∂eI

∂ ~W1

whereε is called learning rate. This generates a feedforward network and relatively easy

to be trained.

Second, in (56), we can see thatu andy are strongly coupled. When the second equation

ony is substituted into the first one in (56) and repeat this process, it will be an composition

of infinitely many times. In other words, due to the indirect dependence ofeR on ~W1 through

u, the gradient methods will induce a recurrent or feedback network which makes training

harder than identification. A detailed discussion in terms of neural network will be provided

in the next section.

Since the delay occurs only at the network input, and the network contains no feedback

loops, the network plant model can be trained using the backpropagation for feedforward

networks, which will be discussed with neural network. Thisalgorithm is called offline.
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5.2 NN Structure of MRC

Cybenko’s Theorem 5.1.3 provides a mathematical foundation to construct artificial neural

network and make it capable of universal approximation. Thus neural network is a good

choice to implement MRC. In this section, we will mainly introduce the neural network

structure of MRC.

5.2.1 Neural Network

In [3], J.P. Aubin studied neural network in the mathematical framework and brought up

some mathematical description about neural network in the different viewpoint. The fol-

lowing is a brief introduction of the neural network by Aubin’s notation in [3].

A neural network is a collection of ”formal neurons” linked in certain way. The node

of network is calledsynapseand its strength the synaptic weight. Each individual neuron

is a functionϕi which receives input signalx from the presynaptic neuroni − 1, processes

the afferent signal and releases an output signal to the postsynaptic neuroni + 1. Precisely,

it can be written as

ϕi : x = (xk)
n
k=1 7→ ϕi(x). (58)

Suppose that thej th neuron is linked with othern presynaptic neurons, then it is excited by
n

∑

k=1

wk
jϕk(x) − β j (59)

if the thresholdβ j is taken into account, wherewj is the synaptic weight. The sign ofwj

indicates the excitation forwj > 0 and inhibition forwj < 0, and its modulus the strength.

Consequently the output of thej-th neuron is a function of the neuron potential as

yj = g j















n
∑

k=1

wk
jϕk(x) − β j















, (60)

whereg j is the nonlinear function in SW theorem, or precisely a sigmoidal functionσ in

Cybenko’s theorem. Figure 17 shows the general structure ofa neuron.

Whenϕk(x) = x, a one-layer network can be represented by

y = g(Wx− β), x ∈ X, y, β ∈ Y, W ∈ L(X,Y), (61)
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Figure 17: Structure of a neuron.

whereL(X,Y) denotes the space of linear operatorsW from X to Y. For simplicity, we will

useW to represent all the parameters involved in one neuron, including synaptic weights

wj and thresholdβ.

If there areL > 1 layers in the network, the sequence of signals is represented by

xi = gi(Wi xi−1), xi ∈ Xi , Wi ∈ L(Xi−1,Xi), i = 1, . . . , L (62)

whereX0 = X andXL = Y are the input and output spaces, and otherXi ’s are the spaces of

”hidden layers”. Then the input and output are related in thefollowing way

xL = gL (WLgL−1 (. . . (g1 (W1x0)) . . .)) . (63)

Note that the sequence of superposition implies the concatenation of several layers of neu-

rons. Denote by~W = (Wi)i=1,...,L, then it shows that a multilayer neural network can be

regarded as a one-layer network controlled by~W, as shown below

y = xL = Φ(x0, ~W) = Φ(x0,W1, . . . ,WL). (64)

The following theorem is useful for choosing the number of layers of neurons.

Theorem 5.2.1.Let g be a bounded, increasing real function,Ω ⊂ Rd is compact and

f : Ω → Rd is continuous. Then for anyε > 0, there exist some n∈ N and wi ,wi j , β j ∈ R,

such that

max
x∈Ω
|y(x) − f (x)| < ε, where y(x) =

n
∑

i=1

wig

















d
∑

j=1

wi j xj − β j

















.
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It follows from this theorem that the feedforward neural network of two layers is capable

of universal approximation to any continuous functions on acompact set. By convention,

neural network of finite layers is calledsynchronousand governed by a discrete dynamical

system (64). In contrast, the network of infinite layers is called asynchronousand given

by a differential equation

x′(t) = f (x(t),W(t)), (65)

which maps the initial inputx0 ∈ X to the output signal

Φ(x0,W(·)) = xW(·)(T) (66)

wherex(·) is the solution of equation (65) controlled byt 7→W(t).

5.2.2 Learning Algorithm via NN

Following the notation in [3], we set

~W ∈ W =

L
∏

i=1

L(Xi−1,Xi), y = Φ(x, ~W). (67)

In control theory, the system governed byΦ : X ×W → Y can be regarded as an adaptive

system with inputx, outputy and control~W ∈ W. For a given training setK ∈ X × Y, a

pattern (xp, yp) is recognized by the adaptive system programmed by such a control ~W if

yp = Φ(xp, ~W). And the choice of such a control is made bylearningthe patterns inK .

Namely one should find a control~W satisfying

yp = Φ(xp, ~W), (xp, yp) ∈ K . (68)

Then the learning process can be formulated by the minimization problem

0 = inf
~W



















∑

(xp,yp)∈K
E

(

Φ(xp, ~W), yp
)α



















1
α

, (69)

whereα ∈ [1,∞] andE is a distance onY. Suppose that the linear operatorp⊗y ∈ L(X,Y)

is defined by

p⊗ y : x 7→ (p⊗ y)(x) = 〈p, x〉y, p ∈ X⋆, y ∈ Y, x ∈ X (70)
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whereX⋆ is the dual space ofX and〈p, x〉 = p(x). Let E, g and henceΦ be differentiable

and ~W be a solution ofΦL(a, ~W) = b for K = {(a, b)}, then one may start with an initial

synaptic matrix~W0, define~Wn+1 as

Wn+1
i −Wn

i = −εnxn
i−1 ⊗ g′i (W

n
i xn

i )
⋆pn

i (71)

whereεn is the learning rate,xn
i = gi(Wn

i xn
i−1) (starting atxn

0 = a) and

pn
i =Wn⋆

i+1g
′
i+1(x

n
i+1)

⋆ · · ·Wn⋆
L g′L(xn

L)⋆E′(xn
L − b) (72)

We start with modifying the synaptic weights of the last layer L by computing

pn
L =Wn⋆

L g′L(xn
L)⋆E′(xn

L − b), (73)

andWn+1
L from (71), then all the synaptic matricesWn

i in each layer can be obtained from

the last one back to the first one. Thus this algorithm is called backpropagation.

In particular, ifK = {(aq, bq)|q = 1, . . . ,Q}, then (71) becomes

Wn+1
i −Wn

i = −εn

Q
∑

q=1

xn,q
i−1 ⊗ g′i (W

n
i xn,q

i )⋆pn,q
i (71)′

wherexn,q
i = gi(Wn

i xn,q
i−1) (starting atxn,q

0 = aq) and

pn,q
i =Wn⋆

i+1g
′
i+1(x

n,q
i+1)

⋆ · · ·Wn⋆
L g′L(xn,q

L )⋆E′(xn,q
L − bq). (74)

Certainly the solution ofΦL(a, ~W) = b may not exist for (a, b) ∈ K whenK is of large size.

In this situation, we can reconsider to search for its least square solution. Please refer to [3]

for details.

5.3 MRC Control of BZ Reaction

Model reference control has a wide application in engineering but not in biological sys-

tems. Few examples about MRC control of SIRS disease models are given in [6]. In this

section, we will apply MRC to the BZ reaction determined by the reversible Lotka-Volterra

system (11). By the analysis in Section 4.4.1, we know that the reaction exhibits nonlinear
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oscillation far away from the equilibrium point. Our goal isto eliminate the oscillation, or

lower the oscillation amplitude by applying some control.

First, we need to choose the control variable. It is reasonable to have each reactant of

(u, v,w) as the controller by adding the corresponding reactant to increase its concentration.

For instance, suppose thatu is the control variable, then the system with control is given

below










































du
dτ

= u(w− v) − ε(σu2 − v2) + x′(τ)

dv
dτ

= v(u− 1)− εv2 + ε
(

ξ + x(τ) − u− v− w
σ

)

dw
dτ

= −σ(wu− εσu2).

(75)

Second, we need to have a measure about the oscillation amplitude. Since we know that

there exists an oscillation axisWo
σ,ε in the oscillation zone, we can calculate the distance

from the surrounding solution toWo
σ,ε in the same level ofw. Here, we use the version

given in (38) to approximateWo
σ,ε. Define

L(t) =
√

[u(t) − h1(w(t), σ)]2 + [v(t) − h2(w(t), σ)]2.

where

h1(w, σ) = µσ

(

1−
ε(ξ − w

σ
)

h2(w, σ)

)

, h2(w, σ) =
1
2

(

w+
√

w2 + 4σεµσξ
)

.

Then we may think that there is no oscillation whenL(t) is small. Therefore our target is to

find a control to minimizeL(t).

Third, we need to find a reference model. Actually there are many options for the

reference model as long as it can have the desired output. Forexample, to control the

robot’s arm determined by
d2φ

dt2
= −10 sinφ − dφ

dt
+ u, (76)

the reference model can be chosen as

d2yr

dt2
= −9yr − 6

dyr

dt
+ 9r, (77)

and the numerical simulation is shown in Figure 18, see [26].We may notice that the
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Figure 18: MRC control of robot arm.

reference output smooths out its piecewise constant input which allows the robots arm can

move in any angle. However, generically speaking, it is impossible to make the biological

system behave in any way we want because of its self-organization and robustness. But

since we care only about the long time behavior ofL, getting smaller with time evolution,

we will simply choose the reference model as

ṙ = −r (78)

which gives the exponential decay to zero.

In this example, we will assume that the plant given by (75) isunknown. Mainly we

will use (75) to generate input-output data set, namely the training setK , for the learning

purpose in the system identification and controller generation.

We will consider both the plant and reference model in the time interval [0, t̄] with t̄

given. For any partition of this time interval

0 = t0 < t1 < . . . , < tN = t̄

whereN is the number of the sample data, define , for 1≤ i ≤ N,

x(t) = xi , as t ∈ [ti−1, ti),

wherexi ’s are randomly picked in the range [0, 0.1]. With x(t) as the input signal to the

plant, letL(t) be the corresponding output of (75) which is sampled at timeti and defined

by Li
P = LP(ti). Denotex = (x1, . . . , xN) andL P = (L1

P, . . . , L
N
P), then we can generate
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the training set for the system identification asK1 = (x, L P). For the given NN plant, let

L N( ~W1) = (LN(ti))1≤i≤N be the corresponding NN plant output to the inputx, where ~W1

collects all the weights involved in the network of NN plant.Now we are ready to define,

respectively, the identification error and cost functionalfor identification by

eI ( ~W1) = |L P − L N( ~W1)|, F̂I ( ~W1) = e2
I ( ~W1).

The system identification is to minimize the functionalF̂I ( ~W1) over the parameters~W1.

Next, similar to the random inputx for identification, under a time partition 0= s0 <

s1 < · · · < sM = t̄, for a random reference inputxr = (xr1, . . . , xrM ) whereM is the number

of samples, letr = (r1, . . . , rM) be the reference output of (78). Then the training set for

the controller is given byKc = (xr , r ). And the reference error and the associated cost

functional are defined similarly as follows

eR( ~W2) = |L P − r |, F̂R( ~W2) = e2
R( ~W2).

where ~W2 contains all the weights and biases in the NN controller.

In the numerical simulation, set

σ = 0.01, ε = σ3, ξ = 500.

The network of system identification is trained under the admissible control inu ∈ [0.0, 0.1],

that is, the plant input isx = (xi)i with xi ∈ [0, 0.1].

By the backpropagation, all the parameters in the NN plant will be justified for the best

performance of the NN plant, that is, for the NN plant outputsbeing as close to the plant

output as possible. Here the Levenberg-Marquardt algorithm is employed for backpropa-

gation. This algorithm is a variation of Newton’s method andis designed for minimizing

functions which are in terms of the square sums of other functions(see [25]), likeF̂I and

F̂R. The built-in function for this algorithm in the SIMULINK iscalledtrainlm.

Usually the network processes one pattern in the training set K1 at a time, feed the

input into the network, processes with the weights and functions in the layers and then
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compare the resulting output with the desired output. Then the errors are propagated back

to the network so that the weights can be adjusted correspondingly and carried into the

processing of the next pattern. One sweep through all the patterns inK2 is called an epoch,

that is, the number of the iteration of NN plant training to beperformed. In the simulation,

we use 300 training epochs for the system identification.

With the well-trained network of NN plant which provides a good approximation to the

plant (75), the system identification is complete. Now we areready to train the controller.

It will always take much more time to train a controller than to identify a plant because

the dynamic backpropagation is needed for the recurrent network of controller. Therefore,

instead of processing the entire training setK2 in one epoch, first we will divideK1 into

several segments, and then process them one by one in the sameway as for identification

until all the segments are presented to the network. Here we will choose, for the controller

training, 30 segments for the training setK2 and 10 epochs for the processing of each

segment.

The network for controller is trained under the random reference inputs in [0, 10], that

is, the reference input isr = (r i)i with r i ∈ [0, 10]. After the controller is trained, we can

start the simulation, see the following figures.

As shown in Figure 19, without control, the plant outputL(t) oscillates in the rela-

tively large amplitudes, and the oscillation lasts in a relatively long time aroundt = 200.

But when the control is imposed, the oscillation amplitude decreases dramatically and be-

comes very small aftert = 30. We can also compare the (u, v) output with and without

control given in Figure 20. We may observe that without control, u andv oscillates with

large amplitudes and small frequencies because they are faraway from the oscillation axis.

While after the control is turned on, we can see that they all oscillates with much smaller

amplitudes and high frequencies because they are driven to be close to the oscillation axis.
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Figure 19: MRC of BZ reaction given by reversible LV Model.
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