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Summary
This paper investigates the impact of independent and dependent losses and coding on speech quality predictions
provided by PESQ (also known as ITU-T P.862) and P.563 models, when both naturally-produced and synthe-
sized speech are used. Two synthesized speech samples generated with two different Text-to-Speech systems
and one naturally-produced sample are investigated. In addition, we assess the variability of PESQ’s and P.563’s
predictions with respect to the type of speech used (naturally-produced or synthesized) and loss conditions as
well as their accuracy, by comparing the predictions with subjective assessments. The results show that there is
no difference between the impact of packet loss on naturally-produced speech and synthesized speech. On the
other hand, the impact of coding is different for the two types of stimuli. In addition, synthesized speech seems
to be insensitive to degradations provided by most of the codecs investigated here. The reasons for those findings
are particularly discussed. Finally, it is concluded that both models are capable of predicting the quality of trans-
mitted synthesized speech under the investigated conditions to a certain degree. As expected, PESQ achieves the
best performance over almost all of the investigated conditions.

PACS no. 43.71.Gv, 43.72.Gy, 43.72.Ja, 43.72.Kb

1. Introduction

In recent years, synthesized speech has reached a level of
quality which allows it to be integrated into many real-life
applications, e.g. e-mail and SMS readers, etc. In partic-
ular, Text-to-Speech (TTS) can fruitfully be used in sys-
tems enabling interaction with an information database or
a transaction server, e.g. via the telephone network.

Modern telephone networks, however, introduce a num-
ber of degradations which have to be taken into account
when services are planned and developed. The type of
degradation depends on the specific network under con-
sideration. In traditional, connection-based (analogue or
digital) networks, loss, frequency distortion and noise are
the most significant degradations. In contrast, new types
of networks (e.g. mobiles or IP-based ones) introduce im-
pairments which are perceptively different from the tradi-
tional ones. Examples are non-linear distortions from low
bit-rate coding-decoding processes (codecs), overall delay
due to signal processing equipment, talker echoes result-
ing from the delay in conjunction with acoustic or electri-
cal reflections, or time-variant degradations when packets
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or frames get lost on the digital channel. A combination of
all these impairments will be encountered when different
networks are interconnected to form a transmission path
from the service provider to the user. Thus, the whole path
has to be taken into account in order to determine the over-
all quality of the service achievable over the transmission
network.

To determine the output quality of TTS systems (voice
output devices), an application-oriented listening-only test
described in ITU-T Recommendation P.85 [1] is recom-
mended. During such a test, participants have to solve a
secondary task (e.g. to collect information which is con-
tained in the sample) while listening to speech samples
generated by TTS systems. After the sample is finished,
they have to judge different quality aspects on a set of 5-
point category rating scales, such as overall impression,
acceptance, listening effort, comprehension problems, ar-
ticulation, pronunciation, speaking rate and voice pleas-
antness. By providing a secondary task, it is expected that
the listeners’ focus of attention is directed towards the con-
tents of the speech signal and not towards its surface form
alone. The arithmetic mean of all judgements collected on
the “overall impression” scale is called a Mean Opinion
Score (MOS). Although the method has been criticized for
some deficiencies [2, 3, 4], it is still the most commonly
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used method for the overall assessment of the speech out-
put of TTS systems but when such output is impaired by
transmission degradations, a slightly modified version of
this method (separating the ratings on the quality from the
secondary task (collection of information (on what was
understood by the subjects)) into two test sessions, see
[5, 6] for details) or classical test according to ITU-T Rec-
ommendation P.800 [7] are mainly deployed.

In order to quickly and economically optimize the
speech output of automatic telephone services or to se-
lect between different TTS systems that are available in
the market, network or service designers and system de-
velopers would like to have additional tools at hand. These
tools should predict the quality perceived by the user - as
it would be judged in an auditory test - on the basis of the
speech signals generated by the system as well as degraded
by the network. Such tools are available for predicting
the quality of natural speech transmitted over telephone
channels, e.g. the standardized “Perceptual Evaluation of
Speech Quality” (PESQ) model described in [8, 9, 10],
also known as ITU-T P.862 or the standardized “P.563”
model defined in [11, 12]. The former one is belonging to
the class of intrusive or comparison-based (full-reference)
models, which are based on a comparison between the de-
graded output signal and the clean input signal of a trans-
mission channel. The clean speech signal is considered as
the reference: the closer the transmitted signal is to this ref-
erence, the smaller the degradation and the higher the qual-
ity. The difference is not calculated on the signal level but
from an internal representation of the signals, consisting
mainly of a non-linear frequency analysis and a loudness
model. The latter is defined as a non-intrusive or single-
ended model. The idea of a large class of such single-
ended (reference-free) models is to generate an artificial
reference (i.e., an “ideal” undistorted signal) from a de-
graded speech signal and to use this reference in a signal-
comparison approach. Once a reference is available, a sig-
nal comparison similar to the one of PESQ can be per-
formed. The result of this comparison can further be mod-
ified by a parametric degradation analysis and integrated
into an assessment of overall quality.

Some works have been carried out to study the qual-
ity of synthesized speech over the phone and the perfor-
mance of models for predicting and estimating the speech
quality in the case of synthesized speech usage. In [5],
two questions were addressed, namely whether the over-
all amount of degradation is similar for synthesized com-
pared to naturally-produced speech, and how well can esti-
mation models describing the quality impact on naturally-
produced speech be used for estimating the effects on syn-
thesized speech. Prototypical speech samples were first
impaired by different degradations (e.g. circuit noise, low
bit-rate coding, etc.) in a controlled way, using a trans-
mission simulation model. The samples were then judged
by test subjects in an application-oriented listening-only
scenario. It turns out that noise-type degradations exer-
cise about the same quality impact on naturally-produced
and synthesized speech. On the other hand, the impact

of low bit-rate codecs is different for the two types of
stimuli. In addition, the estimations of the transmission
rating model which was investigated in this study (the
E-model) seem to be in line with the auditory test re-
sults, both for naturally-produced as well as for synthe-
sized speech, especially for uncorrelated noise. In [6], the
author extended the aforementioned work to new mod-
elling examples with signal-based comparative measures,
such as PESQ and Telekom Objective Speech Quality As-
sessment (TOSQA). The results show that both measures
(PESQ and TOSQA) are capable of predicting the qual-
ity of transmitted synthesized speech to a certain degree.
All models (i.e. the signal-based models and the E-model),
however, do not adequately take into account the differ-
ent perceptive dimensions caused by the source speech
material and by the transmission channel. Moreover, they
are only partly able to accurately predict the impact of
signal-correlated noise. In [13], auditory MOS ratings for
naturally-produced and synthesized speech samples trans-
mitted over different telephone channels were estimated
with three single-ended quality prediction models (Audi-
tory Non-Intrusive Quality Estimation Plus (ANIQUE+)
[14, 15], Psytechnics model, and P.563). Similar degrada-
tions to those introduced in [5] were used in this study. It
was concluded that the investigated single-ended models
mainly predict the effects of the transmission channel but
not of the source speech material (naturally-produced or
synthesized).

All previously mentioned works mostly focused on the
impact of traditional network degradations (e.g. circuit
noise, ambient noise, etc.) and coding on the quality of
synthesized speech transmitted over the phone. As men-
tioned before, new types of networks introduce new types
of degradations, mainly time-variant degradations from
packet loss or fading radio channels and non-linear distor-
tions from newest low bit-rate coding-decoding processes
(codecs). Currently, these types of degradations are poorly
investigated, especially with respect to their influence on
synthesized speech [5]. That is the reason for an exhaus-
tive investigation of their impact on the quality of synthe-
sized speech. In particular, here we focus on an impact of
independent and dependent losses and coding (focusing
on current largely deployed codecs in these networks) on
speech quality predictions provided by PESQ and P.563 in
the case of naturally-produced and synthesized speech us-
age. Two synthesized speech samples generated with two
different TTS systems and one naturally-produced sample
are investigated. In addition, we assess the variability of
PESQ’s and P.563’s predictions with respect to the type of
speech used (naturally-produced or synthesized) and the
loss conditions, as well as their accuracy, by comparing the
predictions with subjective assessments. Finally, the aim
of this study is three-fold: firstly, we would like to know
whether the investigated models are able to provide valid
predictions of perceived quality for the given application
domain. Secondly, we would like to discover whether the
impact of the packet loss and coding on the quality of syn-
thesized speech is different from the impact on naturally-
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produced speech. Thirdly, we would like to find out which
of the investigated modelling approaches is the most ade-
quate one for the given task.

The rest of the paper is organized as follows. Section 2
introduces the experimental scenario and experiments car-
ried out in this study. In section 3, the experimental results
are presented and discussed. Section 4 concludes the paper
and suggests some future studies.

2. Experiment description

2.1. Experimental scenario

A one-way VoIP session was established between two
hosts (VoIP Sender and VoIP Receiver), via the loss sim-
ulator (Figure 1). In the case of the loss simulator, the
two current most widely used models were deployed for
the purpose of packet loss modeling, namely the Bernoulli
and Gilbert loss models. More details about loss mod-
els can be found in section 2.2. For this experiment the
ITU-T G.729AB encoding scheme [16] was chosen. In the
measurements, two frames were encapsulated into a single
packet, thus corresponding to a packet size of 20 millisec-
onds. Adaptive jitter buffer, G.729AB’s native Packet Loss
Concealment, and Voice Activity Detection/Discontinuous
Transmission were implemented in the VoIP clients used.
The jitter buffer did not play any role in this experiment
because of the small constant jitter inserted by the loss
simulator during the measurement. The reference sam-
ples described in section 2.3 were utilized for transmission
through the given VoIP connection. Finally, speech qual-
ity was assessed by the PESQ and P.563 algorithms. In the
case of the PESQ model, the raw PESQ scores were con-
verted to MOS-Listening Quality Objective narrow-band
(MOS-LQOn) values by the equation defined in [17]. In
the case of the PESQ and P.563 score calculations, some
batch data processing techniques proposed in [18] were
used.
For the coding experiment, the experimental scenario

with the loss simulator and VoIP clients (VoIP Sender
and Receiver) was replaced by coding algorithms, namely
ITU-T G.729AB [16] (bit rate: 8 kbps, frame size: 20ms),
ITU-T G.711 [19] (64 kbps, 0.125ms), GSM-FR (GSM
06.10) [20] (13 kbps, 20ms), Internet Low Bit Rate Codec
(iLBC) [21] (15.2 kbps, 20ms), Speex [22] (4-8 kbps
(variable), 20ms) and Enhanced Variable Rate Codec ver-
sion B (EVRC-B) [23] (9.6 kbps, 20ms) but the speech
quality assessment procedure was not changed and fol-
lowed the aforementioned description. In the case of the
EVRC-B codec, the noise suppression was disabled in
comparison to the default settings. In the case of the other
codecs, the default settings were applied.

2.2. Packet loss models

Packet loss is a major source of speech impairment in
VoIP. Such a loss may be caused by dropped packets in
IP networks (network loss) or by dropped packets at gate-
ways/terminals due to late arrival (late loss).

Figure 1. Experimental scenario.

Figure 2. Gilbert model.

Several models [24, 25] have been proposed for mod-
elling network losses, the current most widely adopted of
those will be briefly discussed in the following subsec-
tions.

2.2.1. Bernoulli model

In the Bernoulli loss model, each packet loss is inde-
pendent (memoryless), regardless of whether the previous
packet is lost or not. In this case, there is only one pa-
rameter, the average packet loss rate, which is the number
of lost packets divided by the total number of transmitted
packets in a trace.

2.2.2. Gilbert model

Most research in VoIP uses a Gilbert model to represent
packet loss characteristics [24, 25, 26]. In a 2-state Gilbert
model as shown in Figure 2, State 0 is for a packet received
(no loss) and State 1 is for a packet dropped (loss). p is
the probability that a packet will be dropped given that the
previous packet was received. 1 − q is the probability that
a packet will be dropped given that the previous packet
was dropped. 1 − q is also referred to as the conditional
loss probability (clp). The probability of being in State 1
is referred to as unconditional loss probability (ulp). The
ulp provides a measure of the average packet loss rate and
is given in [27]:

ulp =
p

q + p
. (1)

The clp and ulp are used in the paper to characterize the
loss behavior of the network.
Six independent loss and eleven dependent loss condi-

tions were chosen to cover all scenarios of interest. They
consisted of combinations of packet loss rate (from 0% to
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15%) in the case of the independent losses and uncondi-
tional loss probability (ulp, 0%, 1.5%, 3%, 5%, 10% and
15%), conditional loss probability (clp, 70% and 80%) in
the case of the dependent losses and 40 values of the ini-
tial seed parameter (The initial seed parameter initializes
the random number generator that the loss simulator uses
to activate a loss generation process.) to simulate different
loss locations/patterns in both cases. The same initial seed
parameter values were used for all simulated loss condi-
tions in this study in order to identically activate the loss
generation process.

2.3. Speech material

For the purpose of this experiment and following the cri-
teria given by ITU-T Recommendations P.830 [28] and
P.800 [7], we defined three meaningful and non-technical
sentences in Slovak with different lengths. In regards to
those sentences, speech files were generated by two TTS
systems (male voices) and recorded from one natural
speaker (male). The natural speech sample was recorded
in an anechoic environment; he was not a professional
speaker. The decision to use a male voice was influenced
by a previous study published in [29]. These tests proved
that the message produced by the male synthetic voice was
rated as more favourable (e.g. good and more positive) and
was more persuasive, in terms of the persuasive appeal,
than the female synthetic voice. These particular differ-
ences are perceptual in nature, and are most likely due to
differences in synthesis quality between male and female
voices.
TTS system 1 is a diphone synthesizer developed at the

Institute of Informatics of the Slovak Academy of Sci-
ences. It is the second version of the Slovak TTS system
(Kempelen 1.x), which is based on concatenation of small
elements of pre-recorded speech signals, mainly diphones.
For the purpose of this experiment, the recent version of
this synthesizer (Kempelen 1.6) was used. More informa-
tion about this type of synthesizer can be found in [30],
section 3. TTS system 2 is a unit selection synthesizer also
developed at same institute as that of TTS system 1. In re-
lation to this experiment, the recent version of this synthe-
sizer (Kempelen 2.1) was utilized. A new approach called
pre-selection of element-candidates based on a phonetic
analysis of the orthoepic transcription of text is deployed
in the recent version of this synthesizer. More information
about this synthesizer can be found in [30], section 4. It
has to be noted that the speech material was not specifi-
cally optimized after generation. In particular, very small
pronunciation errors or inadequate prosody were not cor-
rected.
Finally, three reference samples (namely Natural, Di-

phone and Unit) 12 seconds in length (containing three
sentences with different lengths uttered by one voice) were
created. The text material used was the same for each voice
used in this study. As mentioned above, those speech sam-
ples were processed by transmission channel simulation
(packet loss impact) as well as by codecs (coding impact),

see the details in section 2.1 and 2.2. To avoid the dif-
ferences in MOS values between the samples caused by
the different perceptual impact of the same loss locations
when the samples with dissimilar distributions of talk-
spurts are used [31], the same distributions and very simi-
lar durations of talkspurts (different talkers used) were de-
ployed. Because the listening level has proven to be an
important factor for the quality judgments of synthesized
speech [32], all speech samples were normalized to an ac-
tive speech level of −26 dB below the overload point of the
digital system, when measured according to ITU-T Rec-
ommendation P.56 and stored in 16-bit, 8000 Hz linear
PCM. Background noise was not present.

2.4. Subjective assessment

The subjective listening tests were performed in accor-
dance with ITU-T Recommendation P.800 [7]. In every
case, up to 9 listeners were seated in a listening chamber
with a reverberation time less than 190ms and background
noise well below 20 dB SPL (A). All together, 25 listen-
ers (11 male, 14 female, 21–30 years, mean 24.08 years)
participated in the tests. 18 of them reported to have no ex-
perience with synthesized speech. The subjects were paid
for their service.
The samples were played out using high quality studio

equipment in a random order and dichotically presented
(two loudspeakers, presentation level: 79 dB SPL(A)) to
the test subjects. The results of the opinion scores from
1 (bad) to 5 (excellent) were averaged to obtain MOS-
Listening Quality Subjective narrowband (MOS-LQSn)
values for each sample.
Because of the big amount of very similar objective

measurement data for dependent losses (clp = 70% and
80%), we had to make the decision as to which of the data
set would be better to test in order to limit the number of
samples used in subjective tests. In other words, which of
the data sets representing dependent losses (speech sam-
ples impaired by clp = 70 or 80%) was more suitable to
prove the behavior of the investigated models? In the end,
we decided to use the second group of dependent losses,
namely clp = 80% due to some effects related to higher
burstiness of losses reported in section 3.1.1.2. Finally,
the subjective tests were performed for independent losses
and dependent losses with a clp = 80%. All together, 108
speech samples were selected for subjective testing of loss
impact, 54 (6 loss conditions * 3 samples representing
each loss condition * 3 voices) for each type of loss inves-
tigated here. In particular, 3 samples representing each loss
condition correspond to the best, average and worst speech
quality obtained for a given loss condition. These samples
were selected out of all recorded samples for each condi-
tion (40 samples per loss condition recorded (40 different
loss patterns), see section 2.2) by expert listening. In ad-
dition to the loss experiment, we also realized a subjective
test for the coding experiment, we investigated 6 current
codecs (see section 2.1) which resulted in 18 samples (6
codecs * 3 voices) involved in this part of the subjective
test. To ensure balanced sessions from impairment as well
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as size perspective, we combined samples from the coding
experiment with the loss experiment as follows: all sam-
ples from the independent losses experiment (54 samples)
and 9 samples from the coding experiment, namely sam-
ples belonging to ITU-T G.711, iLBC and ITU-T G.729
codecs (all together 63 samples) belonged to session No.1
and all samples from the dependent losses experiment (54
samples) and the rest of the samples from the coding ex-
periment (EVRC-B, GSM-FR and Speex) belonged to ses-
sion No.2 (containing 63 samples as well).

3. Experimental results

In this section, the experimental results for objective as-
sessment and comparison with subjective scores for both
investigated impacts (packet loss and coding) are de-
scribed and explained in more detail, respectively.

3.1. Impact of packet loss

3.1.1. Experimental results for objective assessment

The measurements were independently performed 40
times (40 different loss patterns) under the same packet
loss (independent losses) and the same values of ulp and
clp (dependent losses) and the same voice. The average
MOS-LQOn scores, 95% Confidence Intervals (CI) and
Mean Absolute Deviations (MAD) were calculated for
both models under the study. The next subsections provide
a detailed description of the experimental results for both
examined types of losses.

3.1.1.1. Independent losses

Using a Bernoulli model gives us the possibility to ana-
lyze PESQ’s and P.563’s behavior from two perspectives,
namely packet loss and voice (natural, diphone, and unit).
Figures 3 and 5 depict differences between investigated
voices in speech quality evaluation, provided by PESQ
and P.563 respectively. It can be seen from the above-
mentioned figures that the type of speech used (naturally-
produced (Natural) or synthesized (Diphone and Unit))
has a significant impact on overall speech quality pre-
dicted by both investigated models. In particular, we can
see that both models provided much higher MOS-LQOn
values for synthesized voices, especially for 0% packet
loss. This similar effect was obtained in [6]; see Figures
5.15 and 5.16. Unfortunately, the author did not specify
the reason for this effect. Probably, this is due to some dif-
ferences in ‘artificiality’ dimension between the naturally-
produced and the synthesized speech coded by the ITU-T
G.729 codec, which may be perceived as degradations by
the models. In the case of synthesized speech, small dif-
ferences were detected by the models and the models de-
creased the score according to that. On the other hand, the
models detected higher differences in ‘artificiality’ dimen-
sion for natural voice and naturally considered that as a
higher degradation. The reported behavior was also mo-
tivation for us to investigate the impact of other codecs
(predominantly deployed codecs in current networks) on

Figure 3. MOS-LQOn predicted by PESQ (MOS-LQOn
(PESQ)) as a function of packet loss for individual voices in the
case of independent losses. The vertical bars show 95 % CI (de-
rived from 40 measurements) for each loss and voice.

Figure 4. Normalized MOS-LQOn values predicted by PESQ
(MOS-LQOn (PESQ)) for individual voices in the case of in-
dependent losses.

the final MOSn score (see section 3.2) in respect to objec-
tive as well as subjective assessments. Moreover, there is
no difference between the investigated synthesized voices
from this perspective because of similar ‘artificiality’ di-
mension introduced by both synthesizers.
In addition, the higher MOS-LQOn values of the syn-

thesized speech samples obtained for 0% packet loss re-
sulted in a steeper slope for the MOS-LQOn curves repre-
senting synthesized speech. This steeper slope might be
explained as higher vulnerability of this kind of speech
to packet loss impairments. To prove if the synthesized
speech is really more prone to packet losses from PESQ
and P.563 predictions perspective, we decided to normal-
ize mean MOS-LQOn values to an optimum MOS-LQOn
value according to formula 5.4.1 defined in [6]:

MOSnor = (4.5 − 1)
MOS − 1
topline − 1

+ 1. (2)

The topline parameter is the MOS-LQOn value predicted
by PESQ or by P.563 for the “clean” channel (namely 0%
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Table I. Values of the topline parameter for the individual voices.

Prediction Natural Diphone Unit

PESQ 3.10 3.64 3.63
P.563 2.42 3.26 3.09

Figure 5. MOS-LQOn predicted by P.563 (MOS-LQOn (P.563))
as a function of packet loss for individual voices in the case of
independent losses. Other detailed descriptions of Figure 3 apply
appropriately.

packet loss) with that voice. These values are given in Ta-
ble I. Figures 4 and 6 show the normalized MOS-LQOn
values for individual voices which have been calculated
by the formula (2). It can be observed that the relative
amount of degradation predicted by PESQ and P.563 due
to packet loss is similar for the naturally-produced speech
as for the synthesized speech (similar curves obtained). In
other words, there is no evidence of higher sensitivity of
the synthesized speech to packet loss (independent losses)
from PESQ and P.563 predictions perspective. Moreover, a
similar behavior is also expected when applying a different
transformation from the one given in ITU-T Recommen-
dation P.862.1 [17].
However, it can be seen from Figure 5 that non-mono-

tonic results have been obtained in the case of the P.563
model. At this moment, we do not have an explanation as
to what could be the reason for such behavior. A detailed
analysis of the P.563 model is needed to justify this behav-
ior.
Figure 7 and 8 show MAD’s of MOS-LQOn’s (PESQ)

and MOS-LQOn’s (P.563), which have been obtained
from this experiment. It can be seen from Figures 7 and
8 that the deviations of predictions for naturally-produced
speech are smaller than those for synthesized speech, es-
pecially for the P.563 model.
Two two-way analyses of variance (ANOVA) were

conducted on MOS-LQOn’s (PESQ) and MOS-LQOn’s
(P.563) using packet loss and voice as fixed factors (Ap-
pendix 5.1.1, Table VIII and IX). The highest F -ratio for
the packet loss (F = 1493.55, p∗ < 0.01) in the case of
PESQ usage and for the voice (F = 273.06, p∗ < 0.01)
in the case of P.563 usage was determined. Moreover,

Figure 6. Normalized MOS-LQOn values predicted by P.563
(MOS-LQOn (P.563)) for individual voices in the case of inde-
pendent losses.

Figure 7. MAD of MOS-LQOn’s predicted by PESQ at each
point of loss space and for individual voices in the case of in-
dependent losses.

Figure 8. MAD ofMOS-LQOn’s predicted by P.563 at each point
of loss space and for individual voices in the case of independent
losses.

the voice factor (MOS-LQOn’s (PESQ)) and packet loss
(MOS-LQOn (P.563)) appeared to a have a weaker effect
on quality than other mentioned factors for PESQ as well
as P.563 based predictions, with F = 290.96, p∗ < 0.01
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Figure 9. MOS-LQOn predicted by PESQ as a function of un-
conditional loss probability for individual voices in the case of
dependent losses (clp= 70%). Other detailed descriptions of Fig-
ure 3 apply appropriately.

Figure 10. MOS-LQOn predicted by PESQ as a function of un-
conditional loss probability for individual voices in the case of
dependent losses (clp= 80%). Other detailed descriptions of Fig-
ure 3 apply appropriately.

and F = 87.73, p∗ < 0.01, respectively. The ANOVA tests
reveal that a different factor affected the average MOS-
LQOn values for each model investigated. In particular,
the P.563 model seems to be more sensitive to voice than
PESQ. It has to be emphasized that the P.563 model was
built for monitoring the quality degradation produced by
a transmission channel on naturally-produced speech and
thus has been trained to disregard the effect of the spe-
cific voice, and has not been trained on synthesized speech.
Probably, those facts are responsible for such a big impact
of voice factor on P.563’s predictions, as observed in this
experiment.

3.1.1.2. Dependent losses

Using a Gilbert model makes it possible to investigate
PESQ’s and P.563’s behavior from three perspectives,
namely ulp, clp and voice. The experimental results for all
investigated clp’s are depicted in Figures 9–12. We can ob-
serve that the kind of speech used (naturally-produced or
synthesized) could also seriously influence the quality in

Figure 11. MOS-LQOn predicted by P.563 as a function of un-
conditional loss probability for individual voices in the case of
dependent losses (clp= 70%). Other detailed descriptions of Fig-
ure 3 apply appropriately.

Figure 12. MOS-LQOn predicted by P.563 as a function of un-
conditional loss probability for individual voices in the case of
dependent losses (clp= 80%). Other detailed descriptions of Fig-
ure 3 apply appropriately.

the case of dependent losses. Similarly as in the previous
case, the normalization to optimum MOS-LQOn has been
performed. For reasons of similarity, we refrained from in-
cluding the figures displaying the normalized MOS-LQOn
curves for dependent losses. The same effect as that in first
case (independent losses) was evidently obtained. This
means that there is no difference between the vulnerabil-
ity of synthesized and naturally-produced speech to packet
loss impairments (dependent losses) from the PESQ and
P.563 predictions perspective.
Moreover, the higher burstiness of losses (expressed by

the clp parameter) leads to higher non-monotonicity of
predictions provided by the P.563 model (see Figures 11–
12) than for independent losses. As mentioned above, a
detailed investigation of the P.563 model is required to ra-
tionalize this behavior.
In Figures 13–14, we can see the MAD of MOS-

LQOn’s (PESQ) and MOS-LQOn’s (P.563) for a 70% clp.
Unsurprisingly, PESQ’s and P.563’s predictions deviation
behavior is similar to that obtained in the previous case.
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Figure 13. MAD of MOS-LQOn’s predicted by PESQ at each
point of loss space and for individual voices in the case of depen-
dent losses (clp = 70 %).

Figure 14. MAD of MOS-LQOn’s predicted by P.563 at each
point of loss space and for individual voices in the case of depen-
dent losses (clp = 70%).

Moreover, the MAD was increased for dependent losses
and all voices but only in the case of PESQ predictions.

Likewise as for independent losses, four two-way ANO-
VA’s were carried out on MOS-LQOn’s (PESQ) and
MOS-LQOn’s (P.563) for all investigated clp’s, using the
ulp and the voice as fixed factors (Appendix 5.1.2, Ta-
bles X–XIII). In principle, we obtained similar results as
for independent losses. However, a higher impact of voice
(expressed by the F -ratio; F = 494.78, p∗ < 0.01 for clp
= 70% and F = 709.56, p∗ < 0.01 for clp = 80%) was
obtained for dependent losses (increased by higher bursti-
ness) in the case of P.563, see Tables IX and XII–XIII.
Contrariwise, the loss impact (expressed by packet loss
(independent losses) or ulp (dependent losses)) was de-
creased by higher burstiness in the case of PESQ (see Ta-
bles VIII and X–XI) but still remains the most influencing
factor.

3.1.2. Comparison between auditory and predicted
quality scores

In the following subsections, auditory MOS values (MOS-
LQSn) will be compared to the predictions of the two

investigated models, namely intrusive PESQ and non-
intrusive P.563. The comparison will be performed for
all experimental conditions (independent and dependent
losses), i.e. all combinations of voice (source speech) and
network conditions (packet loss or combinations of ulp
and clp), respectively. It has to be noted that the experi-
mental conditions for dependent losses were restricted to
a clp = 80% in this case due to similarities in the results
obtained for both types of dependent loss conditions, as
described in section 2.4. However, the MOS-LQSn values
will have been influenced by the choice of conditions in
the actual experiment. In order to account for such influ-
ences, model predictions are commonly transformed to a
range of conditions that are part of the respective test [33].
This may be done, for example, by using a monotonic 3-rd
order mapping function. Such monotonic functions (3-rd
order monotonic functions if possible) have been deter-
mined for each model and each experiment individually,
maximizing the correlation, minimizing the root mean
square error and epsilon-insensitive root mean square er-
ror, see below.

The performance of models will be quantified in terms
of the Pearson correlation coefficient R, the respective
root mean square error (rmse) and epsilon-insensitive root
mean square error (rmse∗) as follows [34, 35]:

R =
N
i=1 Xi −X Yi − Y

N
i=1 Xi −X

2 N
i=1 Yi − Y

2
(3)

and

rmse =
1

N − d

N

i=1

Xi − Yi
2
, (4)

with Xi the subjective MOS value for stimulus i, Yi the
predicted MOS value for stimulus i, X and Y the corre-
sponding arithmetic mean values,N the number of stimuli
considered in the comparison, and d the number of degrees
of freedom provided by the mapping function (d = 4 in the
case of 3-order mapping function, d = 1 in the case of no
regression). On the other hand, the epsilon-insensitive root
mean square error can be described as

Perrori = max 0, |Xi − Yi| − ci95i , (5)

where the ci95i represents the 95% confidence interval and
is defined by [35]

ci95i = t(0.05,M)
δi√
M

, (6)

where M denotes the number of individual subjective
scores and δi is the standard deviation of subjective scores
for stimulus i. The final epsilon-insensitive root mean
square error is calculated as usual but based on the Perror
with the formula (5)

rmse∗ =
1

N − d

N

i=1

Perror2i . (7)

859
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Table II. Pearson correlation coefficient, root mean square error
and epsilon-insensitive root mean square error between MOS-
LQSn and MOS-LQOn (PESQ) as well as MOS-LQOn (P.563)
before regression for independent losses.

Voice R rmse rmse∗
PESQ Natural 0.9366 0.1740 0.1148

Diphone 0.8915 0.2959 0.2320
Unit 0.9471 0.0712 0.0476

P.563 Natural 0.7356 0.2708 0.2064
Diphone 0.5197 0.3251 0.2679
Unit 0.6474 0.1480 0.0934

The correlation indicates the strength and the direction of a
linear relationship between the auditory and the predicted
MOS values; it is largely influenced by the existence of
data points at the extremities of the scales. The root mean
square error (rmse) describes the spread of the data points
around the linear relationship. The epsilon-insensitive root
mean square error (rmse∗) is a similar measure to classi-
cal rmse but rmse∗ considers only differences related to
epsilon-wide band around the target value. The ‘epsilon’
is defined as the 95% confidence interval of the subjec-
tive MOS value. By definition, the uncertainty of MOS is
taken into account in this evaluation. For an ideal model,
the correlation would be R = 1.0 and the rmse and rmse∗
= 0.0.

All R, rmse and rmse∗ will be calculated for the raw
(non-regressed) MOSn predictions and for the regressed
MOS-LQOn values, obtained with the help of the mono-
tonic mapping functions and both (the regressed and the
non-regressed MOSn predictions) will also be separated
according to the voices, in order to get an indication of
the characteristics of the individual models on different
types of source data. To also provide the information on
the significance of the differences between presented R,
rmse and rmse∗ values for the PESQ and the P.563 mod-
els, the statistical significance tests according to [36] will
be performed.

3.1.2.1. Independent losses

Initially, it should be noted that 95% confidence inter-
vals for MOS-LQSn values presented in this comparison
computed according to (6) were on average 0.2955 MOS
(for Natural voice), 0.2625 MOS (for Diphone voice), and
0.2847 MOS (for Unit voice). Figures 15 and 17 compare
the MOS-LQSn values and the raw model predictions,
namely MOS-LQOn (PESQ) and MOS-LQOn (P.563).
The corresponding correlations R and root mean square
errors (rmse) and epsilon-insensitive root mean square er-
rors (rmse*) are given in Table II. The correlation calcu-
lated over all test conditions varies between 0.8915 and
0.9471 for the PESQ and 0.5197 and 0.7356 for the P.563
model (see Table II). For PESQ, the correlation coefficient
is higher for unit voice (synthesized speech generated
by unit selection synthesizer) than for naturally-produced

Figure 15. Subjective results (MOS-LQSn) versus MOS-LQOn
(PESQ) scores for independent losses (non-regressed).

Figure 16. Subjective results (MOS-LQSn) versus MOS-LQOn
(PESQ) scores for independent losses (regressed).

Figure 17. Subjective results (MOS-LQSn) versus MOS-LQOn
(P.563) scores for independent losses (non-regressed).

voice and the diphone type of synthesized speech. More-
over, the smallest rmse and rmse∗ were also obtained for
synthesized speech generated by the unit selection synthe-
sizer. Contrariwise in the case of P.563, the correlation is
higher for naturally-produced speech but interestingly the
smallest rmse and rmse∗ were attained for unit voice.
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Figure 18. Subjective results (MOS-LQSn) versus MOS-LQOn
(P.563) scores for independent losses (regressed).

On the other hand, Figures 16 and 18 depict the subjec-
tive MOSn values (MOS-LQSn) and the regressed model
predictions (MOS-LQOn (PESQ), MOS-LQOn (P.563)).
The 3-rd order regression as recommended in [33] leads, in
this case, to non-monotonic results. There are several op-
tions available to assure final regression monotonicity in
such cases (e.g. outliers influence weighting, polynomial
order change or non-polynomial function regression). To
stick to common polynomial regression and to avoid some-
times questionable outlier penalization, we choose the 1-st
order polynomial regression that finally led to monotonic
results with acceptable accuracy of the final quality predic-
tion as shown in Table III. Table III also shows that the cor-
relation coefficients were not affected by this transforma-
tion. In addition, the root mean square errors and epsilon-
insensitive root mean square errors are slightly reduced in
some cases (see Table III), after applying mapping func-
tions.
Comparing the performance of the two investigated

models, the PESQ model achieves the highest correlations
and lowest root mean square errors and epsilon-insensitive
root mean square errors for all voices in this study, as ex-
pected.
However, it can be observed from Figure 18 that P.563

compresses the MOS-LQSn range quite substantially. The
samples have MOS-LQSn values ranging from about 1 to
4.3. The corresponding MOS-LQOn (P.563) range is from
2.5 to 2.7. This apparently helps to slightly decrease the
root mean square error and epsilon-insensitive root mean
square error for natural and diphone voice. Similar com-
pression of the MOS-LQSn scale has been reported in [37]
but for speech samples coded by the AMR-NB codec and
containing radio channel errors. Finally, it should be noted
that such predictions - despite the correlation values re-
ported in Table III - are really meaningless.
To specify the significance of the differences between

the presented R, rmse and rmse∗ values for PESQ and
P.563, statistical significance tests were performed. The re-
sults of such tests for independent losses are displayed in
Table IV. Table IV shows that most of the differences are

Table III. Pearson correlation coefficient, root mean square error,
epsilon-insensitive root mean square error between MOS-LQSn
and MOS-LQOn (PESQ) as well as MOS-LQOn (P.563) after
regression for independent losses.

Voice R rmse rmse∗
PESQ Natural 0.9366 0.2295 0.1658

Diphone 0.8915 0.2399 0.1758
Unit 0.9471 0.0904 0.0454

P.563 Natural 0.7356 0.2474 0.1887
Diphone 0.5197 0.2421 0.1929
Unit 0.6474 0.1774 0.1194

Table IV. Results of statistical significance tests for the correla-
tions coefficients, root mean square errors and epsilon-insensitive
root mean square errors for independent losses. Note: “1” indi-
cates that the difference is statistically significant. “0” indicates
that the difference is not statistically significant.

Before regression After regression

Voice R rmse rmse∗ R rmse rmse∗
Natural 1 1 1 1 0 0
Diphone 1 0 0 1 0 0
Unit 1 1 1 1 1 1

statistically significant. It means that the models are statis-
tically different in such cases.

One two-way ANOVA was conducted on MOS-LQSn’s
using packet loss and voice as fixed factors (Appendix
5.2.1, Table XIV). We found that the highest F -ratio was
clearly that of the voice factor (F = 350.72, p∗ < 0.01).
Moreover, the packet loss factor had a weaker effect on
quality than the former factor, with F = 99.31, p∗ < 0.01.
The results of the ANOVA test revealed that subjects were
more sensitive to the voice than to the independent losses.
This behavior is in line with P.563’s behavior, as can be
clearly seen in Table IX (Appendix 5.1.1). Most proba-
bly, that was due to differences between the investigated
voices, especially from a phonetic point of view (i.e. that
the synthesized speech contains fewer variations and fewer
redundancies and sounds sometimes less natural (mainly
older approaches of speech synthesis)). Those differences
were equal to or slightly higher than those impairments
caused by independent losses and forced the listeners to
change their opinions also according to the voice (different
‘artificiality’ dimensions of the investigated voices) and
not only according to the amount of impairments heard
from the speech sample assessed. A diagnostic analysis
of the test data exposed that this effect mainly occurred
in the case of listeners without any previous experience
with synthesized speech (in our case, 72% of subjects re-
ported no previous experience with synthesized speech,
see section 2.4). In addition, we also found that one of
the synthesized voices, namely the diphone voice (sounds
less natural than unit and natural voices) was particularly
disliked (on average over all conditions diphone samples
were rated by approx. 1.11 MOS-LQSn less than the sam-
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Figure 19. Normalized MOS-LQSn values for individual voices
in the case of independent losses.

Figure 20. Subjective results (MOS-LQSn) versus MOS-LQOn
(PESQ) scores for dependent losses (non-regressed).

ples generated by unit selection synthesizer and by approx.
1.5 MOS-LQSn less than naturally-produced samples). By
excluding diphone voice from the analysis, the influence of
the voice was decreased and packet loss became the domi-
nant factor (F (packet loss) = 87.99, p∗ < 0.01; F (voice)
= 42.02, p∗ < 0.01), more details can be seen in Table XV
(Appendix 5.2.1). This supports our findings mentioned
above.
To yet again prove if the synthesized speech has the

same sensitivity to packet loss impairments (independent
losses) from a MOS-LQSn perspective as natural speech,
we performed a normalization according to the formula
(2) but the MOS-LQOn values were naturally replaced by
MOS-LQSn values. It should be noted that the topline val-
ues for natural voice, diphone voice and unit voice are
4.05, 2.09 and 3.48, respectively. Figure 19 displays the
normalized MOS-LQSn values for all investigated voices
in the case of independent losses. It can be seen in this
figure that the curves are very similar which indicates
that, from a MOS-LQSn perspective, packet loss has the
same impact on naturally-produced speech as synthesized
speech.

Figure 21. Subjective results (MOS-LQSn) versus MOS-LQOn
(PESQ) scores for dependent losses (regressed).

Figure 22. Subjective results (MOS-LQSn) versus MOS-LQOn
(P.563) scores for dependent losses (non-regressed).

3.1.2.2. Dependent losses

Firstly, it should be noted that the 95% confidence inter-
vals of MOS-LQSn values for natural voice, diphone voice
and unit voice computed according to (6) were on aver-
age 0.22827 MOS, 0.2532 MOS and 0.2299 MOS, respec-
tively. Figure 20 and 22 show the MOS-LQSn values and
the raw model predictions for dependent losses, and Ta-
ble V lists the respective correlations, root mean square
errors and epsilon-insensitive root mean square errors. As
observed for the independent loss test, the correlation be-
tween auditory judgements and instrumental predictions
varies considerably between voices and models (see Ta-
ble V). For PESQ, the correlation coefficient is highest for
naturally-produced speech. Moreover, the smallest rmse
and rmse∗ were attained for synthesized speech generated
by the unit selection synthesizer, similarly for independent
losses. On the contrary in the case of P.563, the correlation
is higher for diphone voice but interestingly the smallest
rmse and rmse∗ were obtained for natural voice.

The 3-rd order regression as recommended in [33]
leads, in this case, to non-monotonic results. There are
several methods to assure final regression monotonicity
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Figure 23. Subjective results (MOS-LQSn) versus MOS-LQOn
(P.563) scores for dependent losses (regressed).

in such cases (e.g. outliers influence weighting, polyno-
mial order change or non-polynomial function regression).
To stick with common polynomial regression and to avoid
sometimes questionable outlier penalization, we have cho-
sen the 2-nd order polynomial regression that finally led to
monotonic results with an acceptable accuracy of the final
quality prediction as shown in Table VI. The related scatter
plots are depicted in Figures 21 and 23. When transform-
ing the MOSn predictions with the monotonic mapping
function, the correlations rapidly increase for predictions
provided by the P.563 model and root mean square er-
rors, epsilon-insensitive root mean square errors decrease
in most cases. The corresponding values for R and rmse,
rmse∗ are given in Table VI. The compression of MOS-
LQSn as reported in the previous case has also been ob-
tained here but not to such an extent as before. Currently
the MOS-LQSn and MOS-LQOn (P.563) ranges are 1 to
4.3 and 2 to 2.8, respectively. Comparing the performance
of the two investigated models, the P.563 model attains
slightly higher correlations for all voices after regression.
However the smallest root mean square errors and epsilon-
insensitive root mean square errors for all voices used in
this study are mostly reported by the PESQ model. To
again define the significance of the differences between the
presented R, rmse and rmse∗ values for PESQ and P.563,
statistical significance tests were performed. The results of
such tests for dependent losses are displayed in Table VII.
It can be seen from Table VII that only one half of the
differences is statistically significant.
Likewise as in previous case, one two-way ANOVA

was conducted on MOS-LQSn’s using ulp and voice as
fixed factors (Appendix 5.2.2, Table XVI). In practice, we
obtained similar results as for independent losses. How-
ever, a smaller impact of voice (expressed by F -ratio; F
= 145.46, p∗ < 0.01) was obtained for dependent losses
rather than independent losses (F = 350.72, p∗ < 0.01)
in the case of all voices involved in the analysis, see
Tables XIV and XVI. On the other hand, the loss fac-
tor is currently more influential than before but still does
not outweigh the voice factor. As in the previous case,

Table V. Pearson correlation coefficient, root mean square error
and epsilon-insensitive root mean square error between MOS-
LQSn and MOS-LQOn (PESQ) as well as MOS-LQOn (P.563)
before regression for dependent losses.

Voice R rmse rmse∗
PESQ Natural 0.9723 0.1690 0.1130

Diphone 0.9430 0.2590 0.1972
Unit 0.9660 0.1099 0.0831

P.563 Natural 0.6260 0.2535 0.1953
Diphone 0.8114 0.3625 0.3060
Unit 0.6751 0.2549 0.2255

Table VI. Pearson correlation coefficient, root mean square error,
epsilon-insensitive root mean square error between MOS-LQSn
and MOS-LQOn (PESQ) as well as MOS-LQOn (P.563) after
regression for dependent losses.

Voice R rmse rmse∗
PESQ Natural 0.9583 0.1962 0.1394

Diphone 0.8888 0.2174 0.1539
Unit 0.9406 0.1131 0.0628

P.563 Natural 0.9766 0.2894 0.2267
Diphone 0.9592 0.1710 0.1285
Unit 0.9669 0.2207 0.1728

we also tried to exclude diphone voice from the anal-
ysis, see the reasons above in section 3.1.2.1. The loss
impact (expressed by packet loss (independent losses) or
ulp (dependent losses)) again proved to be dominant fac-
tor, when diphone voice was excluded from the analysis,
see Table XVII. Moreover, the impact of the voice factor
was considerably decreased in comparison to the previous
case.
In order to once more demonstrate that the synthesized

speech has the same sensitivity to packet loss impairments
(dependent losses) from a MOS-LQSn perspective as nat-
ural speech, we performed the same normalization as for
independent losses (section 3.1.2.1). It should be noted
that the topline values for natural voice, diphone voice and
unit voice were 4.08, 2.24 and 3.75, respectively. Figure 24
shows the normalized MOS-LQSn values for individual
voices. It can be seen that the curves are again very sim-
ilar which proves that there is no difference between the
impact of dependent losses on naturally-produced speech
and synthesized speech from a MOS-LQSn perspective.

3.2. Impact of coding on objective and subjective
scores

The codecs investigated here cover a wide range of dif-
ferent types of degradations and can be considered as
the predominant codecs in current networks. In particular,
the ITU-T G.729AB, Speex, iLBC, GSM-FR and EVRC-
B introduce ‘artificiality’ dimension, unnatural sounding
whereas the ITU-T G.711 produces no perceptual degra-
dation (natural sounding), (informal expert judgements).
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Figure 24. Normalized MOS-LQSn values for individual voices
in the case of dependent losses.

Table VII. Results of statistical significance tests for the correla-
tions coefficients, root mean square errors and epsilon-insensitive
root mean square errors for dependent losses. Note: “1” indicates
that the difference is statistically significant. “0” indicates that the
difference is not statistically significant.

Before regression After regression

Voice R rmse rmse∗ R rmse rmse∗
Natural 1 0 1 0 0 1
Diphone 0 0 1 0 0 0
Unit 1 1 1 0 1 1

Figures 25–27 show a fundamental difference in the
quality judgements for natural speech and synthesized
speech provided by auditory test, PESQ and P.563, when
processed by those codecs. In particular, a comparison of
PESQ’s and P.563’s predictions to the auditory MOSn val-
ues is shown in Figure 25 for naturally-produced speech.
It is possible to see from the mentioned figure that ‘arti-
ficially sounding’ codecs are rated significantly worse in
both models’ predictions compared to the auditory test.
For the ITU-T G.711 codec (natural sounding codec), the
predicted quality, especially provided by PESQ, is in bet-
ter agreement with the auditory results. Furthermore, the
P.563 model under-predicts the quality much more than
PESQ in all cases.
The picture is quite different for synthesized voices, see

Figures 26 and 27. In Figure 26, we can see the compar-
ison of the auditory ratings with the predictions provided
by the two investigated models for diphone voice. As dis-
cussed above (see section 3.1.2.1), diphone voice (sounds
less natural than unit and natural voices) was particularly
disliked by the test subjects. This is probably the reason
for such small ratings provided by subjects. It appears that
‘artificiality’ dimension introduced by the diphone synthe-
sizer might markedly prevail over coding impairments in
this case. In general, we would expected that its behav-
ior would be in line with the behavior of the second syn-
thesized voice, namely the unit voice because of similar
behavior attained for objective results (see Figures 3 and

Figure 25. Effect of codecs on MOS-LQSn and MOS-LQOn’s
predicted by PESQ as well as by P.563 for naturally-produced
speech. The vertical bars show 95 % CI.

Figure 26. Effect of codecs on MOS-LQSn and MOS-LQOn’s
predicted by PESQ as well as by P.563 for synthesized speech
generated by a diphone synthesizer. The vertical bars show 95 %
CI.

Figure 27. Effect of codecs on MOS-LQSn and MOS-LQOn’s
predicted by PESQ as well as by P.563 for synthesized speech
generated by a unit selection synthesizer. The vertical bars show
95 % CI.
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Figure 28. Comparison of the subjective ratings for naturally-
produced speech with the ratings for synthesized speech gener-
ated by unit selection synthesizer in the case of coding impair-
ments. The vertical bars show 95 % CI.

5, 9-12, Sections 3.1.1.1 and 3.1.1.2). On the basis of the
presented facts, we decided to omit the diphone voice from
further analysis of the behavior of synthesized speech un-
der coding impairments. On the other hand, the behavior
of the diphone voice serves as a good example of how
higher unnaturalness of the voice can affect the opinions
of test users. Figure 27 depicts the effect of the investi-
gated codecs onMOS-LQSn andMOS-LQOn as predicted
by PESQ as well as P.563 for the unit voice. In contrast to
naturally-produced speech (see Figure 25), the predictions
of both models are in good agreement - with the exception
of some predictions provided by the P.563 model, such as
for the ITU-T G.711 codec, etc. - with the auditory ratings.
Regarding the behavior of P.563 for ITU-T G.711, a de-
tailed investigation of this model is required to determine
the reasons for such a prediction.
Moreover, when comparing the behavior of the syn-

thesized speech with the behavior of naturally-produced
speech from the auditory ratings perspective see Fig-
ure 28 (excluding diphone voice from this comparison
because this voice was disliked by subjects in the test),
there are some differences between subject ratings for the
unit voice and the natural voice. The observed differences
may be due to differences in quality dimensions perceived
as degradations by the test subjects. Whereas the ‘artifi-
ciality’ dimension introduced by the investigated ‘artifi-
cially sounding’ codecs is an additional degradation for
the naturally-produced speech, this is not a case for the
synthesized speech, which already carries a certain degree
of artificiality. Furthermore, it appears that the synthesized
speech (see unit voice in Figure 28) is insensitive to degra-
dations introduced by the investigated codecs - except for
the GSM-FR codec - (almost the same MOS-LQSn val-
ues obtained for unit voice for almost all codecs inves-
tigated) because of the higher degree of ‘artificiality’ di-
mension introduced by the synthesizer than by the codecs.
Regarding the GSM-FR codec behavior, it is probable that
this codec introduces some additional degradation to arti-
ficiality (for instance noisiness), which is the reason for

lower scores for synthesized as well as naturally-produced
speech. Our results are well in line with the results de-
scribed in [6]. The synthesized speech is assessed a lit-
tle more pessimistically than natural speech for the ITU-T
G.729 codec, which is shown in Figure 5.12 (p.225, [6]).
On the other hand, the synthesized speech is rated a bit
more optimistically by subjects than naturally-produced
speech for the IS-54 codec and its combinations. The ef-
fect is much more dominant for its combinations. Unfor-
tunately, we did not investigate this codec as well as its
combinations in this study but it should be noted that the
GSM-FR codec was involved in this study and belongs to a
similar family of codecs. The same behavior as for IS-54 in
[6] was also reported here for GSM-FR, probably because
of very similar special techniques deployed in both codec-
families. Regarding the predictions of PESQ (see Figures
5.15–5.16 [6]), which were also investigated in the dis-
cussed study, they are more or less in line with our results,
particularly for the ITU-T G.729 codec (see Figures 25
and 27). Unfortunately, the study published in [6] mainly
focuses on the different types of codecs and their combi-
nations. This study can serve as an extension of the study
published in [6].

In addition, it looks like both models have serious prob-
lems correctly predicting the quality of natural speech im-
paired by present ‘artificially sounding’ codecs like ITU-T
G.729 (they predict the quality slightly more pessimisti-
cally than was judged in the test), see Figure 25. The P.563
model is even more pessimistic than the PESQ model in
this case. It should be noted that the test stimuli were com-
posed of naturally-produced samples and a large amount
of synthesized speech samples (two third of the test stim-
uli, see section 2.4). One reason for such under-prediction
of both investigated models reported here might be that the
synthesized speech samples in the auditory test may have
influenced the subjective ratings, in the sense that the large
amount of synthesized data might have put the focus of the
test subjects onto the ‘artificiality’ dimension and not only
the impairments presented in the samples. This means that
test subjects might have given the higher subjective rat-
ings to natural samples (containing less artificiality than
the rest of stimuli) than in the subjective test involving
only naturally-produced stimuli. Naturally, the subjective
ratings influenced in such way might cause the big differ-
ences between MOS-LQSn values and MOS-LQOn val-
ues predicted by both investigated models for naturally-
produced speech, as reported here. Moreover, the prob-
lem with the diphone voice, as pointed out above (section
3.1.2.1), supports this theory. It should be noted that the
correlations reported for the loss experiment might have
also been influenced by ‘artificiality’ dimension in a simi-
lar way as in the coding experiment because both kinds of
samples (impaired by coding and packet loss) were mixed
in the subjective test (see section 2.4).

Comparing the performance of the two investigated
models from a coding impairments perspective, the PESQ
model again out-performs the P.563 model, mainly for
naturally-produced speech.
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4. Conclusions and outlook

In this paper, auditory MOSn values for the natural-
ly-produced and synthesized speech samples transmitted
over different telephone channels were predicted with one
comparison-based (PESQ) and one single-ended (P.563)
quality prediction model. The main goal of this study was
to gain a better understanding of the behavior of both
model’s predictions under different types of losses, coding
schemes and voices as well as to assess their accuracy by
comparing the predictions with subjective assessments. It
has to be emphasized that none of the instrumental mod-
els investigated here (PESQ and P.563) were verified for
synthesized speech, the presented analysis is an out-of-
domain use case for these models.
Three specific questions were addressed in our investi-

gation (see section 1). The first question can be answered
in a positive way. All in all, the predictions provided by
the PESQ model seem to be in line with the auditory rat-
ings. On the other hand, P.563 is less accurate than PESQ
for independent losses and coding impairments. Finally,
we can state that both models are capable of predicting
the quality of the transmitted synthesized speech under
the investigated conditions to a certain degree. Address-
ing the second question, only the coding impairments have
a different impact on the quality of naturally-produced
speech and synthesized speech. More precisely, the im-
pact seems to depend on the perceptual type of degradation
which is linked to the specific codec. An ‘artificiality’ di-
mension introduced by the investigated ‘artificially sound-
ing’ codecs is an additional degradation for the naturally-
produced speech. This is not the case for the synthesized
speech, which already carries a certain degree of artifi-
ciality. Moreover, the synthesized speech seems to be in-
sensitive to most of the coding impairments investigated
here. Comparison of both models seems to confirm that,
the PESQ model copes best with both degradations inves-
tigated here (question 3).
Future work will focus on the following issues. Firstly,

we would like to investigate the performance of a brand
new ITU-T intrusive model for predicting speech qual-
ity, namely POLQA under the same conditions as inves-
tigated here (as a part of the characterization phase of
this model). Secondly, on the basis of the results obtained
for the P.563 model, we have decided to try to design a
new non-intrusive model for such conditions (synthesized
speech and IP impairments). Thirdly, we would like to per-
form a detailed analysis of the P.563 model with regard to
its non-monotonic predictions for packet loss as well as its
higher predictions for some codecs, reported in this study.

5. Appendix

5.1. ANOVA for objective results

In the next subsections, the detailed results of the analysis
of variance (ANOVA) tests conducted on MOS-LQOn for
independent and dependent losses can be found.

Table VIII. Summary of ANOVA conducted on MOS-LQOn’s
(PESQ) in the case of independent losses. “Loss”: Packet loss.

Effect SS df MS F p∗
Loss (1) 141.477 5 28.2954 1493.55 0.0000
Voice (2) 11.024 2 5.5122 290.96 0.0000
(1)*(2) 6.619 10 0.6619 34.94 0.0000
Error 13.299 702 0.0189
Total 172.420 719

Table IX. Summary of ANOVA conducted on MOS-LQOn’s
(P.563) in the case of independent losses. “Loss”: Packet loss.

Effect SS df MS F p∗
Loss (1) 57.65 5 11.5301 87.73 0.0000
Voice (2) 71.775 2 35.8874 273.06 0.0000
(1)*(2) 5.925 10 0.5925 4.51 0.0000
Error 92.263 702 0.1314
Total 227.613 719

Table X. Summary of ANOVA conducted on the MOS-LQOn’s
(PESQ) in the case of dependent losses (clp = 70%).

Effect SS df MS F p∗
ulp (1) 175.701 5 35.1402 503.71 0.0000
Voice (2) 9.712 2 4.8558 74.48 0.0000
(1)*(2) 9.89 10 0.989 14.18 0.0000
Error 48.974 702 0.0698
Total 244.277 719

Table XI. Summary of ANOVA conducted on the MOS-LQOn’s
(PESQ) in the case of dependent losses (clp = 80%).

Effect SS df MS F p∗
ulp (1) 174.971 5 34.9942 358.24 0.0000
Voice (2) 14.551 2 7.2753 69.6 0.0000
(1)*(2) 13.649 10 1.3649 13.97 0.0000
Error 68.575 702 0.0977
Total 271.745 719

5.1.1. Independent losses

Tables VIII and IX provide the results of ANOVA carried
out on the independent losses test results (Dependent vari-
able: MOS-LQOn (PESQ) and MOS-LQOn (P.563)) de-
scribed in more detail in section 3.1.1.1.

5.1.2. Dependent losses

In Tables X–XIII, the results of ANOVA for the dependent
losses test results and the all investigated clp’s (Dependent
variable: MOS-LQOn (PESQ) and MOS-LQOn (P.563))
are shown. More details about this can be found in sec-
tion 3.1.1.2.
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Table XII. Summary of ANOVA conducted on the MOS-LQOn’s
(P.563) in the case of dependent losses (clp = 70%).

Effect SS df MS F p∗
ulp (1) 13.105 5 2.6211 23 0.0000
Voice (2) 129.218 2 64.6089 494.78 0.0000
(1)*(2) 4.707 10 0.4707 3.6 0.0000
Error 91.667 702 0.1306
Total 238.697 719

Table XIII. Summary of ANOVA conducted on the MOS-
LQOn’s (P.563) in the case of dependent losses (clp = 80%).

Effect SS df MS F p∗
ulp (1) 11.02 5 2.204 20.07 0.0000
Voice (2) 135.982 2 67.9908 709.56 0.0000
(1)*(2) 2.832 10 0.2832 2.96 0.0012
Error 67.266 702 0.0958
Total 217.1 719

Table XIV. Summary of ANOVA conducted on the MOS-LQSn’s
in the case of independent losses. “Loss”: Packet loss.

Effect SS df MS F p∗
Loss (1) 388.73 5 77.747 99.31 0.0000
Voice (2) 549.16 2 274.581 350.72 0.0000
(1)*(2) 35.75 10 3.575 4.57 0.0000
Error 1042.83 1332 0.783
Total 2016.47 1349

Table XV. Summary of ANOVA conducted on the MOS-LQSn’s
in the case of independent losses excluding diphone voice.
“Loss”: Packet loss.

Effect SS df MS F p∗
Loss (1) 368.57 5 73.715 87.99 0.0000
Voice (2) 35.2 1 35.204 42.02 0.0000
(1)*(2) 5.61 5 1.122 1.34 0.0455
Error 743.97 888 0.838
Total 1153.36 899

5.2. ANOVA for subjective results

In the next subsections, the detailed results of ANOVA
tests conducted on MOS-LQSn for independent and de-
pendent losses can be found.

5.2.1. Independent losses

Tables XIV and XV provide the results of ANOVA car-
ried out on the independent loss test results (Dependent
variable: MOS-LQSn) described in more detail in sec-
tion 3.1.2.1.

5.2.2. Dependent losses

Tables XVI and XVII show the results of ANOVA carried
out on the dependent loss test results (Dependent variable:
MOS-LQSn) described in more detail in section 3.1.2.2.

Table XVI. Summary of ANOVA conducted on the MOS-
LQOn’s in the case of dependent losses (clp = 80%).

Effect SS df MS F p∗
ulp (1) 427.06 5 85.413 74.77 0.0000
Voice (2) 332.32 2 166.16 145.46 0.0000
(1)*(2) 76.38 10 7.638 6.69 0.0000
Error 1521.57 1332 1.142
Total 2357.34 1349

Table XVII. Summary of ANOVA conducted on the MOS-
LQSn’s in the case of dependent losses (clp = 80%) excluding
diphone voice.

Effect SS df MS F p∗
ulp (1) 455.93 5 91.187 68.88 0.0000
Voice (2) 7.84 1 7.840 5.92 0.0151
(1)*(2) 13.07 5 2.613 1.97 0.0801
Error 1175.52 888 1.324
Total 1652.36 899
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