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Abstract 
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Abstract—Consider global fixed-priority preemptive multipro-
cessor scheduling of implicit-deadline sporadic tasks. I conjecture
that the utilization bound of SM-US(

√

2 − 1) is
√

2 − 1.

I. PRELIMINARIES

Consider the problem of preemptively scheduling n spo-
radically arriving tasks on m ≥ 2 identical processors. A
task τi is uniquely indexed in the range 1..n and a processor
likewise in the range 1..m. A task τi generates a (potentially
infinite) sequence of jobs. The arrival times of these jobs
cannot be controlled by the scheduling algorithm and are a
priori unknown. We assume that the arrival time between two
successive jobs by the same task τi is at least Ti. Every job
by τi requires at most Ci time units of execution over the next
Ti time units after its arrival. We assume that Ti and Ci are
real numbers and 0 ≤ Ci ≤ Ti. A processor executes at most
one job at a time and a job is not permitted to execute on
multiple processors simultaneously. The utilization is defined
as Us = (1/m) ·

∑n
i=1

Ci

Ti
. The utilization bound UBA of an

algorithm A is the maximum number such that all tasks meet
their deadlines when scheduled by A, if Us ≤ UBA.
Global fixed-priority preemptive scheduling is a specific

class of algorithms where each task is assigned a priority,
a number which remains unchanged during the operation of
the system. At every moment, the m highest-priority tasks
are selected for execution among tasks that are ready to
execute and has remaining execution. The scheduling decisions
are therefore determined by the assignment of priorities to
tasks. The priority-assignment scheme in the current state-
of-art which offers the highest utilization bound is SM-
US(2/(3 +

√
5); its utilization bound is 2/(3 +

√
5) [3]. It

categorize a task as heavy or light. A task is said to be heavy if
Ci

Ti
exceeds 2/(3+

√
5) and a task is said to be light otherwise.

Heavy tasks are assigned the highest priority and the light tasks
are assigned a lower priority; the relative priority order among
light tasks is given by SM; slack monotonic, meaning that if
Ti − Ci < Tj − Cj then τi is given higher priority than τj .
One can show (last page of [1]) that each priority assign-

ment scheme which is scale-invariant and independent has
a utilization bound at most

√
2 − 1. (A priority-assignment

scheme is scale-invariant if the relative priority order of a
priority assignment given does not change when we multiply
Ti and Ci of all tasks by the same positive constant. A priority-
assignment scheme is independent if priorityi = f (Ti,Ci), that
is the priority of a task τi depends only on its own parameters.)

II. THE CONJECTURE
Let SM-US(

√
2 − 1) denote a priority-assignment scheme

which categorized a task as heavy if Ci

Ti
exceeds

√
2−1 and a

task is categorized as light otherwise. Heavy tasks are assigned
the highest priority and the light tasks are assigned a lower
priority; the relative priority order among light tasks is given
by SM; slack monotonic, meaning that if Ti − Ci < Tj − Cj

then τi is given higher priority than τj .
I conjecture that the priority-assignment scheme SM-

US(
√

2 − 1) has the utilization bound
√

2 − 1.

III. SIGNIFICANCE OF THE CONJECTURE
If the conjecture would be true then we would have at

our disposal a priority-assignment scheme that attains the
best performance possible in the class of scale-invariant and
independent priority-assignment schemes.

IV. THE RATIONALE FOR STATING THE CONJECTURE

We can understand this conjecture by considering two task
set examples. As a first example, consider tasks τ1, τ2, . . ., τm

with Ti = 1,Ci =
√

2-1 and Tm+1 =
√

2 and Cm+1 = 2−
√

2
to be scheduled on m processors. For these tasks, it holds that
the utilization of each task is

√
2−1. Increasing the execution

time by an arbitrarily small amount will cause a deadline miss
for the case that all tasks arrive simultaneously. We conclude
from this example that we cannot prove a higher utilization
bound than

√
2 − 1 for the algorithm SM-US(

√
2 − 1).
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