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ABSTRACT

With the electricity market liberalization, the
distribution and retail companies are looking faatter
market strategies based on adequate information thgo
consumption patterns of its electricity consumérdair
insight on the consumers’ behavior will permit the
definition of specific contract aspects based oe th
different consumption patterns. In order to forne th
different consumers’ classes, and find a set of
representative consumption patterns we use eliégtric
consumption data from a utility client’'s databasd &vo
approaches: Two-step clustering algorithm and the
WEACS approach based on evidence accumulation
(EAC) for combining partitions in a clustering endse.
While EAC uses a voting mechanism to produce a
co-association matrix based on the pairwise astoc@
obtained fromN partitions and where each partition has
equal weight in the combination process, the WEACS
approach uses subsampling and weights differemiy t
partitions. As a complementary step to the WEACS
approach, we combine the partitions obtained in the
WEACS approach with the ALL clustering ensemble
construction method and we use the Ward Link allgori
to obtain the final data partition. The characiian of
the obtained consumers’ clusters was performedjubia
C5.0 classification algorithm. Experiment result®wed
that the WEACS approach leads to better results tha
many other clustering approaches.
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1. Introduction

Nowadays, in some European countries, all the coess
are able to buy electric power from the new private
suppliers — the retail companies. In the last decagk
have been assisting to the end of electric regilate
monopolies and we have definitively entered in the
liberalized environment of the electrical market.

Therefore, considering this new context, the
knowledge about consumer’s consumption patternisy(da
load profiles) will be crucial for the accomplishnmieof
agreements on the price of electric power between
consumers and suppliers, the definition of markgtin
policies and innovative contracts and services. In
conclusion, the knowledge of the consumer’s dadwer
consumption profile is extremely important to sugighe
relationship between electrical consumers and senspl

The definition of consumer classes can be convégien
extracted by knowing the consumer’s real electrical
behaviour and also by additional external features
information, such as weather data, type of activity
contracted power value, consumed energy and tgg#.
These consumer’s classes can be obtained usirtgrihgs
approaches. One of the important tools definedgutiis
data is the load profile for different consumersskes. A
load profile can be defined as a pattern of eleityri
demand for a consumer, or group of consumers, aver
given period of time.

In this paper we aim to identify the best represtve
load diagrams of MV electrical consumers, usingvery
data sample from a monitoring campaign, carriedigut
the Portuguese utility.

Clustering can be defined as the process of grgupin
data into distinct classes or clusters based on an
appropriate notion of closeness or similarity amaoiatg.
Even though there are hundred of clustering algoritin
the literature [1-3], no single algorithm can effeely
find by itself all types of cluster shapes and ciites.
With the objective to solve this limitation, some
combination clustering ensemble approaches have bee
proposed [4-10] based on the idea of combining the
results of a clustering ensemble into a final ghetition.

We build on the work by Fred et al [4,11,12], on
evidence accumulation clustering. The idea of ewide
accumulation-based clustering is to combine theltesf
multiple clusterings into a single data partitiohy
viewing each clustering result as an independeidieece
of data organization. EAC takes the co-occurrenmles
pairs of patterns in the same cluster to combipe¢isults
of a cluster ensemble into a single final dataifiant The
N data partitions oh patterns are mapped into ax n



co-association matrixGo_asso¢ j )= votgs/ I, where

voteg is the number of times the pattern paiy) (is
assigned to the same cluster among khelusterings.
Finally, by applying a clustering algorithm to the
co-association matrix we obtain the final combirteda
partition. Duarte et al. proposed the WEAC apprda&a
15], also based on evidence accumulation clustering
WEAC uses a weighted voting mechanism to intedgtate
partitions of the clustering ensemble, leading to a
weighted co-association matrixw (co_assoc matrix).
Two different methods are used to weight each etisg

to be incorporated in the_co_assoenatrix.

Duarte et al. tested how subsampling techniques
influence the combination results using the WEAC
approach (WEAC with subsampling, WEACS) [16].
Partitions in the ensemble were generated by clagte
subsamples of the data set. Each subsample hasoB0%
the elements of the data set. As with the WEAC aaqh,
two different methods are used to weight data tp@ms in
the co-association matrixw( co_assocmatrix): Single
Weighted EAC with subsampling (SWEACS) and Joint
Weighted EAC with subsampling (JWEACS).

The WEACS approach was evaluated experimentally
[16] on synthetic and real data sets, in comparisidh
the single application of Single Link, Complete kjn
Average Link, K-means and Clarans algorithms, i
subsampling version of EAC, and with the graph-tase
combination methods by Strehl and Gosh (HGPA, MCLA
and CSPA ). In [16] we show that the WEACS approach
obtains for all these data sets better results #flaof the
other clustering approaches, with an improvement
percentage superior to 10%, allowing concluding this
approach is robust and can be followed to obtaiadgo
clusterings.

Section 2 summarizes the cluster validity indiceedu
in WEACS. Section 3 summarizes the Two-step
algorithm. Section 4 presents the Weighted Evidence
Accumulation Clustering with subsampling (WEACS)
and the experimental setup used. Section 5 preseats
representative load profiles obtained by the apfibo of
WEACS approach to an electricity consumption data s
and the characterization of the obtained clusteirsally,
section 6 presents the conclusions and some idwas f
future work.

2. Cluster Validity Indices

How many clusters are present in the data and e g
is the clustering itself are two important quessichat
have to be addressed in any clustering. Clustadital
indices provide the formal mechanisms to give aswam
to these questions. For a summary of cluster vglidi
measures and comparatives studies see for instance
[17,18] and the references therein.

There are three approaches to assess clustertyalidi
[19]: external, internal and relative validity iceis.

In this paper we make use of a set of internal and
relative cluster validity indices, extensively usedid

referenced in the literature, to assess the quafitgata
partitions to be included and weighted in the w assoc
matrix; external validity criteria is excluded, s it
requires the use of a priori information about ®us
structure. We used two internal indices, the Hubert
Statistic and Normalized Hubert Statistic (NormHub)
[20], and fourteen relative indices: Dunn index ][21
Davies-Bouldin index (DB) [22], Root-mean-square
standard error (RMSSTD) [23], R-squared index (RS)
[23], the SD validity index [18], the S_Dbw validiindex
[18], Caliski & Harabasz cluster validity index [24
Silhouette statistic (S) [25], index | [26], XB cher
validity index [27], Squared Error index (SE),
Krzanowski & Lai (KL) cluster validity index [28],
Hartigan cluster validity index (H) [29] and the iR
Symmetry index (PS) [30].

3. Two-Step Algorithm

The Two-step clustering method is a scalable duste
analysis algorithm designed to handle very large dats
and it can handle continuous and categorical viesabr
attributes. It requires only one data pass and thas
steps: 1) pre-cluster the cases (or records) ioyrsmall
sub-clusters; 2) cluster the sub-clusters resulfirgn
pre-cluster step into the desired number of clgstiércan
also automatically select the number of clusterareM
details about this clustering method can be foar{@3].

4. Weighted Evidence Accumulation
Clustering using Subsampling (WEACS)

The WEACS approach [16] is an extension of the WEAC
approach [13-15] by wusing subsampling in the
construction of the cluster ensemble. Subsampéngsed
in WEACS to produce diversity in the cluster enskEmb
and to test the robustness of the approach. In édleer
works have shown that the use of subsampling iserea
diversity in the cluster ensemble leading to mareust
solutions [6,8,10]. Both methods extend the EAC
technique by weighting differently each data pintitin
the combination process, based on the quality e$dh
data partitions, as assessed by cluster validiticés.
WEACS proposes the assessment of the quality di eac
data partition by one or more cluster validity ices,
determining its weight in the combination procethe
aim of this differentiation in the weighting of thaata
partitions is to fight with what can happen in agie
voting mechanism when a set of poor clusterings can
overshadow another isolated good clustering. By
weighting the data partitions in the weighted
co-association matrix according to the assessmertem
by cluster validity indices and by assigning higher
importance to better data partitions in the cluster
ensemble, we expect to obtain better combinatieult®
Consideringn the number of patterns in a data set and

given a clustering ensembl@:{Pl, P2,...,PN} with N
partitions of n*0.8 patterns produced by clustering



subsamples of the data set, and a correspondingfset
normalized indices with values in the interval [0,1
measuring the quality of each of these partitiotieg

clustering ensemble is mapped into a weighted
co-association matrix:
N vote, . VI
W_co_asso)= Y ot
= S(i )

whereN is the number of clusteringspte; is a binary
value, 1 or 0, depending if the object paifj)(has
co-occurred in the same cluster (or not) in th®
partition, VI" is the normalized cluster validity index
value for theL™ partition andS(j, j) is a matrix such that

(i,j)-th entry is equal to the number of data partgifnom

the totalN data partitions where both patteinandj are
simultaneous present. The final combined datatjartis
obtained by applying a clustering algorithm to the
weighted co-association matrix. The proposed WEACS
approach is schematically described in table 1.

Table 1. WEACS approach

Input

n— number of data patterns of the data set

P = {Pl, PZ,...,PN}- Clustering Ensemble wittN data
partitions of n*0.8 patterns produced by clustering
subsamples of the data set

VI :{Vll,VIZ,...,VI N} - Normalized Cluster Validity Index

values of the corresponding data partitions
Output Final combined data partitioning.
Initialization: setw_co_assoto a nullnx n matrix.
1.ForL=1toN
Update thew_co_assaocfor each pattern pait,j) in
the same cluster, set

vote; . VI
S(i, j)
voteg; - binary value (1 or 0), depending if the objeairp
(i,j) has co-occurred in the same cluster (or
not) in theL™ partition
VI' - the normalized cluster validity index value B
S(i, j) - number of data partitions where patterasd]

are present
2. Apply a clustering algorithm to th& co_assoenatrix to
obtain the final data partition

W_CO_asso,j)=w_co_assag,)+

In WEACS we used two different approaches of
weighting each data patrtition:

1. Single Weighted EAC with  Subsampling
(SWEACS), where the quality of each data partition
is assessed by a single normalized relative orriate
cluster validity index, and each vote in the
W_co_assoanatrix is weighted by the value of this

index: VI- =norm_ validity( F*)
2. Joint Weighted EAC with Subsampling (JWEACS),

where the quality of each data partition is asskebye
a set of relative and internal cluster validity ioesk,

and each vote in thev_co_assocmatrix being
weighted by the overall contributions of these
indices:

| g norm_ validity,, ( P)
vit= Nind

ind=1
where NiInd is the number of cluster validity indices
used, anchorm_ validity,, ( P*)is the value of thend"

validity index over the partitiof*.

In our experiments, we used sixteen cluster validit
indices that can be seen in the papers referredation 2.

In the WEACS approach we can use different
clustering ensembles construction methods, difteren
clustering methods to obtain the final combinedadat
partition, and, particularly in the SWEACS versione
can use even different cluster validity indicesweight
the data partitions. These constitute variationsthof
approach, taking each of the possible modificatiagsa
configuration parameter of the method. Experimental
results in [16] show that although the WEACS leads
general to good results, no individual configurattested
led consistently to better best results in all dedés as
compared to the subsampling versions of EAC, HGPA,
MCLA and CSPA methods.

To solve this problem we use a complementary siep t
the WEACS approach. It consists in combining the
partitions obtained in the WEACS approach with Ahé
clustering ensemble construction method. These data
partitions are combined using the EAC approachtard
final data partition R*) is obtained by applying the Ward
Link algorithm to this new co-association matrix.

4.1 Experimental Setup

4.1.1 Construction of Clustering Ensembles

There are many ways to produce clustering ensemioles
our experiments we produced clustering ensemblieg) us
a single algorithm (Single-Link (SL), Complete-Link
(CL), Average-Link (AL), K-means and Clarans (CLR))
with different parameters values and/or initialiaas, and
using multiple clustering algorithms with multiple
parameters values and/or initializations. Partitylaach
clustering algorithm makes use of different valwésk
and K-means and Clarans in addition make use of
different initializations of clusters centers. Wgplore
also a clustering ensemble that includes all thétjpms
produced by all the clusterings algorithms (ALL).

4.1.2 Normalization of Cluster Validity Indices

Some indices are intrinsically normalized but oshare
not. In this work we use two indices intrinsically
normalized and fourteen that are not. The Normdlize
Hubert Statistic and Silhouette index are normdlize
between [-1,1] but we only consider values betw@eh.
We use two internal validity indices and fourteetative
validity indices. For some indices the best ressilthe
highest value and for others the lowest value.ifdices

of the first type, when the index only have valgesater



than zero, the normalization is made by dividing tialue
obtained for the index by the maximum value obtaine
over all partitions
(index_value = value_obtainBdaximum_valug For
indices of the second type, when the index onlyehav
values greater than zero, the normalization is mage
dividing the minimum value obtained over all paotits
by the partition value obtained for the index.
(index_value = Minimum_valealue_obtained Some
other indices increase (or decrease) as the number
clusters increase and it is impossible to find hegitthe
maximum nor the minimum. With this kind of indicese
search the value &fat which a significant local change in
the value of the index happens. This change apsass
“knee” in the plot and corresponds to the number of
clusters underlying the data set. In general, #wt alue
of this kind of indices is not the highest (or Istevalue
obtained. Hence, this kind of indices can’t be gnated
directly in thew_co_assoaenatrix. The best value of these
indices is where the “knee” appears. The value divisn

to the partition correspondent to the “knee” in thdex.
To integrate these indices in the co-associatiotrixae
implemented the following approach: run the clustgr
algorithms varying the number of clusters to beawtetd
between [lkmnaximud Where Kmaximum iS the maximum
number of clusters we believe to exist in the dsgg
then, we have to compare the partition correspantien
the “knee” with each of the other partitions getedaby
this algorithm. We wused an external index, the
Consistency index (§; proposed in [31] to compare these
clusterings. We used this approach to Hubert $igtis
RMSSDT index, RS index and Squared Error index. The
expected number of clusters in Hartigan clusteiditgl
index is the smallesk>=1 such that H{<=10. Since
Hartigan index is not calculated for values kofjreater
than the expected number of clusters (usually aehie
negative values) we have to apply to this indexdame
procedure applied to the indices based on the “kime
obtain an index value for partitions wik's greater than
the expected number of clusters. Table 2 shows the
criteria to achieve the best value with each vgligidex.

Table 2.Criteria to obtain the best value according to each

validity index

Index Criteria Index Criteria
Hubert “Knee" RMSSDT | “Knee"
NormHub | Max RS “Knee"
Dunn Max SD Min
DB Min S Dbw Min
CH Max SE “Knee"
S Max KL Maximum
I Max H Smallest k: H(k)<=10
XB Min PS Minimum

4.1.3 Extraction of the Final Combined Data Partiton

The obtained co-association matrixw_(Co_assoc)
represents a new similarity matrix between pattemnd

then we can apply a clustering algorithm to it éhiave

the final combined data partitid?*. In our experiments,

we assumed that the final number of clusters iswkno
and we used the k-means, SL, AL and Ward'’s link JWR
algorithms to achieve the final partition. To assése
performance of the combination methods, we comgiere
final data partitions with ground truth informatiasing
the Consistency index (Ci) to compare these pantti

5. Experimental Results

5.1 Data Selection

Our case study is based on a set of 229 MV consumer
from a Portuguese utility. Information on the comsw
consumption has been gathered by measurement
campaigns carried out by EDP Distribuicdo - a
Portuguese Distribution Company, in the nineties|, this
data was used for the purpose of a study demoiastrat

The monitoring campaigns were based on a load
research project for which a sample populationg tgb
consumers (MV, LV), points of meters installation,
sampling cadence (15, 30 ... minutes) and total durat
(months, years...) of data collection were defined.

The instant power consumption for each MV consumer
was collected with a cadence of 15 minutes, by ties
meters, which gives 96 values a day for each clifemt
each day of measurement. The measurement campaigns
were made during a period of 3 months in the sunandr
another 3 months in the winter. For this samplerehs
also other kind of information, such as the comraérc
data related to the monthly energy consumption, the
activity code and the contracted power.

In tables 3 and 4, it is possible to analyze the
distribution of the sample population according the
contracted power and the activity code.

Table 3. Description of the consumer data set — Contracted

Power
Contracted Power until 251 to 501 to 1001 to Then
(kw) 250 500 1000 1500 1500
Consumers
Distibution %) | 24 | 183 | 135 77 8,1

Table 4.Description of the consumer data set — Activity €od

Activity

A D H|I
Code B|C E|F |G

JIK| L |[M|N

Consumers
Distribution |2,4(6,3|19]0,5|9,6(48(48(05| 1 (0,5

38| 1 0519
(%)

Activity
Code

Consumers
Distribution | 0,5(0,5|4,8| 1 1 (12 (431 (05| 1 (24]|21,5|4,3|5,7

(%)

5.2 Data Pre-processing

As data is always problematic to handle, a previata-
cleaning phase to detect and correct bad data is
indispensable to any Data Mining (DM) process. tBtgr
from the initial databases, we have detected some
damaged files and some consumers without registered



values. So, twenty-one consumer’s files were remove
from the initial sample, remaining 208 consumersh¢o
analyzed. In this data-cleaning phase, we filledsmig
values of measures using a neural net [32]. Threkads
can be due to transmission interruptions or daniagiee
measurement equipment. To estimate missing valees w
have used a multi layer perceptron (MLP) artifigiaural
net and historical data of electricity consumptidrhe
neural net was trained starting from the reporteath
consumer's consumption. In figure 1, we can see an
example of consumption estimation. This consumption
has two points of measure missing values. By cotimgle
this missing data, the errors of the metered laades are
attenuated without making significant alterationsthe
real measures. After the data completion, we have
prepared it for clustering.

Each consumer is represented by his representative
daily load curve resulting from elaborating thead&bm
the measurement campaign. For each consumer, the
representative load diagram has been built by gisga
the load diagrams related to each consumer [34]. A
different representative load diagram is createddoh
one of the loading conditions defined: working daysl
weekends. Each consumer is defined by a representat
daily load curve for each of the loading conditidasbe
studied separately.

G0.000:

40.000—

20.000—

L

1.400

Power (kW)

-20.000

1.200 1.600 1800 2.000 2.200

Time (year quarter hour)

2400 2.600

Real Power
Estimation Power
Figure 1- Estimation of a MV consumer consumption
using a neural net.

The representative daily load diagram of th¥’
consumer is the vectdf”:
1)

1™ =[1" "], mO{1.M} hD{ 1.1}

where () represents the consumer number in analiis,
represents the number of consumers of the samgle an
H=96 represents the 15 minute-intervals in a day.

The diagrams were computed using the
field-measurements values; therefore they need éo b
brought together to a similar scale so that patteay be
compared. This is achieved through normalization.

For each consumer the vector represented in (1) was
normalized to the [0-1] range by using the peak groof
its representative load diagram [32,34]. We choibée
kind of normalization to permit the maintenancecofve
shape in order to compare the consumption patténs.
this point each consumer is represented by a grbap
data consisting of values for 15 minute-intervalkich
gives a set of 96 values in the range [0-1].

Power (p.u.)

5.3 Determining of Electricity Consumers’ Load
Profiles using Two-Step and WEACS approaches

The Two-step and WEACS approaches have been used to
group the load patterns on the basis of theirmisiishing
features. At present, in Portugal, the regulatexttdtal
company has nine consumption patterns. Based @&n thi
information we fixed the number of clusters of fireal
combined data partition in 9 clusters. We obtaitiesl
expected 9 clusters for the two different load mezg:
work days and weekends.
Figure 2 shows the

representative load diagram

obtained for each cluster using the Two-step apmtread
using the measurement power for the working days.

7 2

Time (h)

Figure 2- Clusters obtained by Two-step clustering
algorithm for working days.

In figure 2, we can see that cluster number 8 dosita



four consumers with atypical electric energy
consumption. These kinds of atypical consumerdiéos}
should be removed from the study so that the
characterization results do not become depreciated.
Figure 3 shows the representative load diagram
obtained for each cluster using the WEACS approach.
Apart from cluster number 9, the WEACS approach
separated the consumer population well and the

representative load diagrams were created withstindt
load shape. As already mentioned, in this caseteslus
number 9 should be removed from the study.

Power (p.u.)

" Time (h)

Figure 3- Clusters obtained by WEACS approach for working
days.

With the 8 resulting clusters we obtained the
representative load diagram for each cluster forking
days and weekends by averaging the load diagranieeof

clients assigned to the same cluster (figures 45anBach

Normalized Power

curve represents the load profile of the correspand
consumer class.
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Figure 4- Representativeoad Profile for working days
clusters
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Figure 5- Representative Load Profile for weekend
clusters

From the representative load diagrams obtainecdd¢h e
cluster it is possible to see that the WEACS apghrdas
well separated the consumer population, producing
representative load diagrams with distinct loadpsisa
For the characterization of the consumer classéissa
trial was made to search for an association betwken
clusters and the components of the contractual. data
Specifically, we searched for an association betwtbe
activity type and the hired power of each consuarat
the obtained clusters.

From tables 6 (working days clusters) and 7 (wedken
clusters) we can see that many of the activity sypee
present in many clusters, allowing us to concluu &
poor correlation exists between the clusters ang th
consumers’ activity types. Figures 6 (working days
clusters) and 7 (weekend clusters) also show tlaatyrof
the hired powers appear in many clusters. Thegdtses
show that the contractual data is highly ineffeztivom
the viewpoint of the characterization of the conetsh
electrical behaviour



Table 6Number of consumers of different activity typeshiiteach working days clusters.

Aﬁ;g’gy alslc|pole|F|le|H|l1|a]lk|L|m|N|[oO|lP|oQ|R]|s|T|u|Vv|w]|x]|z|aalas|ac
1l -[s5l2(als|a[a|--[--1-[-1a-[-Ie[a[-1-1a[-]- - 1] - [
2| -2 - -l - -1 - I Is=l1a
3| - -[a -Is[ala -1 -1-11-1Ta/-1-1T-1-1T-Tel-1-1T-1-1316[-1-

slala - {ale - - T-Talal-T-T-T-[-[—[-[-la[3]-[-|-T2J12]2]1

s 5 - --1-1-1-1-[1-I -1/ -’—1“r -1 i1

ole6lsl2al-[alalala| - -[-1-1Ta[-T-1T-12la[afolala|-1T-1-I5]1][-
71 - - - - -l -l alala -Jalala-[-1-1T-12]-11
8l 13| -] -l1l2 3 -[-| -1 -1 -1-[-1I-1a-I-1T2[-1T3[-"I-"1-1514]-
o | - [ -1 -1 -1l -T-T-1Tal-T-Tel-1T-1T-1T-1-1-T1T-T-1T-T-T"1T:i1-1T1il=21a

Table 7Number of consumers of different activity typeshiiteach weekend clusters.

e | AlBlc|olE|FlolH[1|a]k|L|m|N]|olP|Q|R|s|T|u|V|w]|x|z]|ra|as|AC
tlalal2 o -al2--1-[3l-1-12[-1-12[-|-[a[xlx[-[-[x1]19]6]1
2 | - - - e e -t e - 1a -
3|26 -|-15(3l2]-1-[-l2l-[-1al-1T-Islal-l2l2-[-1T-T2a[9o|-12

slalal-|-[-Telals|-[-[al-T-[-T-1-{-Tafa{-Ts-[-T-1-1-T-1-1-

o (s - - -1 -1l -1-1T-1T-1-ITa0-1-1-Talala -1l -1T-1-1-1T-1T2]1l-

Sle -[al -1 -1 -I-Ials -1 1 111 Islala 1111
71 -132| - [ -3 o -[-1-1-1-1-1-1T-1-"1T2[-1-1713]-J1]1[3]13]1[s
8| 1| - - -1t -2 -1-[-1-1-1-1-"1-T-"12>-"T-"T-1"-"1-"1"-"1"1-1T21"-1x
o -2 -1 -Tele -1 -Tal-Talel -1 -1T-1-"1Ta-1—-"1-"1T-1"-T"-T-T"-T"-1-T1=
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Figure 6- Hired power in working days clusters
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Figure 7- Hired power in weekend clusters

5.4 Classification Model

In order to identify more relevant information dmet
consumers’ consumption behaviour and to descriee th
consumption patterns of each cluster populatiorused
the C5.0 algorithm to analyze those clusters ansbtain

their descriptions based on a set of indices dérfvem
the representative daily load curves.

As the commercial indices had an inexistent cotiia
with the representative load diagrams of each etuste
chose other kinds of indices in order to obtairssemiles.
As rules must be intelligible, normalized shapedatbrs
were used as attributes in the classification model
Therefore, we extracted several shape indicatoed th
represent the load shape diagram, namely, theféodr
(f), low factor (§), modulation factor g night impact
factor (f) and lunch impact factordff as represented by
the vector (f):

f =[f1,f2,f3,f4,f5] )

These indices were based on other works relateld wit
electrical energy consumption [35].

The classification model uses supervised learnaspt
on the knowledge about the relation between the
consumers’ load shape indices and the corresponding
class obtained through the clustering operation.

Using the representative load diagrams, the loaghesh
indices are computed for each MV consumer. Thecesdi
vector (2) that characterizes the representativad lo
diagram shape was used in the classification maslein
attribute in order to obtain intelligible rules. 89 data
sets were separated and formed a training set andta
set. The training set used by the classificatiod@hdas
been formed with 2/3 of the data, the remainingdf/ghe
data was used for the test set.

Table 5 presents a rule set example obtained fram t



classification algorithm for the working days da#&. The
obtained rules are simple and easy to understand.

Table 5.Rule set for the working days classification model

If f, <0.57andf,<0.2 then cluster -7

If f, <0.57 andf, <0.21 andf, > 0.24 andf, <0.10
then cluster -6

If f, <0.57 andf, <0.21 andf, > 0.24 andf, >0.10
then cluster -4

If f, <0.57 andf, <0.21 andf, > 0.24 andf, >0.10

and f, >0.44 then cluster -7
If f, <0.57 andf, >0.21 andf, <0.61 then cluster -5
If f, <0.57 andf; >0.21 andf; > 0.61 then cluster -4
If f, <0.57 andf, >0.45 andf, <0.20 then cluster -4
If f, <0.57 andf, >0.45 andf, <0.20 then cluster -3
If f, <0.57 andf, >0.45 andf, >0.20 then cluster -5
If f, >0.57 andf, <0.71 andf, <0.23 then cluster -8
If f, >0.57 andf; <0.71 andf, > 0.23 then cluster -2
If f, >0.57andf, <0.21 then cluster -2
If f, >0.57 andf, >0.21 then cluster -1

The classification model considered all the avédab
attributes for each rule, selecting only those pravided
larger information gain. This rule set can be usedrder
to classify new consumers.

6. Conclusions and future work

This paper deals with the clustering of electricity
consumers, based on their measured daily load surve

Two-step cluster algorithm and the WEACS approach
were used to obtain the representative load diagtam

By the observation of the load diagram obtainechwit
each approach, we noticed that the WEACS approach
separates the consumer population better than the
Two-step cluster algorithm.

The results obtained for both clustering approaches
point out that the contractual parameters are poorl
connected to the load profiles, so further work was
required in order to produce global shape indidds #
capture relevant information on the consumers’
consuming behaviour.

The characterization of the clusters obtained with
WEACS was performed using the C5.0 classification
algorithm. Normalized shaped indices were used as
attributes in the classification model which getedaa
rule set easy to understand.

The load profiles will be used to study the best-
dedicated tariffs to each consumer class, accordirige
new rules introduced in the liberalized electricitgrket.

Following the classification of the consumers into
classes, a decision support system will be develdpe
assisting managers in properly fixing contract ietr
each consumer classes. This system must be saofficie
flexible to follow the variations in the consumetsad
patterns.

Acknowledgements

The authors would like to express their gratituoldeDP
Distribuicdo, the Portuguese Distribution Compafor,
supplying the data used in this work.

The authors would also like to acknowledge FCT,
FEDER, POCTI, POSI, POCI and POSC for their support
to R&D Projects and GECAD Unit.

References

[1]A.k. Jain and R.C. Dubedlgorithms for Clustering
Data (Prentice Hall, 1988).

[2]A.K. Jain, M.N. Murty, and P.J. Flynn, Data desng:

A review, ACM Computing Surveys31(3),:264-323,
September 1999.

[3]1J. Han, M. Kamber,Data Mining- Concepts and
TechniquesNlorgan Kaufmann Publishers, 2001).

[4]A. Fred and A.K. Jain, Combining Multiple
Clusterings using Evidence AccumulationlEEE
Transactions on Pattern analysis and Machine
Intelligence Vol.27, No.6, June 2005, pp. 835-850.

[5]A. Strehl and J. Ghosh. Cluster ensembles - a
knowledge reuse framework for combining multiple
partitions, Journal of Machine Learning Research 3
2002.

[6]S.T. Hadijitodorov, L. I. Kuncheva, L. P. Todoav
Moderate Diversity for Better Cluster Ensembles,
Information Fusion2005.

[71X.Z. Fern, C.E. Broadley, Random projection fagh
dimensional data clustering: a cluster ensemblecsmb.
20" International Conference on Machine Learning
ICML;Washington, DC, 2003, pp. 186-193.

[8]S Monti; P. Tamayo; J. Mesirov; T. Golub, Conses
clustering: a resampling-based method for clagsogery
and visualization of gene expression microarrayadat
Machine learning52, 2003, pp. 91-118.

[9]A. Topchy, B. Minaei-Bidgoli, A.K. Jain, W. Puh¢
Adaptive Clustering Ensemble®roc. Intl. Conf on
Pattern Recognition, ICPR'Q4L£ambridge, UK, 2004, pp.
272-275.

[10]B. Minaei-Bidgoli, A. Topchy, W. Punch, Enserabl
of Partitions via Data ResamplinBroc. IEEE Intl. Conf.
on Information Technology: Coding and Computing,
ITCCO04,vol. 2, April 2004, pp. 188-192.

[11]A. Fred and A. K. Jain, Data clustering using
evidence accumulation,.Proc. of the 16th Intl
Conference on Pattern Recognitj@902, pp. 276—280.
[12]Fred A., Jain A. K., Evidence accumulation ¢éuisg
based on the k-means algorith§1%.S.P.RT.Caelli et al.,



editor,., Vol. LNCS 2396, Springer-Verlag, 2002,. pp
442-451).

[13] F.Jorge Duarte, Ana L.N. Fred, André Loureagal

M. Fatima C. Rodrigues, Weighting Cluster Ensembies
Evidence Accumulation Clustering.Workshop on
Extraction of Knowledge from Databases and
Warehouses, EPIR005.

[14] F.Jorge F.Duarte, Ana L.N. Fred, André Loumencg
and M. Fatima C. Rodrigues, Weighted Evidence
Accumulation Clustering. Fourth Australasian
Conference on Knowledge Discovery and Data Mining
2005.

[15]F. Jorge Duarte, Ana L. N. Fred, M. Fatima C.
Rodrigues and Jodo Duarte, Evidence Accumulation
Clustering using the weight of the cluster ensemble
International Conference on Knowledge Engineering a
Decision Support (ICKEDS-2006)

[16]F. Jorge Duarte, Ana L. N. Fred, M. Fatima C.
Rodrigues and Jodo Duarte, Weighted Evidence
Accumulation Clustering using Subsamplingsixth
International Workshop on Pattern Recognition in
Information Systems (PRIS-2006)

[17]M. Meila and D. Heckerman, “An Experimental
Comparison of Several Clustering and Initialization
Methods”, Proc. 14 Conf. Uncertainty in Avrtificial
Intelligence, p.p. 386-395, 1998.

[18]M. Halkidi, Y. Batistakis, M. Vazirgiannis,
Clustering algorithms and validity measuresutorial
paper in the proceedings of the SSDBM 2001 Conéeren
[19]Theodorodis, S., Koutroubas, HRattern Recognition
(Academic Press, 1999).

[20]Hubert L.J., Schultz J., Quadratic assignmemntaa
general data-analysis strategyBritish Journal of
Mathematical and Statistical Psychology, Vo].2975,
pp. 190-241.

[21]Dunn, J.C., Well separated clusters and optiinzty
partitions (J. Cybern, Vol. 4, 1974, pp. 95-104).
[22]Davies, D.L., Bouldin, D.W., A cluster sepacati
measure.lEEE Transaction on Pattern Analysis and
Machine Intelligence, Vol. 1, Np2979.

[23]S.C. SharmaApplied Multivariate Technique@ohn
Willwy & Sons, 1996).

[24]Calinski, R.B.& Harabasz, J, A dendrite method
cluster analysisCommunications in statistics, 3974,
pp.1-27.

[25]Kaufman, L. & Roussesseeuw, P., Finding groumps
data: an introduction to cluster analydiew York, Wiley,
1990.

[26]U. Maulik and S. Bandyopadhyay, Performance
Evaluation of Some Clustering Algorithms and Valdi
Indices, IEEE Transactions on Pattern Analysis and
Machine Intelligence, Vol. 24, no. 12002, pp. 1650-
1654.

[27].Xie, X.L., Beni, G., A Validity Measure for Ray
Clustering,,IEEE Trans. Pattern Analysis and Machine
Intelligence, Vol. 131991, pp. 841-847.

[28]W. Krazanowski, Y. Lai, A criterion for determig

the number of groups in a dataset using sum ofregua
clustering,Biometrics 1985, pp. 23-34.

[29]J.A. Hartigan, Statistical theory in clustering.
Classification 1985, 63-76.

[30]C.H. Chou, M.C. Su, E. Lai, A new cluster vityd
measure and its application to image compression,
Pattern Analysis and Applications, Vol, 2004, pp.
205-220.

[31]A. Fred, Finding consistent clusters in datatifians,
Multiple Classifier Systems, Josef Kittler and FaBloli
editors, vol. LNCS 2096, Spring&x001, pp. 309-318.
[32]Sérgio Ramos, Fatima Rodrigues, Raul Pinheiro,
Judite Ferreira & Zita Vale, Decision Support Syster
Improving the Tariff Offer Based on Patterns Exteaic
from MV Load Diagrams.Proc. of the International
Conference on Knowledge Engineering and Decision
Support (ICKEDS06), pp 107-115, Lisbon, Portugal,
May, 2006.

[33]Chiu, T., Fang, D., Chen, J., Wang, Y., and J&is,

A Robust and Scalable Clustering Algorithm for Mixe
Type Attributes in Large Database Environment.
Proceedings of the seventh ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining
263, 2001.

[34]Jorge Duarte, Fatima Rodrigues, Vera Figueiredo
Zita Vale, M. Cordeiro, Data Mining Techniques Ajepl

to Electric Consumers Characterizatid®roceedings of
7th Artificial Intelligence and Soft Computin@anada,
Julho de 2003.

[35]Ramos, S., Zita, V., Figueiredo, V., Rodrigués,&
Pinheiro, R., Characterization of MV Consumers dsin
Hierarchical Clustering”, Proc. of the International
Conference on Knowledge Engineering and Decision
Support (ICKEDS 04 pp 199-204, Porto, Portugal, July,
2004.



