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Abstract: - A definition of medium voltage (MV) load diagramsasvmade, based on the data base knowledge
discovery process. Clustering techniques were asesiipport for the agents of the electric poweiilretarkets

to obtain specific knowledge of their customersh@amption habits. Each customer class resulting filoe
clustering operation is represented by its loagyrdian. The Two-step clustering algorithm and the WEBA
approach based on evidence accumulation (EAC) sygpéed to an electricity consumption data fromtility
client's database in order to form the customedsses and to find a set of representative consompatterns.
The WEACS approach is a clustering ensemble corfibmapproach that uses subsampling and that weeight
differently the partitions in the co-associationtrixa As a complementary step to the WEACS approatitthe
final data partitions produced by the differentiaions of the method are combined and the Ward Lin
algorithm is used to obtain the final data pamiti&xperiment results showed that WEACS approadhtde
better accuracy than many other clustering appesadn this paper the WEACS approach separatesr libé
customer’s population than Two-step clustering allyon.

Key-Words: - Electricity markets, load profiles, clustering, gleied evidence accumulation clustering.

1 Introduction classes. A load profile can be defined as a patiern

In the regulated power systems, the informatioruabo electricity demand for a customer, or group of
the customer's consumption was important for CUStOmers, over a given period of time. The aceurat
managing the demand of power, the system p|annin&lassmcatlon o_f customer cla_lsses and the associat
or definition of better tariffs. Nowadays, with the ©Of & load profile are essential to support markgtin
emergence of competitive electricity markets Strategies. T_hese customer’s classes can be adtaine
(deregulated electricity markets) a reduced priiel p USiNg clustering approaches.
by customers for electricity consumption is expécte ~ 1he definition of customer's classes can be
For the retail companies, the knowledge about€Xtracted by the knowledge of the real customers’
customer's consumption patterns is very important f electrlcal_behavm_)r and also by additional exter_ngl
the accomplishment of agreements in the price ®f th features information, such as weather data, agtivit
electricity between customers and suppliers, thelyP€, contracted power value, consumed energy and
definiton of marketing policies and innovative t@rff type. The identification of the best
contracts and services. For suppliers who choose &epresentative load diagrams of MV electrical
differentiation strategy, the knowledge of the reed CUSIOMErs is proposed, using a given number of dail
of their customers is very important to develop Ioad_ diagrams extracted from a monitoring campaign
products to suit their preferences. To achieveesscc Carried out by the Portuguese utility. For the
in deregulated markets, companies must learn tdiefinition of MV customers’ load profiles, the Two-
segment the market and target these segments withteP clustering algorithm and the WEACS approach
the most effective types of marketing methods. OnePased on evidence accumulation (EAC) were used.
possible method of differentiation is the developme ~ Clustering can be defined as the process of
of tailored contracts defined according to customerdrouping data into distinct classes or clustersas
consumption patterns. on an appropriate notion of closeness or similarity
One of the important results obtained using this@mMong data. Even though there are hundred of
data are the load profiles for different customer clustering algorithms in the literature [1-3], riagle
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algorithm can effectively find by itself all typesf Strehl and Gosh (HGPA, MCLA and CSPA) [7]. The
cluster shapes and structures. With the objective t quality of the final data partitiorP{) is evaluated by
solve this limitation, some combination clustering calculating the consistency &* with ground truth
ensemble approaches have been proposed [4-9] bas@&uformation. It can be seen in [13] that the WEACS
on the idea of combining the results of a clustgrin approach obtains for almost all these data setsrbet
ensemble into a final data partition. results than all of the other clustering approaches

The work on evidence accumulation clustering with an improvement percentage superior to 10%,
conducted by Fred et al [4-6] has been used as basallowing concluding that this approach is robusd an
for this work. The idea of evidence accumulation- can be followed to obtain good clusterings.
based clustering is to combine the results of ielti Section 2 summarizes the cluster validity indices
clusterings into a single data partition, by viegvin used in WEACS. Section 3 summarizes the Two-step
each clustering result as an independent evidehce alustering algorithm. Section 4 presents the Weight
data organization. EAC takes the co-occurrences oEvidence Accumulation Clustering with subsampling
pairs of patterns in the same cluster to combime th (WEACS) and the experimental setup used. Section 5
results of a cluster ensemble into a single firhd presents the obtained representative load profiles
partition. The data partitions are mapped into aobtained by the application of WEACS approach to
co-association matrix and the final combined dataan electricity consumption data set. Finally, sect
partition is obtained by applying a clustering presents the conclusions and some ideas for future
algorithm to the co-association matrix. work.

Duarte et al. proposed the WEAC approach
[10-12], also based on evidence accumulation
clustering. WEAC uses a weighted voting mechanism?2  Cluster Validity Indices
to integrate the partitions of the clustering ensiém oy many clusters are present in the data and how
leading to a weighted ~co-association matrix good is the clustering itself are two important
(w_co_assoc matrix). Two different methods are used gyestions that have to be addressed in any clogteri
to weight each clustering to be incorporated in theciyster validity indices provide the formal
W_co_assoc matrix. In the first method, the Single  mechanisms to give an answer to these questions. Fo
Weighted EAC (SWEAC), each clustering iS 3 symmary of cluster validity measures and
evaluated by a relative or internal cluster vajidit comparatives studies see for instance [14,15] hed t
index and the contribution of each clustering is references therein.

weighted by the value obtained for this index.He t — There are three approaches to assess clustettyalidi
second method, the Joint Weighted EAC (JWEAC),[16]: external validity indices, where the evaloati
each clustering is evaluated by a set of relativé a f the clustering results is made using a strectioat
internal cluster validity indices and the contribot  is gssumed on the data set (ground truth); internal
of each clustering is weighted by all results ai®di  gjidity indices, where the assessment of the
with each of these indices. The final combined cjystering results is made in terms of the quasstiti
partition is obtained by applying a clustering that involve the vectors of the data set themselves
algorithm to the obtainea_co_assoc mairix. ~and relative validity indices, where the assessmént

~ Duarte et al. tested how subsampling techniques; cjystering result is made by comparing it to pthe
influence the combination results using the WEAC clustering results, achieved by the same algorfthin
approach (WEAC with subsampling, WEACS) [13]. ith different input parameters.

Partitions in the ensemble were generated Dy Thjis work make use of a set of internal and retativ
clustering subsamples of the data set. Each subbsampg|ystering validity indices, extensively used and
has 80% of the elements of the data set. As wh th yeferenced in the literature, to assess the quafity

WEAC approach, two different methods are used t0gata partitions to be included and weighted in the
weight data partitions in the co-association matriXy co assoc matrix; external validity criteria is

(w_co_assoc matrix): Single Weighted EAC with eycluded, since it requires the use of a priori
subsampling (SWEACS) and Joint Weighted EAC jnformation about cluster structure. Two internal
with subsampling (JWEACS). _ indices, the Hubert Statistic and Normalized Hubert
The WEACS approach was evaluated experimentallysiatistic (NormHub) [17], and fourteen relative
[13] on synthetic and real data sets, in comparisonndices are used: the SD validity index [15], the
vv_ith the single appl@cation of Single Link, Compet S_Dbw validity index [15], Dunn index [18],

Link, Average Link, K-means and Clarans payies-Bouldin index (DB) [19], Root-mean-square
algorlthms, with the subsampllng version of EAC, standard error (RMSSTD) [20], R-squared index (RS)
and with the graph-based combination methods by{20), Caliski & Harabasz cluster validity index [21
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Silhouette statistic (S) [22], index | [23], XB clier
validity index [24], Squared Error index (SE),
Krzanowski & Lai (KL) cluster validity index [25],

weighted co-association matrix according to the
assessment made by cluster validity indices and by
assigning higher importance to better data pamstio

Hartigan cluster validity index (H) [26] and theiRto
Symmetry index (PS) [27]. The mathematical

in the clustering ensemble.

Consideringn the number of patterns in a data set

equations of all indices used in the WEACS approachand given a clustering ensembie {pl, pz,.__,pN}

are available in [10].

with N partitions of n*0.8 patterns produced by
clustering subsamples of the data set,

and a

corresponding set of normalized indices with values

3. Two-Step Algorithm

in the interval [0,1] measuring the quality of eaxfh

The Two-step is a scalable cluster algorithm dessign these partitions, the clustering ensemble is mapped
to handle very large data sets and that can handlito a weighted co-association matrix:

continuous and categorical variables or attribulies.
only requires one data pass and has two steps: 1)
pre-cluster the cases (or records) into many small
sub-clusters; 2) cluster the sub-clusters resuftioig
pre-cluster step into the desired number of clastiéer
can also automatically select the number of claster

W

. N vote, VIt
w_co_assoc(i,j)= Z%

L=1

(2)

here N is the number of clusteringspte; is a
binary value, 1 or 0, depending if the object gaj)
has co-occurred in the same cluster (or not) ir_the

More details about this clustering method can pePartition, VI is the normalized cluster validity index
found in [28]. The Two-step clustering algorith i value for theL™ partition andsgi, j) is a matrix such
included in Clementine version 8.5 [Clementine Datathat (,j)-th entry is equal to the number of data

Mining System, web page — http://www.spss.com].

partitions from the totaN data partitions where both

patterns andj are simultaneous present. Information
about the normalization of cluster validity indiczm

4  Weighted Evidence Accumulation
Clustering using Subsampling
(WEACS)

be consulted in [13]. The final combined data
partition
algorithm to the weighted co-association matrixe Th
proposed WEACS approach

is obtained by applying a clustering

is schematically

The WEACS approach [13] is an extension of the described in table 1.

WEAC approach [10-12] by using subsampling in the
construction of the cluster ensemble. Subsampbng i

Table 1. WEACS algorithm

used in WEACS to produce diversity in the cluster
ensemble and to test the robustness of the approach
In fact, other works have shown that the use of
subsampling increase diversity in the cluster
ensemble leading to more robust solutions [8,9thBo
methods extend the EAC technique by weighting
differently each data partition in the combination
process, based on the quality of these data paditi

as assessed by cluster validity indices. While ACE

the N data partitions of patterns are mapped into an

nx n co-association matrix:
(1)

Co_assoc(i, j) = votes; /N
wherevotes; is the number of times the pattern pair
(i) is assigned to the same cluster among Nhe
clusterings, WEACS proposes the assessment of the
guality of each data partition by one or more @ust
validity indices, determining its weight in the
combination process. The aim of this differentiatio
in the weighting of the data partitions is to avaidat
can happen in a simple voting mechanism when a set
of poor clusterings can overshadows another isblate
good clustering. Better combination results are

Input:
n— number of data patterns of the data set

P= {Pl, PZ,...,PN}- Clustering Ensemble witN data

partitions of n*0.8 patterns produced by clustering
subsamples of the data set
VI :{\/Il,VI LY/ N} - Normalized Cluster Validity
Index values of the corresponding data partitions
Output: Final combined data partitioning.
Initialization: setw_co_assoc to a nullnx n matrix.
1. ForL=1toN
Update then _co_assoc: for each pattern pair
(i,j) in the same cluster, set

vote; VI -
S, j)

vote j - binary value (1 or 0), depending if the
object pair (;j) has co-occurred in the
same cluster (or not) in th&" partition

VI' - the normalized cluster validity index value

for theL™ partition

S(i, j) - number of data partitions where patterns

i andj are present

Apply a clustering algorithm to the& co_assoc
matrix to obtain the final data partition

w_co_assoc(i,j)=w_co_assoc(i,j)+

expected by weighting the data partitions in the
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WEACS has two different approaches of weighting Link (AL), K-means and Clarans (CLR)) with
each data partition: different parameters values and/or initializaticsuscl
1. Single Weighted EAC with subsampling using multiple clustering algorithms with multiple
(SWEACS), where the quality of each data parameters values and/or initializations. Partityla
partition is assessed by a single normalized each clustering algorithm makes use of different
relative or internal cluster validity index, and values ofk and K-means and Clarans in addition
each vote in thev_co_assoc matrix is weighted make use of different initializations of clusters
by the value of this index: centers. A clustering ensemble that includes al th
Vi L:norm_va”dity(p'—) (3) partitions produced by all the clusterings alganish

ALL) was also explored.
2. Joint Weighted EAC with subsampling (ALL) P

(‘]W.E.ACS.)’ where the quality of each data 4.1.2 Extraction of the Final Combined Data
partition is assessed by a set of relative and Partition

internal cluster validi_ty ind_ices, a_nd each vote in aq the obtained co-association matris_¢o_assoc)
the w_co_assoc matrix being weighted by the  oreqents a new similarity matrix between patterns
overall contributions of these indices: clustering algorithm can be applied to it to achkiev
VL= \ind norm_validity, (PL) (4) the final combined data partitid?. In the performed
— Nind experiments, the final number of clusters is assume
where Nind is the number of cluster validity —as being known and the k-means, SL, AL and Ward'’s
indices used, andorm_validity,,, (P*)is the value link (WR) algorithms were used to achieve the final

e . partition. To assess the performance of the
of theind™ validity index over the partitioR".

) _ o combination methods, the final data partitions are
In our experiments, sixteen cluster validity indice compared with ground truth information and the

were usgd. Th_ese indices can be seen in the PaP€onsistency index (Ci) is used to compare these
referred in section 2. partitions [6].

In the WEACS approach can be used different
clustering ensembles construction methods, differen
clustering methods to obtain the final combinedhdat
partition, and, particularly in the SWEACS version,
can be used even different cluster validity indites

weight the data partitions. These constitute vianst ~ 2-1 Data Selection ,
of the approach, taking each of the possibIeTh'S specific case study is based on a set of 299 M

modifications as a configuration parameter of the CUStomers from a Portuguese utility. Information on
method. Experimental results in [13] show that the customer consumption has been gathered by
although the WEACS leads in general to good resultsMeéasurement  campaigns  carried out by EDP
no individual configuration tested led consisteridy ~ Distribuicéo — a Portuguese Distribution Company, i
better best results in all data sets as comparéaeto  the nineties, and this data was used for the perpbs

subsampling versions of EAC, HGPA, MCLA and @ Study demonstration.
CSPA methods. The monitoring campaigns were based on a load

To solve this problem a complementary step isf€Search project for which a sample populatione typ
used to the WEACS approach. It consists inOf customers (MV, LV), points of meters installatjo
combining the partitions obtained in the WEACS Sampling cadence (15, 30 ... minutes) and total
approach with the ALL clustering ensemble dur_atlon (months, years...) of data collection were
construction method. These data partitions aredefined. _
combined using the EAC approach and the final data The instant power consumption for each MV
partition (P*) is obtained by applying the Ward Link customer was collected with a cadence of 15 minutes

algorithm to this new co-association matrix. by real t_ime meters, which gives 96 values a day fo
each client, for each day of measurement. The

measurement campaigns were made during a period
of 3 months in the summer and another 3 months in
the winter. For this sample, there is also othed lof

information, such as the commercial data related to

There are many ways to produce clusteringthe monthly energy consumption, the activity code
ensembles. In our experiments, the clustering y gy ption, y
and the contracted power.

ensembles were produced using a single algorithm
(Single Link (SL), Complete-Link (CL), Average-

5. Experimental Results

4.1 Experimental Setup

4.1.1 Construction of Clustering Ensembles
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5.2 Data Pre-processing
Starting from the initial databases, some damaged.3 Determining of Electricity Customers’
files were detected and some customers without Load Profiles using WEACS approach
registered values were removed from the initiahdat The Two-Step and WEACS approaches have been
sample. So, twenty-one customer’'s files wereused to group the load patterns on the basis af the
removed from the initial sample, remaining 208 distinguishing features. At present, in Portughk t
customers to be analyzed. regulated electrical company has nine consumption

In this data-cleaning phase, missing values ofpatterns. Based on this information the number of
measures were filled using a neural net [29]. Theseclusters of the final combined data partition haerb
failures can be due to transmission interruptions o fixed in 9 clusters. The expected 9 clusters were
damage in the measurement equipment. Therefore, tobtained for the two different load regimes: work
estimate missing values, a multi layer perceptrondays and weekends.

(MLP) artificial neural net was used. Figure 1 shows the representative load diagram
The historical data of electricity consumption will obtained for each cluster using the Two-step
serve as support to estimate the lacking powergalu approach and using the measurement power for the

previously detected in Data Pre-processing. weekends.

The neural net was trained starting from the repore
of each customer's consumption. By completing thi..
missing data, the errors of the metered load curve;
are attenuated without making significant alteragio °
in the real measures. After the completion dathag .-
been prepared for clustering. o

Each customer is represented by his representati®”,
daily load curve resulting from elaborating theadat ,, __
from the measurement campaign. For each custome:|Z
the representative load diagram has been builtSt. =5
averaging the load diagrams related to each custofr.,
[29,30]. A different representative load diagram gsg:
created to each one of the loading conditions ddfire .:
working days and weekend days. Each customer .,
now defined for a representative daily load curwe f
each of the loading conditions to be studiec;
separately.

The representative daily load diagram of @ [
customer is the vectdfm): o T

1™ =[1I™, 1" ], mO{1.M} hO{ 1.H}  (5) o

02

where (n) represents the customer number ir,, ‘ »
analysisM represents the number of customers of th, * * * * °* *» ® =7 ===~ r s e mmmweas

sample andH=96, represents the 15 minute intervals’’ [A7=<3 I
in a day. on PR Hr
The diagrams were computed using the, Al [ ]
field-measurements values, and, therefore, thed ne° \\\\ //,H / /
to be brought together to a similar scale for the.} — M;g%hlﬁ
purpose of their pattern comparison. This is acdev ;[ \\LZ{ /L;/”:/

through normalization. T T T s s e e w = Time (h)

For e_aCh customer the vector represe_nted in (5) Wa?—igure 1- Clusters obtained by Two-step clustering algoritom f
normalized to the [0-1] range by using the peak weekends.
power of its representative load diagram [29,30jsT
kind of normalization was chosen to permit the Figure 2 shows the representative load diagram
maintenance of curve shape in order to compare th@ptained for each cluster using the WEACS
consumption patterns. At this point each custorser i approach. and using the measurement power for the
represented by a group H of data consisting ofesalu \yeekends. Cluster number 2 contains only six
for 15 minutes intervals which gives a set of 96 cystomers with atypical electric energy consumption
values in the range [0-1]. Their behaviors are very different of each other.
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These kinds of atypical customers (outliers) shaald
removed from the study to avoid weakened visually taken by analysing the graphics.

characterization results. Apart from cluster number
the WEACS approach separated the customer
population well and the representative load diagram Criteria

were created with a distinct load shape.

—— I

13 5 7 9 m 1B B 7 19 21 23

results emphasise the conclusions that may be

Table 2. Indices results
Weekend

Index |WEACS | Two-Step
NormHub| 0.5160 | 0.4957 Max
DB 1.2343 1.2671 Min
Dunn 0.1559 | 0.1778 Max

I 0.6652 | 0.6757 Max

PS 0.4219 | 0.4804 Min
Silhouette| 0.3394 0.3510 Max
XB 0.6969 | 0.9594 Min

One of the representative load diagrams obtained
using the WEACS approach by applying it to the
measurement power for the working days also
contains only seven customers with atypical electri
energy consumption. These customers” behaviors are
also very different of each other and, as already
mentioned, in this case this cluster should be wemho
from the study.

With the 8 resulting clusters, a representativel loa
diagram has been obtained for each cluster by the
load diagrams of the clients assigned to the same
cluster (figure 3). The same procedure was appiied
the weekend data (figure 4). Each curve represents
the load profile of the corresponding customerglas

1

. I 3 TSN
| ol i\ 5 07 L7AAN"T NN
| ooff N gor et/ I B\ AN 1) N
° M & [T ZNANAL /AN AL R
I == S
e A o 4 \
13 5 7 9 1 B 5 ¥ © 21 23 13 5 7 9 1 B B 7 1 21 23 %0,1 ,/ \

5 s Com 1% s 4o sm 7o o 1 1w 1 109 5 w00 09 20 2
ijrf#;?ﬁk%&mhi " Time (day hour)
g; ng\’%C\QM}}\ii Cluster 1 Cluster 2 Cluster 3 Cluster 4
o \ V \ V\ \\\ Cluster5 Cluster 6 Cluster7 Cluster8
)

s \\"\ AN Figure 3- Representative Load Profile for working days
°2] = :j‘j clusters

135 7 9 135 v wmazz limeh)

0,
Figure 2- Clusters obtained by WEACS approach for weekencfgovs,

In order to assess the weekend clusterings resuli |
obtained by the Two-step clustering algorithm ancﬂg_ 051
the WEAC approach, some already referred validityg °*{
indices were used: NormHubert, DB, Dunn, I, PS5 |
Silhouette and XB. Table 2 shows the results%ojl,
obtained by these indices. According to the indice< o

h ©

1

9 ~—

20,7

N 03 -

criteria (table 2) the data partition achieved by 0:00 1:30 3:00 4:30 6:00 7:30 9:00 10:30 12:00 13:30 15:00 16:30 1_z|a_:_00 19:?&21:00h22:30)
) ime (day hour

WEACS is considered by five of the seven indices tc Cluster 1 Cluster 3 Cluster 4 Cluster 5

be better than the one obtained by Two-step. Thes Cluster & cluster 7 Cluster 8 cluster9

Figure 4- Representative Load Profile for weekend clusters
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